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Abstract

The ability to predict local wall heat fluxes is highly relevant for engineering purposes as these
fluxes are often the main results required by designers of fired heaters, boilers and combustion
chambers. The aim of this work is to provide reliable data measured by an innovative method
for the case of swirling diffusion natural gas flames and consequently utilize the data for
validation of Computational Fluid Dynamic simulations represented by commercial solver
ANSYS Fluent® 12.1. The subject is a large-scale combustion chamber with a staged-gas
industrial type low-NOy burner at two thermal duties, 745 kW and 1120 kW. Attention is paid
to the evaluation of boundary conditions via additional measurement or simulation, such as
wall emissivity and wall temperature. Several in-house software codes were created for
computational support. Remarkable results were obtained for low firing rate where prediction
reached accuracy up to 0.2 % in total extracted heat and better than 16 % in local wall heat flux
in individual sections. However, for high firing rate the accuracy significantly decreases.
Consequently close attention was paid to the confined swirling flow phenomena downstream
of the swirl generator. There were identified several problematic points in the prediction
capabilities of utilized computationally capable, industry-standard models.
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Abstrakt

Schopnost predikovat tepelné toky do stén v oblasti spalovani, konstrukce peci a procesniho
prumyslu je velmi dualezitd pro navrh téchto zarizeni. Je to casto klicovy pozadavek pro
pevnostni vypocty. Cilem této prace je proto ziskat kvalitni namérena data na experimentalnim
zafizeni a vyuzit je pro validaci standardné vyuzivanych modelt pocitacového modelovani
turbulentniho vifivého difazniho spalovani zemniho plynu. Experimentalni méfeni bylo
provedeno na vodou chlazené spalovaci komoie primyslovych parametrt. Byly provedeny
méfeni se pro dva vykony hotraku - 745 kW a 1120 kW. Z méfeni byla vyhodnocena data a
odvozeno nastaveni okrajovych podminek pro pocitacovou simulaci. Nékteré okrajové
podminky bylo nutné ziskat prostfednictvim dalsiho méfeni, nebo separatni pocitacové
simulace tak jako napfiklad pro emisivitu, a nebo teplotu stény. Prace zahrnuje nékolik
vlastnoru¢né vytvorenych pocitacovych programti pro zpracovani dat. Velmi dobrych
vysledkt bylo dosazeno pfi predikci tepelnych tokt pro nizsi vykon hotaku, kde odchylky od
naméfenych hodnot nepresahly 0.2 % pro celkové odvedené teplo a 16 % pro lokalni tepelny
tok sténou komory. Vyssi tepelny vykon vsak pfinesl snizeni presnosti téchto predikei z
davodtt chybné urcené turbulence. Proto se v zavéru prace zaméfuje na predikce vifivého
proudéni za vificem a identifikuje nékolik problematickych mist v pouzitych modelech
vyuzivanych i v komercnich aplikacich.

Klicova slova

CFD, spalovani, vifivé proudéni, turbulence, prestup tepla, radiace, experiment.
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1. Introduction

Emissions are studied namely to ensure compliance with legislative regulations (e.g. [1]). One
of the common emission reduction techniques is swirling combustion. Swirl-stabilised flames
are very popular, especially in the so-called power burners that are widely used in power and
process industries [2]. They combine the wide range of operating conditions with stable flame
and low emission levels. The basic idea is to introduce swirl motion to the stream of air, fuel or
both. This not only improves stability of the flame but also intensifies mixing,.

However, it has been recognized for long time that the prediction of swirling diffusion flames
using moment turbulence closures is extremely problematic, in spite of partial successes i.e.
predictions of in-flame properties reported in [3-5]. Recent progress achieved using large-eddy
simulations coupled with advanced chemistry models is on one hand very promising but on
the other hand it is still far from being applicable to industrial problems due to excessive
computational requirements, tractable only using supercomputing facilities due to huge
dimensions of the combustors (on the order of 10 m) and the need to resolve fine features like
gas nozzles with diameters on the order of 1 mm.

Industry primarily requires predictions of wall heat fluxes (typically for membrane walls or
tubes). In spite of that, combustion modeling research almost exclusively focuses on the details
of flame core structure and wall heat loads are typically disregarded. The present work thus
focuses on validation of computationally manageable Reynolds-averaged Navier-Stokes
(RANS) models by accurately measured local wall heat fluxes. The experiments were performed
at a modern experimental facility of the Institute of Process and Environmental Engineering,
FME, BUT.

1.1 Motivation

Our institute is equipped with the experimental facility containing industrial size combustion
chamber. This allows us to test not only new fuels from renewable sources but new combustion
equipment such as low-NO, burners as well. Since we want to provide deeper insight into the
process of combustion at the facility the suitable tool is Computational fluid dynamic (CFD)
simulations. Even though it has been developing for many years there are still many concerns
for use in specific areas such as combustion.

Testing facility was designed with accurate heat flux measurement and therefore this work
benefits from it. It is the first step to verify ability of the computational software to accurately
predict wall heat fluxes. This ability is highly demanded among design engineers. The local
wall heat fluxes are crucial in the design of process or power industry equipment. It is required
by material and stress analysts and designers who needs to know real heat loads of the walls.
Other area is in already built plants for failure analysis, retrofit design and life cycle analysis.

1.2 Work objective

First task is to provide set of accurate and well documented measurements focused primarily
on local wall heat fluxes (heat transfer rates) in a water cooled combustion chamber equipped
with natural gas turbulent swirling diffusion flame burner. Accuracy of the measurements and
exact operating conditions have to be reported. This will serve as a basis for validation of
simulations.



When reliable data are gathered the focus will move to simulations. The models shall be
examined and the best settings found with respect to pre-defined computational resources.
Results will be helpful in industrial scale combustor simulations and providing guidelines for
model selection.

1.3 State of art in swirling non-premixed combustion

Numerous detailed in-flame measured data are available for a range of swirl burners. In fact,
anumber of research groups have performed coordinated efforts to characterize several
swirling diffusion gas flames by various experimental methods. One of the most notable
projects was the TECFLAM cooperation performed by five institutes in Germany, which
yielded numerous publications (e.g. [6-9]) and a validation database (presently available upon
request). The burner used in these works (see Fig. 1.1) had a thermal duty of 150 kW and the
swirl number at the burner orifice was 0.9. Other sets of data were collected for gas turbine
combustors, e.g. [3, 10-12] on flames up to 35 kW (in the referenced works). Another
remarkable project is the Sydney swirl burner experimental database [13-16] (see Fig. 1.2)
which represents unconfined turbulent swirling gas combustion. Thermal duty varied from
11.1 kW for swirling methane flame up to 167.1 kW for swirling methane/hydrogen flame.

Many other burner geometries were investigated worldwide, covering various fuel injection
systems and swirl generation systems, see e.g. [17-21]. The thermal duties of burners in all
these studies ranged from several kilowatts up to about hundred kilowatts, i.e. they were all
laboratory-scale experiments. It is also important to note that without exception all these
studies focused on detailed in-flame measurements and paid little or no attention to the heat
transfer to combustion chamber walls (in cases with non-adiabatic walls). Other problem is in
focus of studies on chamber flow and no one is concerned about the flow through a swirler.
When there exists simulations of the flow through burner and combustion chamber e.g. work
of [22] a little or no attention is paid to the section of swirl generator. This is omitted even
though it has impact on a flow field predicted in a chamber.
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@3.6 mm

(T\‘ Bluff-Body Face,
; @50 mm

~ Annular Shroud, @60 mr

3x Tangential Air
Injectors, @7 mm,
inclined 15°

3x Wire Mesh plus
Flow Straightener

Main Axial Air Inlets

1/2" Fuel Delivery
Air ' Air  Swirl
Gas Generator
Figure 1.1: Schematic drawing of the TECFLAM swirl  Figyre 1.2: Schematic drawing of the Sydney burner from
burner from [7] [15]

Several recent theoretical and modeling studies of in-flame phenomena affecting the heat
transfer deals with turbulence radiation interaction (TRI) which reportedly has large effect on
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heat flux predictions. Existence of the interaction has been proved experimentally e.g.
in [23] and is subject of intensive study e.g. by Coelho [24, 25] or Li [26, 27]. Interaction is
responsible for significant deviation of mean radiation quantities when TRI is included from
those predicted from mean parameters due to strong nonlinear dependence on the temperature
and species concentrations. It is responsible for decreased flame peak temperature and
increased intensity of radiative heat transfer. The mean spectral radiation intensity in methane
flames could be increased by TRI from 10 % to 50 % when compared to the mean values with
no TRI assumed [25]. To capture this phenomena the scalar fields are crucial but often they are
not available and have to be e.g. generated stochastically according [28]. Therefore high
demand for computing resources is typical and often decoupled simulation is performed where
RTE is solved in postprocessing stage. Limited resources restrict practical use of the TRI but it
has to be considered when results of the averaged simulation are interpreted.

Studies focused on the wall heat flux within a combustion chamber are rare. Heat flux
measurements reported in the literature are either spot measurements or global heat transfer
rates. Spot measurements however, mostly provide just the thermal irradiation flux, not the
actual radiative or total heat transfer rate.

Recent broad overview of modeling approaches and discussion of previous results from the
literature in [29] is focused on radiation phenomena in industrial furnaces. The author
concentrates on mathematical modeling of radiative heat transfer. He analyzes and compares
several models for spectral modeling of absorbing and emitting flue gases. He suggests using
wide band correlated-k method (WBCK) with only three gray gases and points out its higher
accuracy over weighted-sum-of-gray-gases model (WSGGM). However, its main drawback is
increased demand on CPU since three additional radiative heat transfer equations are solved
which in the reported case results in approximately. 18 % increase of total computational time.

Measurement of combustion chamber wall heat loss together with acoustic analysis is
discussed in the work of Sengissen [17] in experimental laboratory-scale 125 kW combustion
chamber. However, only total heat flux from flame side to the cooling air in a cooling channel
was measured since there was not a segmental design of the enclosure. Total wall heat flux
was approximately 28 % (35 kW) of the total burner firing rate. Calculation of wall heat flux
based on LES simulation was also utilized, but only as a postprocessing step with a rather
strong simplifications. Impact of the heat losses on the flame was observed to be limited but it
significantly changed acoustics of the chamber.

Directly with heat fluxes deals work focused on high-temperature air combustion with
honeycomb regenerative burner [30] which utilizes point measurement with water-cooled
sensor called “Gardon gauge”. It measures incident radiation heat flux received by the spot of
size about 25 mm. Application of this heat flux measurement method is in the detection of
fouling and slugging. The paper [31] reviews several methods of the heat flux measurement
e.g. by disc sensors, inserted thermocouples and guarded cylinder concepts. But it still relies
on the spot measurement. For another review of heat flux sensors and description of their
principles see [32]. Described are sensors suitable for the combustion applications within a
range of 10 to 7.1x10° W/m2.

The practical measurement from real-world industrial application is referred in [33]. The work
deals with gas-fired, regenerative glass furnace and for measurement utilizes two gauges —
hemispherical ellipsoidal radiometer and circular foil heat flux gauge. The measurements by the
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gauges have deviation about 12 % when compared to each other. Comparison to the CFD
simulation is provided as well.

The radiation effect on combustion was tested by [34] in a large-scale steam cracking furnace.
Three radiation models were tested (Rosseland, P-1 and discrete ordinates method). Conclusion
is drawn that Rosseland model is less accurate than the other two and should not be used for
similar cases of combustion as in [34]. P-1 and DOM predict similar results in this study and
are equivalent. However, no comparison to measurement is provided and all the work relies on
simulated data with WSGGM for radiative properties.

Literature review suggests that there are unresolved issues in the total wall heat flux
predictions. Only a limited number of studies uses accurate measurements of total wall heat
flux to validate simulations while none of them uses local heat loads from segmentally
designed combustion chambers. Local heat fluxes are mostly evaluated through spot
measurement such as in [33].

Simulations will always form a compromise between accuracy and availability of
computational resources. The only viable option for turbulence modeling in the simulation of
industrial size applications are still moment closure turbulence models due their reasonable
requirements for computational power. In the radiative heat transfer modeling the DOM has
been reported as sufficiently reliable and new promising models of radiative properties were
developed (e.g. WBCK). However, their availability in commercial codes is limited. These
models are more CPU demanding which leads usually to utilizing the most popular but less
accurate WSGGM.

1.4 Swirling flow generation in combustors

Swirling air flow is a key feature in many types of combustors. Tangential flow component is
generated in an aerodynamic element called swirler (swirl generator, flame holder), which is
often designed in the form of axial guide vanes. Such design is typical in low-NO, diffusion
burners with staged gas and/or air supply, e.g. as in [35]. The swirler is a key burner design
component that significantly influences the flow pattern in combustion chambers. Current
industrial practice in the CFD modeling of swirling flow combustors tends to include swirler
into the computational domain since detailed measured data of inlet velocity profiles for
swirling combustion air are generally unavailable. Another reason for this practice is that the
swirler is rather part of the combustion chamber than a separated element in air supply duct.
This is also a major difference for laboratory experiments, where swirler is placed However, it
has long been a well-recognized fact that reliable predictions of turbulent swirling non-
premixed flames are very difficult [36] especially for practical cases where application of LES
methods is not feasible. Therefore there is a need for validation of RANS-based industry-
standard codes in the prediction of flow through swirl generators. Measured data on flow
through axial swirlers are unfortunately scarce. One of the rare recent experimental works
that has been selected as the basis for one part of this thesis is the work of [37]. The swirler
used in that work is similar to a typical flame holder in a staged-gas low-NO, burner.

Several research works dealing with the flow prediction in axial swirlers may be found
(e.g. [38]), but they mainly focused on the downstream of the sudden expansion within a
combustion chamber. Flow in the swirler was not subject of their interest and in fact method
of swirl generation was irrelevant for their study.
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1.5 Summary

Turbulent swirling diffusion flames are topic of many ongoing researches. Several large
projects with detail inflame measurement were previously described. Even though there are
issues which do not receive attention they deserves. One of the issues is accurate segmental
measurement of total wall heat fluxes which is afterward utilized for validation of CFD
simulations. Another issue is flow prediction through the swirl generator. Both issues are
further dealt with in this thesis along with other related topics such as identification of
boundary conditions for CFD simulations or proper data acquisition during a measurement.
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Turbulent swirling combustion
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2. Measurements at the large-scale combustor facility

2. Measurements at the large-scale combustor facility

2.1 Experimental facility overview

The construction of the semi-industrial experimental combustion facility for burners up to
2 MW enables variable length adjustment of the combustion chamber and accurate heat flux
and emission measurements. The main feature distinguishing the test facility at Brno
University of Technology from others is the ability to measure local heat transfer rates to the
cooled walls, which is enabled by the segmental design of the combustion chamber.

Several measurements previously performed at the same testing facility, although with
different objectives than in this work, were described in [2, 39, 40].
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Figure 2.1: Industrial-scale combustor

Flame ignition and stabilization is performed by a small (25 kW) premixed natural-draft pilot
burner. Its thermal duty was included in the total thermal duty. The inner wall was black-
painted for improved surface emissivity (see Fig. 2.2).
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Turbulent swirling combustion

.

Figure 2.2: Insight into the combustion chamber frorﬁ the burner side

2.1.1 Combustion chamber and burner geometry

There are up to seven water cooled segments of the combustion chamber, see Fig. 2.1 and 2.6.
All internal segments are of diameter 1 m and length 0.5 m and have the same flame-facing
area of 1.57 m’, whereas the first and seventh section have length 0.4 m (area 1.26 m®) and 1 m
(area 3.14 m®), respectively. The last three segments are removable which allows adjustment of
the combustion chamber length.

The burner was a low-NO, design with staged gas supply (Fig. 2.3 and 2.4) and axial swirl
generator, fired by natural gas. Burner geometry was possible to adjust thanks to the design
made with the six adjustable geometrical parts, namely (for details see Appendix A and [41]) :

- Diameter of swirl generator

- Pitch angle of the swirl generator's blade
- Number of secondary nozzles

- Secondary nozzle diameter

- Secondary nozzles head angle

- Tangential direction of secondary nozzles
- Secondary nozzles axial position

- Secondary nozzles radial position

- Secondary gas stage throttling

Geometry settings of the burner and a few other parameters were derived from the set of
measurements as described in [39] and [40]. The primary parameter was stability of the flame
and low emissions. The final assemble consists of swirl generator with diameter 240 mm made
of 8 vanes with pitch angle of 35° acting as a flame holder. Gas inlet includes twelve primary
nozzles and eight secondary nozzles. Eight of the primary nozzles have diameter 2.6 mm and
the other four 3.0 mm. All the primary nozzles are drilled in a nozzle head located on the
burner axis. Secondary gas injection is performed by four additional nozzle heads located in
regular intervals around annular air channel which surrounds the primary nozzle head. Each
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2. Measurements at the large-scale combustor facility

of the four secondary nozzle heads has two nozzles with a diameter of 3.3 mm and head angle
of 20°. Secondary nozzle angle is 0° which means that it faces directly to the axis of the
chamber and toward the center of the burner. Axial position is 0 mm therefore with the lowest
possible extension to the chamber and radial position is 0 mm as well which states for the
closest radial position to the axis of chamber and the burner. Throttling element had diameter
of opening 5.5 mm. This settings were utilized in all the measurement in this thesis.

Figure 2.3: Gas staged burner
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Figure 2.4: Swirl burner with two gas stages Figure 2.5: Model of the swirl burner
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2.1.2 Instrumentation and Data Acquisition System

Inlet and outlet temperature and water flow rate data are collected at every section by an
automatic data acquisition system. The total firing rate of the burner is calculated from the gas
flow rate measured by rotary flow meter and adjusted by pressure and temperature readings to
normal conditions. The excess air ratio is calculated from oxygen concentration in the exhaust
gases.

All the data from sensors are collected in the central operator work station. The data
acquisition system is industry standard with 1-second interval except for the flow meters
which have approximately 6-second interval. Water flow is measured by turbine flow meters
equipped with optical sensor sensing 10 000 impulses per 1 m’ of water. Flow of the fuel
(natural gas) is measured by positive displacement, rotary type flow meter and conversion to
the standard conditions is made based on temperature and pressure measurement. All the data
are visualized on a monitoring PC via Control Web® system.

All temperature sensors are of type platinum resistance temperature detector (RTD) Pt100
placed in a steel sheath. The accuracy indicated by manufacturer is better than +/- 0.3 °C. List
of all relevant sensors for heat flux measurement is in Table 1.

Combustion
air

=i
=17 Natural

____________ (H gas

............... @ Cooling water
PC

Figure 2.6: Combustion chamber and main parts of the data acquition system
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2. Measurements at the large-scale combustor facility

Table 1: List of sensors at the testing facility important for the heat flux measurement

Measured properties Sensor type

Cooling water thermometer at the Pt100, PTP50] RAWET

duplicators' inlet

Cooling water flow meter at the XN-RK 04 L300 G2 Q10-BH E K10
duplicators' inlet

Natural gas flow meter Roots Dresser G100

Natural gas temperature sensor Pt100 T1002 EEx IIC JSP Nova Paka
Gas pressure gauge DMK331 EEx ia IIC T6

Flue gas thermometer Thermoelectr. K 9999, L= 300 mm
Combustion air pressure gauge Testo 1645 connected to Testo 350XL
Flue gas pressure gauge Testo 745 connected to Testo 350 XL
Gas analyzer Testo 350XL

Turbine anemometer Testo 0635 9440

2.2 Inflame temperature measurement and sensor verification

Besides of optical inflame measurement methods, which would be prohibitively expensive for
such a large combustion chamber as well as difficult to set up and operate, it is possible to
apply more traditional and cost effective approach. It is based on thermocouples utilizing
principle of voltage production under the exposition to a temperature gradient. Among a
variety of existing types of thermocouples, it is advantageous to use bare fine-wire
thermocouples, as small size of the hot junction allows fast response characteristic.

Platinum - platinum-rhodium thermocouple of type R was utilized. It consists of two wires -
one is from pure Platinum and the other from platinum-rhodium alloy containing 13 %
rhodium. Different wire sizes can be used. For this test the wire of the diameter 0.8128 mm was
used. (see Fig. 2.7)

Figure 2.7: Detail of ceramic tip and thermocouple hot junction
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2.2.1 Data acquisition and processing

Thermocouple was connected to the Omega iSeries® DPi8 monitor. Besides displaying the
instantaneous temperature value, the monitor is also able to communicate over serial port
RS232 with PC. Software supplied with the Omega meter was found very buggy and was
replaced by my own code attached in appendix K. It is simple, but efficient and is able to run
on Linux operating system booted even from live CD. The data are plotted on standard output
from where it can be redirected into a file or processed. Usually we used redirection into a text
file and online display by plotting software Gnuplot [42]. Another software code I created (see
Appendix L) implement data processing, perform filtration and optionally compare measured
data to the validation data.

The main feature of the software is correction of corrupted data (missing data in time steps)
and proper filtering of obtained data which contain noise. Several filters were tested, including
Backward moving average, Central moving average, Exponential moving average and
Gaussian filtering. The most appropriate was found Gauissian filter which is in fact
modification of moving average and is based on Gaussian distribution of weights [43] defined
as:

G(x)=(j —e 2%, (1)

The truncation of Gaussian distribution was chosen in 3¢ and therefore we capture 99.7 % of
area under the distribution. Filtration is applied to a data set in window covering 2N+1 data
points. Therefore we need the same number of weights (G',) which are used for the averaging.
The sum of all weights is equal to 1. Weights are calculated as follows [43]:

E 2

_ N
G'n:%' (2)
v
N INJ
2 e’
n=—N

The filtration works as a moving average, which means that we put a window over the data set
so that i-th data point (s;) is in the center of the window. Then we apply the weights to 2N+1
data points around the central data point and we get new, filtered, value:

N
si': Z G'nsi+n. (3)
n=—N

Comparison of the filtered values to the measured raw data is in the Figure 2.8.
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Figure 2.8: Comparison of Gaussian filtration of measured data to the raw measuerd data

2.2.2 Comparative verification

I cooperated on verification tests with my colleague Ing. Jakub Broukal and staff from the Heat
Transfer and Fluid Flow Laboratory who provided us with additional sensors and access to a
muffle furnace.

Three commercial K-type thermocouples were used to verify measured temperature inside the
muffle furnace (see Fig. 2.9). Data logging was set up with the frequency of 3 Hz which is
sufficient since our transducer (Omega iSeries) has maximum frequency of 2 Hz. Electric
muflle furnace with proportional temperature control was utilized.

Our R-type thermocouple was placed into the furnace in ceramic support tube with just hot
junction exposed. We tried to achieve the same conditions for the hot junction as will be
during the inflame measurement. Other (reference) thermocouples were placed into the
insulation material Sibral to eliminate radiation losses. The furnace was heated up to 900 °C
within two hours with one time period of 5 minutes and one of 10 minutes to ensure
temperature stabilization at the temperature 530 °C and 732 °C respectively (see Fig. 2.10).
Continuous data acquisition was performed for all thermocouples. There was a short break in
measurement at the 500 °C. Data from the K-type thermocouples were downloaded to computer
since it was not possible to examine the data during the measurement. After a while the
measurement was resumed. The furnace was continuously heated up even during the break in
data acquisition.

Results at the Fig. 2.10 show that R-type thermocouple constantly underestimates temperature.
There is also dynamic relationship of the deviation (see Fig. 2.11 and Table 2) to the rate of
temperature increase. The faster is temperature increase in the furnace the bigger is difference
between R-type and K-type thermocouples. It can be seen that at the beginning (about the
time 300 s) the rate of change is highest (0.45 °C/s) and so is the difference (90 °C). During the
time the rate of change slows down and the difference between thermocouples decreases.
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Table 2: Deviation of temperature over the time and specific temperature range

Time Temperature of K Rate of change Temperature Temperature
no. T1 difference difference

[s] [C] [*C/s] [C] [%]
300 292.6 0.45 90 30.8
1000 480.5 0.17 72.4 15.1
1750 530.6 0 38.6 7.3
3650 714.2 0.12 33.7 4.7
4600 744.7 0 24 3.2
7300 948.4 0.06 12.8 1.3

While the size of the hot junction (0.8128 mm) of the R-type thermocouple was of the same
order as K-type, this dynamic lagging must be caused by another factor than internal heat
capacity of the junction. One reason can be that the ceramic tip has much larger heating
capacity (about 750 J/kg-K, density about 4900 kg/m?®) than the Sibral insulation (about 970
J/kg-K, density 100 kg/m’) where the K thermocouples are placed and its influence on the
platinum junction is more significant than we expected. Another trend that may be observed
in temperature difference is that with increasing temperature the difference decreases. The
same trend is even for K thermocouples. T2's deviation from T1 and T3 decreases with
increasing temperature. Other explanation may be that the radiation losses are responsible for
the difference since the reference thermocouples were placed in Sibral while our R-type was
without any radiation shield.
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2. Measurements at the large-scale combustor facility

Temperature [°C]

1000 T T T 68 T T T
| Difference (type K, no. T1 -type R) ———
900 Differen(}e (type K, no. T1 - type R Gauss) ————
800 |- o ]
700 —
‘ ] e

600 ; | : i : 1 9

=}
500 41 &

g
400 7] g

2
300 -
200 type R, Gauss filter T

typK,no. T1 —
100 typ K, no. T2 .
t¥p K,no. T3 ——
| 1 1 | 1 1 56 1 I
0 1000 2000 3000 4000 5000 6000 7000 8000 1200 1250 1300 1350 1400
Time [sec] Time [sec]
Figure 2.10: Temperature measured by four different . ,
g P AL fF Figure 2.11: Temperature difference between type R and
thermocouples

type K (no. T1) thermocouples

23



Even though there is the problem with deviation dependence on the temperature, the overall
agreement at higher temperatures is very good, i e. difference is less than 5 %. There might be
slow response due to the ceramic tip influencing the junction, but the Omega transducer is
able to deliver only 2 values per second therefore this is the highest frequency it can operate
on. The tip influence might be viewed as the physical averaging of the temperature
fluctuations. For proper measurement of turbulence effect on temperature and its fluctuation
this influence would have to be removed, but it doesn't impact the averaged value.

2.2.3 In-situ measurement

With the verified system of high temperature measurement we could proceed to the inflame
environment. To be able to position the thermocouple into the flame directly, high temperature
resistant support had to be constructed. Design of the water-cooled support created Ing. Vit
Kermes, Ph.D. The probe consists of water cooled double wall shell (see Fig. 2.13) which carries
a ceramic tube inside (see Fig. 2.12). The ceramic tube has two holes inside for each wire to be
electrically insulated from each other. Omega monitor was mounted at the end of water cooled
support. To suppress temperature influence of the probe around the sensor, the ceramic tube is
extended from the water cooled shell by 150 mm. All the equipment is attached to the chamber
by a flange of the inspection window (see Fig. 2.14). Cooling system of the support was
connected to the cooling circuit of the combustion chamber.

For radial positioning, scale was created on the water-cooled support pipe. When inserted into
the combustion chamber, whole body of the sensor is positioned by sliding it into the flange.
Uncertainty is estimated based on the created scale which is +/- 0.5 mm, measured ceramic tip
overhang +/- 0.5 mm and reading of the scale during the measurement which is +/- 0.5 mm as
well. The total uncertainty is :

5 0=Vda*+db*+05c*=13-0.5=0.87 mm (4)

A

A-A
2:1

Figure 2.12: Ceramic insulation pipe from thermocouple support

Measurement was performed at three axial positions and five radial position ie. 15
measurement points in total. Drawback of the change of axial location was requirement of
operator to lower down the firing rate of the chamber for security reason, unbolt inspection
window, move thermocouple and it's support and increase the firing rate to the original value.
After such a change a stabilization period needs to follow. Only way to overcome such a
process would be to employ another thermocouple with all the accessories.

Experiment was carried out with the gas staged burner at the firing rate 745 kW. Fuel was
natural gas and the oxidizer was air. Stochiometric coefficient was 1.1.
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2. Measurements at the large-scale combustor facility

Figure 2.13: Visualization of thermocouple assembly
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Figure 2.14: Inflame temperature measurement equipment
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Measured data from all radial positions at the Section 2 are shown in Fig. 2.15. The step
changes in temperature correspond to radial position changes. The highest temperature is in
the middle of the chamber (r/D = 0.5). Temperature decrease behind the peak value at the
position r/D = 0.59 (see Table 3) is the consequence of preparation for axial position switch.
Tables 3 up to 5 show measuring records from individual sections of the chamber.
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Figure 2.15: Measured data at Section 2
Table 3: Measured data at Section 2
Radial position (from r/D Temperature RMS
the wall)
[mm] [-] [C] [-]
91 0.09 560.0 2.7
191 0.19 654.9 53
291 0.29 940.0 9.8
391 0.39 1302.6 3.4
500 0.5 1368.4 2.9
591 0.59 1332.6 2.3
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2. Measurements at the large-scale combustor facility

Table 4: Measured data at Section 4

Radial position (from r/D Temperature RMS
the wall)
[mm] [-] [C] [-]
91 0.09 809.6 6.2
191 0.19 937.3 7.3
291 0.29 1081.1 7.1
391 0.39 1187.4 6.6
500 0.5 1206.1 6.3
591 0.59 1132.5 6.7
Table 5: Measured data at Section 6
Radial position (from r/D Temperature RMS
the wall)
[mm] [-] [C] [-]
191 0.19 839.8 3.8
291 0.29 876.2 3.5
391 0.39 906.0 4.4
500 0.5 908.8 43
591 0.59 891.7 5.8

Results show the highest temperature in the Section 2 (close to the burner) in the middle of the
chamber. For comparison the flue gas temperature was 850 °C and the corresponding adiabatic
temperature would be 1787 °C. 2-D contour plot was created from measured data in software
Gnuplot see Fig. 2.16. The smooth colors were achieved by interpolation and the contour was

mirrored to get symmetric picture of the chamber between section 2 and 6.
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2.3 Chemical Species Concentration Measurement

There are several methods available for species concentration measurement. It differs in the
scope and complexity. Among the most detailed and advanced methods are Rammann
spectroscopy and Laser-induced fluorescence. These methods allow direct inflame
measurement. Both of them are based on the principle of excitation of molecules to higher
energy levels. While Raman spectroscopy detects non-elastic scattering effects, the Laser-
induced fluorescence method detects wavelength of emitted photons after the de-excitation.
Besides there are many others method derived from the same theoretical background e.g.
Rayleigh scattering, or non-linear Coherent Anti-Stokes Raman Scattering and Degenerate
Four-Wave Mixing. Overview of the methods is more in-depth described in [44].

At the testing facility there are utilized portable emission analyzer Testo 350XL. It is equipped
with several chemical and temperature sensors, such as non-dispersive infrared (NDIR) for CO,
detection and electrochemical sensors for other gases (O, CO, NO, NO,, SO,, H,S). This is
intended for flue gas measurement in the stack. The position of the probe is just behind the
combustion chamber in the exhaust (see Figure 2.6). The most important is the Oxygen sensor
from which the flow rate of combustion air is calculated.

2.4 Heat Flux Measurement

The local heat loads to tubes (in fired heaters), to membrane walls (in boilers), or combustion
chamber walls (cooled as well as refractory-lined), are key parameters required by designers
from CFD combustion analysts. Wall heat fluxes and wall temperatures are required to be
uniform and their peaks to lay below certain hard limit values given by material strength
considerations. Measurement of local heat loads in industrial conditions is possible only using
special heat flux probes that cannot provide reliable detailed data covering the whole heat
transfer area, but only a limited number of discrete points. An overview of available
instrumentation is provided e.g. in [32] and [45]. The best way to measure local heat fluxes
clearly would be different — to measure directly the heat absorbed by walls on the heated
medium side (e.g. steam or water). Such segmental design is naturally impracticable in
industrial furnaces, but actually quite common in laboratory reactors (except for the missing
heat-transfer related instrumentation), see e.g. [46], [47], [48], [49]. Additionally, industrial
units typically have only rough estimates of the instantaneous total heat transfer rate (e.g.
+4 % in [31]). Thanks to the fact that fouling and slagging are absent in gas combustion, the
measured heat flux data are more reliable than in e.g. pulverised fuel combustors. Even
though, the accuracy of available measurement methods is on the order of several percent. E.g.
for the measurements of thermal irradiation flux are often used ellipsoidal radiometers
(accuracy * 5 %) and water-cooled circular foil heat flux radiometers (accuracy + 2 %) [33]. The
latter + 2 % accuracy is about the best we can achieve with heat flux metering probes. As
reported in [33], differences of values measured by these two methods may however reach up
to 12 %, thus further decreasing the credibility of point heat flux measurements.

Our facility utilizes measurement based on heat absorbed by the cooling water. Heat flux is
measured in each section via the temperature increase of the cooling water. This measurement
is easy and industry standard procedures exist.
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2.4.1 Geometry of water-cooled duplicator

When we want to measure temperature of the chamber's wall more advanced methods have to
be employed. For the analysis only indirect evaluation was adopted. It consists of knowledge
of duplicator's internal geometry, the flow rate through the duplicator and inlet and outlet
temperatures of cooling water. From these facts the water-side wall temperature can be
estimated.

Figure 2.17: Geometry of the duplicator Figure 2.18: Side view of the duplicator

The geometry of the duplicator is shown in the Figure 2.17 and the side view in the Figure 2.18.
It consists of the inlet pipe at the top and the outlet pipe at the bottom, two inspection
windows at sides and helical baffle. Role of the helical baffle is in the heat transfer
enhancement via an increase of water flow velocity. Flow conditions are affected unpredictably
for analytical methods of heat transfer calculation due to the gap left between helical baffle
and outer shell for thermal expansion. It causes a short circuit and therefore the velocity
cannot be determined. Discussion and prediction of flow inside the duplicator is further
investigated by CFD modeling in Chapter 3.8.1.

2.5 Emissivity measurement

The emissivity (or emittance according NIST [50]) of the material at the flame facing wall may
affect radiation transport of heat. Therefore verification of surface emissivity has been done.
The measuring device was infrared thermometer IR-364 with build-in contact temperature
measurement sensor. It is equipped with 30:1 optics (distance-to-spot ratio). The measurement
relies on the relation of temperature measured by infrared thermometer to the temperature
measured by contact measurement.

Accuracy improvement was achieved by heating up the measured steel plate above the
temperature 150 °C up to 300 °C. This eliminates influence of surrounding radiation reflected
on the measured surface. Since heating up part of the testing chamber would be complicated
the plate of the size 0.150 m x 0.1 m was fabricated and utilized for measurement. One side
was painted with the black paint. The same is used in the combustion chamber. The other side
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was left as it was — rusted steel which simulates damaged surface of combustion chamber after
the approx. one-year usage with various types of aggressive fuels.

The plate was heated up in a electric furnace up to the temperature of 300 °C. Then taken out
and the temperature was measured both in contact and non-contact way at the same time.
Several such a measurements were done with different emissivity setup for infrared
measurement. The Figure 2.19 shows temperature difference between the contact and infrared
measurement according;:

At= L Contact — tInfmred (5)
It says that when the difference At is close to zero the temperature of infrared measurement
corresponds to the contact measurement and that emissivity settings of the infrared
measurement agrees with the emissivity of the surface. The Figure 2.19 shows that for black
painted side of plate is the emissivity almost 1 since the temperature difference is close to zero
for the value while for rusted side is about 0.945 (zero temperature difference). In a literature
[50] is emissivity for sheet steel with rough oxide layer from 0.8 up to for rough steel plate
equal to 0.97 (the same also with black paint). Therefore I decided to utilized throughout this
thesis the value of 0.9 unless stated otherwise.

20 T T T I T, T
Black painted side +——=—
Non-painted side ---o---

Temperature difference [°C]
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Emissivity [-]

Figure 2.19: Temperature difference between contact and infrared measurement on black painted and non-painted side
of the testing steel plate

Several other methods for emissivity measurements are described in literature and possibly
could provide more reliable information. E.g. periodic radiometry [51] which can be used at
room temperature and is focused on eliminating other influences such as reflective radiative
flux. It uses basic principle of modulating temperature of the examined material. While
emitted radiative flux is proportional to modulation, reflective flux remains constant.

2.6 Heat loss of combustion chamber

Infrared camera has been used to determine amount of heat lost via outside shell and not
transferred into the water or flue gas. Measurement and data evaluation were carried out by
Ing. Petr Travnicek from Mendel University in Brno. He used area averaging according to the
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Figure 2.20. From the averaged surface temperature and the ambient temperature (14.8 °C)
could be calculated total heat loss consisting of convection loss term:

Q,=0,At A (6)

where heat transfer coefficient is calculated according:

ak=9,7-13/% (7)
1

The radiation loss term can be calculated according:

Q,=0e(t/—1,) A (8)

It was confirmed that heat loss from the shell of the combustion chamber does not exceed
6 kW which was less than 0.7 % of the total burner duty 745 kW. For the settings of the burner
and measurement details see Chapter 2.1 and 2.9.

Figure 2.20: Area based evaluation of the surface Figure 2.21: Heat loss evaluation
temperature

2.7 Measurement uncertainty and its propagation in calculated data

Using the information from sensor manufacturers, the uncertainty of derived parameters can
be calculated. To do this, the theory of uncertainty propagation [44] was utilized. E.g. the
standard deviation or of product P of uncorrelated variables A and B which have standard
deviations o, and o3 may be calculated from the following formula:

(% &)2+(E)Z. (9)

A B
Equation 9 is general form of uncertainty propagation in summations. Other forms are
introduced in following chapters.

2
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2.7.1 Uncertainty in wall heat flux measurement

The accuracy of the measurement of heat transfer rate in a segmental experimental combustion
chamber with water cooling may be determined using the calorimetric equation

Q=rnc,ATIA: (10)

where Q is the heat transfer rate [kW/m?], m is mass flow rate of the cooling water [kg/s], ¢, is
specific heat capacity [k]/kg-K], AT is temperature difference [K] and A is the heat exchanging
surface area of a section [m?]. By applying the theory of error propagation [44] we can easily
show that for the variance of calculated heat flux holds the following relation:

HEE

2 2 2
OT’%W+ OTDM

(11)

o
. ) + 2
m AT

In order to see what measures may be taken in the operation of an experimental facility to
minimize measurement errors, we have to use standard deviations of the readings on mass
flow meters and temperature sensors. These standard deviations are often proportional to the
measured value, for example Muue = Mueasured * 0.005 Mypeasurea and in some cases they are
relatively constant in the working range, e.g. Tiuwe = Tmeasweda £ 0.3 K (these are the values
relevant for the present work). Thus the first term on the right side of equation (11) is typically
independent of the operating conditions, but the denominator in the second term is inversely
proportional to the cooling water mass flow rate. Consecutively, we can easily decrease the
error of measured heat flux by reducing flow rate of the cooling water.

However, uncertainty of the measurement due to sensors inaccuracy is not the only source of
deviation. More problematic are systematic errors which are hard to determine.

2.7.2 Uncertainty in gas and water flow rate measurements

All the data from flow rate sensors are collected in the central operator work station. The
water flow meters have longer sensing interval due to the nature of impulse measurements
which is at our typical flow rate (about 5 m’/h) approximately 7-second. Water flow is
measured by turbine flow meters XN-RK 04 L300 G2 Q10-BH E K10 equipped with optical
sensor sensing 10 impulses per 1 m*® of water. Measurement uncertainty proposed by the
producer is in Figure 2.22.
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Figure 2.22: Measurement error of water flow rate meter XN-RK 04 L300 G2 declared by the producer (picture from
WWW.Sensusesaap.com,)
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Figure 2.23: Accuracy of rotary gas flow meter as declared by the manufacturer (picture from
www.dresser.com/index.cfm/go/list-products/productline/G-Rated-Meter/)

Flow rate of the fuel (natural gas) is measured by positive displacement, rotary type flow
meter Roots Dresser G100 and conversion to the standard conditions is made based on
temperature (Pt100 T1002 EEx IIC JSP Nova Paka) and pressure (DMK331 EEx ia IIC Té)
measurement of the natural gas. Measurement error from the manufacturer is displayed in
Figure 2.23.

2.7.3 Uncertainty in air flow rate measurement

An additional procedure for the measurement of air flow rate has been implemented to
provide verification of the primary method. The primary indirect measurement based on
oxygen concentration in the flue gas has a long response time and rather large uncertainty as
documented in Chapter 2.9, Table 8. The calculation of air flow rate is in the primary method
based on the measured O, content in flue gas and measurement of natural gas flow rate, which
itself depends on the readings of three sensors as described in previous chapter.
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The second method of flow rate measurement which provides verification for the first one
employs a vane anemometer located directly in combustion air pipe which has inner diameter
of 246 mm. Information from the anemometer is also automatically collected by the data
acquisition system. The uncertainty provided by manufacturer is +0.1 m/s and *1.5 % of
measured value. The readings from the vane anemometer are however biased due to natural
non-uniformity of flow profile in the pipe and further due to slight non-symmetry of velocity
profile at the location of measurement. This is caused by a 90° turn of the pipe, which precedes
the probe by approximately 12 diameters. In order to provide a reliable correction function for
the vane anemometer, the turbulent flow in the air supply pipe has been modeled using
ANSYS Fluent® software system for several flow rates spanning the range corresponding to
admissible burner duties. The results displayed in Figure 2.24 show that the following linear
correction function is appropriate:

m,,=0.972Sv,, p—0.015, (12)

where m,, [kg/s] is total air flow rate through the duct, S [m?] is cross-sectional area,
p [kg/m?] is air density and v,,,, [m/s] is the velocity measured by the anemometer. In the
simulations was applied no-slip condition at the walls and wall roughness height equal to

0.1 mm. Table 6 provides a comparison of the corrected values from the anemometer with data
based on the flue gas O, measurements.
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Flow rate based on anemometer [kg/s]

Figure 2.24: Vane anemometer air flow rate

Table 6: Mass flow rate of air in the supply air duct

Predicted by flue gas analyzer kg/s 0.283  0.377  0.428  0.510  0.548
Predicted by anemometer kg/s 0.273 0.393 0.434  0.512 0.585
Relative deviation % -3.49 431 1.38 0.57 6.74

Suggested correction in air flow rate measurement with turbine anemometer could improve
reliability of air flow measurement due to requirement for regular replacement of oxygen
sensor and inclination for unpredictable failure. This improvement has not been implemented
yet since it require adjustment of control system in a operator’s workstation.

34



2.7.4 Uncertainty in temperature measurement

All temperature sensors are of type RTD Pt100 and are placed in a steel sheath. The accuracy
indicated by manufacturer is better than + 0.3 °C. Gas temperature sensor is Pt100 T1002 EEx
IIC JSP Nova Paka and cooling water temperature sensors Pt100, PTP50] RAWET.

2.8 Experimental data processing and analysis

Measured data are displayed during measurement on the computer screen of the operator's PC
for monitoring by the operator. In order to save instantaneous data the operator can make a
snapshot of all the measured data into a separate structured text file. However, for complex
analysis is required the continuous data record.

Data acquisition system was initially designed for a emissions measurements. All the data
were collected with low frequency less than 0.5 Hz and were filtered out by the system.
Therefore the acquisition system has been modified to fit our needs. All the records from every
sensor are written in one-second interval with no filtration into separates text files. We can
subsequently process the data with our own filters with known behavior.

In my work the stability of measured data is crucial as I needed to monitor wall heat flux
trends and stabilization. Usually there are fluctuations and instabilities present due to the
measurement nature which are necessary to be filtered out. Therefore I implemented data
processing and data averaging into a stand-alone platform independent software written in
C++ language (see Appendix H) with wxWidgets [52] - the widget toolkit for creating
graphical user interface. The software takes benefit of object oriented programming, classes
and inheritance. Functions and classes are designed to be transferable into other projects - e.g.
text file import, data correction or moving average.

Implemented averaging is currently backward moving average with adjustable time range for
in-situ heat flux monitoring which reveals overall trends. Post-processing data evaluation is
based on standard average over a specified time range — typically around 15 minutes.

The chart panel is taken from other project [53] published under the wxWindows license [54].
It offers ability to display measured heat-fluxes as they develop during the experiment in
graphical form (see Fig. 2.25). Graphics based on wxWidgets utilizes wxAUI style which stands
for “Advanced User Interface” library. It allows user to use floating frames to arrange
workplace to suit one's needs.
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Figure 2.25: Graphical frontend of the developed software for measured data processing

Operator has the possibility to view trends in wall heat fluxes, evaluate stabilization and see
estimation of measured heat flux errors. There is possibility to use backward moving average
with adjustable size of filtration window. Such a function filters out fluctuations and reveals
main trends. All the information helps the operator to decide how to proceed with experiment
e.g. to lower cooling water flow to improve accuracy of measurement.

Other functions are implemented for data post-processing. It is aimed at easy evaluation of
boundary conditions from experiments and direct export to the form suitable for CFD

analysis. Exported data are summarized in following Table 7. All the data can be averaged over
specified time range.
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Table 7: Exported data from software TepToky

Natural gas flow rate

[kg/s]

Natural gas flow rate [m?/s]

Methane flow rate [kg/s]

[C]
[kg/s]

[kg/s]
[m’/h]
[C]
[%]
[Pa]

Temperature of the natural gas
Combustion air flow rate

Combustion air flow rate
Combustion air flow rate
Temperature of combustion air
Oxygen concentration in flue gas

Saturation pressure of water in air

measured

normal conditions — calculated based on flow
rate, temperature and pressure of the gas

computed methane equivalent of natural gas
flow rate, based on heating values

measured

computed from oxygen content in flue gas and
natural gas flow rate

measured by vane anemometer
measured by vane anemometer
measured
measured

computed

Usual procedure in postprocessing of an experiment record is to graphically evaluate
experiment, i.e. examine suitable time ranges for averaging. After that the averaging over the
desired time interval is performed. Text output is written into the log window of the program
from where it can be copied and saved for further needs. Default is to write heat fluxes in
every section with uncertainty evaluated according to the Chapter 2.7. Example of text output
from the software is bellow (currently available in Czech version only):

Soubor :
Soubor :

2009 05 28

/ honme/ j ur a/ Dokunent y/ VUT/ zkusebna/ Dat a/ 2009 _05_ 28 Gas_stage_noj e

2/

Cas_file: 2009 _05 281333456909
pd = 2420. 412097

rho_vv = 1.208231

**********Data pro Fl uent**********
Prunerovano od 11:40:00 do 12: 00: 00

Prut ok plynu
Prut ok plynu
Prut ok plynu
Teplota plynu =
Prut ok vzduchu
Prut ok vzduchu
Prut ok vzduchu
Tepl ota vzduchu =
Mhozst vi

20.58 °C

20.55 °C

**********Pr

kysliku ve spalinach (@) =

toky Vody**********

0. 022239 kg/s (pro fluent)
0. 022703 kg/ s (namereny)
112. 113177 NnB/ h (namereny)

0. 434925 kg/s (anal yzator)
0. 480518 kg/s (vrtul ka)
1431. 733765 nB/ h (vrtul ka)

2.19 % Fluctuation: 0.02 %
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Sekce 1: 3.070 nB/ hod = 0.8505 kg/s hustota = 997. 15 kg/ nB
vystupni teplota = 28.69
Sekce 2: 3.261 nmB/hod = 0.9024 kg/s hustota = 996. 31 kg/ nB
vystupni teplota = 34.96
Sekce 3: 3.146 nB/ hod = 0.8696 kg/s hustota = 995. 03 kg/ nB
vystupni teplota = 43.47
Sekce 4: 3.575 nmB/hod = 0.9879 kg/s hustota = 994.79 kg/nB
vystupni teplota = 44.95

(o}

Sekce 5: 3.267 nB/hod = 0.9023 kg/s hustota = 994. 37

kg/ nBvystupni teplota = 47.50

Sekce 6: 3.107 nB/ hod = 0.8585 kg/s hustota = 994. 60 kg/ nB
vystupni teplota = 46.10

Sekce 7: 3.423 nB/ hod = 0.9443 kg/s hustota = 993.12 kg/nB
vystupni teplota = 54.61

Cel kem 22.849 nB/ hod = 6.3162 kg/s hustota = 995. 14 kg/nB
vystupni teplota = 42.82

Tepl ota na vstupu do sekci: 20.69 °C

Sekce 1 = 22.65 kWnR Err: 5.33 % Stability: 0.01 %
Sekce 2 = 34.29 kWnR FErr: 3.02 % Stability: 0.01 %
Sekce 3 = 52.71 kWnR Err: 1.93 % Stability: 0.01 %
Sekce 4 = 63.77 kWnR FErr: 1.82 % Stability: 0.00 %
Sekce 5 = 64.35 kWnR Err: 1.66 % Stability: 0.00 %
Sekce 6 = 58.03 kWnR FErr: 1.74 % Stability: 0.00 %
Sekce 7 = 42.60 kWnR Err: 1.35 % Stability: 0.00 %

Cel kovy vykon = 1115.274538 kW Stability: 0.001179 %

The benefit of this application is in its direct and fast data processing to a form suitable for the
set-up of boundary condition in CFD analysis and calculation of measurement uncertainty for
all the calculated and measured data. Tedious repetitive data handling in a spreadsheet
application can be avoided and significant amount of time is saved.

2.9 Results of wall heat flux measurements

Total of four long term experiments were carried out at the testing facility focused on wall
heat flux measurement. Two at the firing rate 745 kW (referred as Case 1) and other two at
1120 kW (referred as Case 2). All the experiments utilizes the excess air ratio 1.1 and the same
burner geometry. Repetitive measurements were performed to verify repeatability of
experiments.

Based on my recommendation the cooling water flow through each duplicator was reduced to
the minimum. It improved uncertainty of the heat flux measurement by 50 %, e.g. from
uncertainty 16.1 % for original flow rate to the 8.4 % at the lowered flow rate. The reason is
that due to lower flow rate the outlet temperature increases and so the difference between
outlet and inlet temperature increases. Based on the calculation of propagation of uncertainty
(see Chapter 2.7.1) the heat flux measurement uncertainty is inversely proportional to the
temperature difference. The fact significantly improved measurement results.
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Main operating parameters characterizing the two cases for all four runs are summarized in
Table 8. Note that natural gas utilized during experiment was for CFD simulation purposes
substituted by methane and the flow rates were corrected to compensate the difference in
heating values. Mass flow rates through particular gas stages were not measured since we do
not have flow meters there, but are rather calculated in CFD simulation. Model of the entire
gas-staged fuel piping system was created earlier in our research group which I used for flow
rate calculations.

Table 8: Operating conditions in the Case 1 (745 kW)

Error Error
Measurement . Measurement .
A estimate B estimate Average
[%] [%]
Total thermal duty (kW] 745.7 1.62 748.0 2.7 746.9
Natural gas flow rate [kg/s] 0.01517 1.62 0.01522 2.7 0.01520
Calculated methane mass 1y 1 1486 1.62 0.01492 2.7 0.01489
flow rate
Air mass flow rate (kg/s] 0.289 9.8 0.290 10.1 0.290
Fuel temperature [*C] 20.11 1.5 12.5 2.6 16.31
Air temperature [*C] 19.23 1.5 4.26 1.9 11.75
Total extracted heat flux [kW] 438.5 4.3 437.8 5.27 438.1
Mass flow rate at primary [ke/s] 3.84F-3
gas stage
Mass flow rate at [ke/s] 1 10E-2
secondary gas stage & '
Table 9: Operating conditions in the Case 2 (1120 kW)
Measurement E'rror Measurement E‘rror
A estimate B estimate Average
[%] [%]

Total thermal duty (kW] 1115.0 1.6 1124.2 2.4 1119.6
Natural gas flow rate [kg/s] 0.02270 1.6 0.02286 24 0.02278
Calculated methane mass ;1 59994 1.6 0.02240 24 0.02232
flow rate
Air mass flow rate kg/s] 0.435 9.8 0.438 10 0.436
Fuel temperature [’C] 20.58 1.5 13.08 2.3 16.83
Air temperature [°C] 20.55 1.4 8.53 1.6 14.54
Total extracted heat flux  [kW] 591.5 3.3 596.7 4.2 594.1
Mass flow rate at primary
gas stage [ke/s] 5.79E-3
Mass flow rate at [ke/s] 1 65E-2

secondary gas stage
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The measured heat flux densities are summarized in Table 10, which includes the average of
measured values from the two data sets available for each of the Cases 1 and 2. These average
values (and corresponding averaged operating conditions) were used in simulations reported
in the following sections. The table also includes mean fluctuations observed in the
measurement during the period of steady operation, i.e. standard deviation of the measured
data. Additionally provided are also error estimates calculated by error propagation theory
according to accuracy of the involved sensors. Those measurements were also introduced by
Vondal [55, 56] included in Appendix D and E.

Table 10: Measured heat fluxes — averaged values from two measurements

Case 1 (745 kW) Case 2 (1120 kW)
Heat flux Mean Error Heat flux Mean Error
fluctuation estimate fluctuation estimate

[kW/m?] [kW/m?] (%] [kW/m?] [kW/m?] (%]
Section 1 17.25 0.15 8.4% 21.88 0.21 6.4%
Section 2 25.57 0.16 4.8% 34.05 0.27 3.5%
Section 3 40.17 0.14 2.9% 53.28 0.26 2.3%
Section 4 46.41 0.15 2.8% 63.58 0.24 2.0%
Section 5 47.87 0.16 2.6% 65.45 0.27 1.9%
Section 6 42.33 0.17 2.8% 58.9 0.29 2.0%
Section 7 31.4 0.21 0.02 42.74 0.19 1.6%

2.10 Summary

Modern industrial-scale facility allows us to accurately measure local wall heat fluxes with
uncertainty of measured data better than 8.5 %. The method of propagation of uncertainty was
utilized to identify error estimate of measured data. The acquisition system is able to collect
data with frequency 1 Hz except for the cooling water flow measurement with the frequency
0.17 Hz. Other measuring technique is in development - i.e. inflame temperature measurement
which shows us promising results. Wall emissivity was identified to be about 0.9 based on the
measurement of the wall sample with identical coating with the chamber.

The data processing and evaluation with my in-house software allows us to quickly use
measured data for CFD analysis. Underlying features of the software was introduced and the
software is included on CD-ROM.
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3. Gas combustion modeling and simulation

This chapter introduces the basics of the mathematical modeling underlining computation
fluid dynamics. Due to the focus of this work are also summarized modeling approaches for
reactive flows with radiative heat transfer. Attention is also payed to the proper setup of CFD
case such as boundary conditions and material properties. Focus is on effects of particular
models and settings on wall heat flux predictions. Several comparisons of predicted wall heat
fluxes with two measured cases (firing rate 745 kW and 1120 kW) are provided. All discussed
models and methods are either available in ANSYS Fluent® commercial solver or source code
is given for its implementation via User defined function (UDF).

3.1 Governing equations

Fluid flow can be described by a system of equations. Basic conservation laws must be
satisfied. These include conservation of mass, momentum (Newton's second law F =ma ) and
energy. Entire CFD field is based on the mentioned equations. However, analytical solution is
unavailable except for several simple cases of laminar flows (e.g. laminar boundary layer flow
past a flat plate [57, 58]). Any flow can be simulated numerically (the equations are valid for
all flows) but solution of real world turbulent flows is still beyond nowadays capability due
excessive demands on computational resources. The published studies utilizing so-called direct
numerical simulation (DNS) are only for low-Reynolds flows resolved in a small domain. In
practical cases averaging must be applied to filter out small scale turbulence eddies which
have to be approximated by modeling such as well-known Reynolds-averaged Navier-Stokes
(RANS) equations or Large Eddy Simulations (LES).

Transport of any fluid flow quantity can be expressed in a conservative form of general
Eulerian transport equation:

dlpo) dlpou) 5 (129

—+ —
ot 0 X; ox; 0Ox

i j

)+S, » (13)

where first expression on the left is the rate of accumulation of @ in a fluid element, second is
net rate of flow of @ out of fluid element (convective term). On the right side is the rate of
increase of @ due to diffusion and the rate of increase of & due to sources. The notation uses
the so-called Einstein summation convention. throughout Chapter 3.

Continuity equation

Conservation of mass is expressed in the continuity equation:

ap a(p”f)
—+——1=0. 14
ot ox,; (14)

Conservation of momentum

From Newton's second law F=ma can be derived momentum transport equation which says
that body forces and surface forces are balanced with inertia:
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Conservation of energy

The following equation describes the transport of specific enthalpy:

dlph) dlphu) ap o [, or) olv,u)
+ L=t + R T 16
ot du, ot ox,\ ox,|  ou, ' ae)
Conservation of species
The transport equation for species reads:
apY,) dlpuY,) 0 oY,
+ L = + . 17
o1 Bx, 5x PDF TS (a7)

1 1

3.2 Geometry and computational grid

The geometry of the modeled flow domain includes several meters of air supply duct, the
burner, and combustion chamber. It was necessary to include the air duct as the air enters the
burner from a side and the burner does not include a honeycomb that would homogenize the
flow. In preliminary cold-flow computations it was confirmed that due to this asymmetry the
air flow is far from axially symmetrical. The predicted flame is inclined due to the air mal-
distribution downwards, but the effect of buoyancy was in the predicted flames observed to
have a greater effect, as it again lifts the flame above burner axis already 1 m after the burner.
The burner geometry does not include the actual nozzle holes drilled through nozzle heads and
the gas enters the computational domain at the nozzle orifices instead. This was considered a
reasonable trade-off between accuracy and CPU costs. Additionally, the diameter of nozzles
has been increased in order to eliminate unrealistic exit velocities due to nozzle area reduction
after discretization. Specifically, the diameters have been increased by 18% as corresponds to
the discretization of a circle by an inscribed regular hexagon. Grid was created with great care
to ensure high quality. Most of the volume of computational domain was meshed by
hexahedral cells and only in the vicinity of nozzles were used tetrahedral elements. Total
number of grid cells was approximately 1,300,000. Whole model can be seen in the Figure 3.1
and the mesh in Figure 3.2.
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3. Gas combustion modeling and simulation

Figure 3.1: Model of combustion chamber

Figure 3.2: Mesh around the burner inside the combustion chamber
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3.3 Turbulence modeling

Turbulence is the major concern in modeling of swirling diffusion flames. Turbulence is the
main reason why simulation of this type of flames is so difficult. Swirling flows generally (i.e.
including nonreacting flows e.g. in cyclones) pose a challenging problem for CFD simulations
and the additional complexity caused by large density variations, turbulence-modified
chemical reaction rates and radiative heat transfer make the simulations even more

challenging.

The objective of this work is to analyze the performance of CFD models that have acceptable
computational requirements and thus can be applied in the industrial practice. Therefore the
considered turbulence models comprise a selection of turbulence modeling approaches that
are available in most commercial CFD codes.

The first group of models is applicable to the calculation of time-averaged (Reynolds-averaged)
flow field properties. This group of models includes so-called moment turbulence closures and
they are collectively classified as Reynolds-averaged Navier-Stokes models (RANS).

When turbulent fluctuations are too severe and simulations using RANS models do not
converge, it is possible to include accumulation terms into the model equations and simulate
the problem as transient. The resulting models are collectively denoted as unsteady RANS
models (URANS).

The last subsection related to turbulence deals with wall boundary conditions in turbulent
flows as an important part of the simulation methods.

3.3.1 RANS models

Reynolds-averaged Navier-Stokes equation (momentum transport equation) has the following
form:

617i+8u__/
M Ox. Ox

J i

olpw) _ _op, o

Ox, ox;, 0x;

J

—pu;"u;'|. (18)

An important new term produced by the averaging operation is the last one on the right side.
This one and similar terms in the remaining governing Navier-Stokes equations are the
so-called Reynolds stresses, which have to be modeled (approximated). Widely utilized is
so-called Boussinesq hypothesis, which models the effect of turbulence on the time-averaged
flow field by increased viscosity and relates Reynolds stresses to the viscous stresses (i.e.
assumes gradient transport of turbulence):
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where k is turbulence kinetic energy and g is the turbulent viscosity defined as:

where C, is a model constant and ¢ is the dissipation of turbulence kinetic energy.
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Two prominent models that make use of the Bussinesq hypothesis and prevail in the industrial
practice are the k-e¢ model and the k-w model. Both of them use two transport equations for
turbulence properties. They are briefly summarised in the following paragraphs.

k-€ model

The most popular for turbulence modeling is probably the standard k-¢ model [59]. Transport
equation for turbulence kinetic energy k has form [60]:

ok  Oluk) _our, 0 ( vt)ak

=+ =— L e+ ||vt5 || (21)
or ox, ox, ox,||'V" %ax,

and equation for rate of energy dissipation ¢ is:
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where C.;, C.s, C,, 01, 0. are (empirical) closure coefficients.

The model is derived only for regions of fully developed turbulence, therefore it is not valid
through the wall boundary layers. Boundary conditions of the k-¢ model equations therefore
require some additional modeling by so-called wall functions as discussed below.

k-co model

The k-w model as proposed by Wilcox [60] uses the following equations:

ok  Oluk) our, 0 ( k)ak
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where «, p, p, o, o', o4 are closure coefficients. One of the advantages of this model is its
validity even in low-Re regions, most importantly in the wall-adjacent boundary layer.
Therefore no wall functions are needed. However, the k-0 model has certain limitations in
inner region and was improved by Menter [61] by blending with the k-¢ model. This more
advanced variation of the model is called Shear stress transport k-w model (SST k-w).

Reynolds stress model (RSM)

The Bussinesq gradient-transport hypothesis can be dropped in the domain of RANS models
only by modeling and solving transport equation for each of the Reynolds stresses. This
approach is called second order closure and the implementation in the ANSYS Fluent®
software is based on the work [62]. The model is more computationally demanding than the
preceding two-equation models since it solves transport equations for the Reynolds stresses
and energy dissipation rate which yields seven additional partial differential equations. Note
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that RSM is again valid only in fully developed turbulent flows and thus requires special
treatment near the walls similarly as the k-¢ model.

RSM is recommended for highly swirling and cyclone flow due its ability to capture swirl,
rotation and rapid changes in flow. It has advantage over the one or two equation models in its
ability to account for anisotropy of the Reynolds stresses.

3.3.2 URANS models

Unsteady Reynolds-averaged Navier-Stokes models are obtained from the RANS models by
simply adding accumulation terms to the governing equations. A generic transport equation
integrated over a control volume then reads:

[ 209 4y s §a(pou)da = (120 ) an s [ ,av @)

vV J

From a physical viewpoint the concept of URANS is strange because it uses time-averaged
Navier-Stokes equations for unsteady calculations, which is contradictory. However, it proves
to be a useful tool in strongly unsteady turbulent flows such as von Karman vortex street.

3.3.3 Wall functions

At the end of this chapter that discusses turbulence models, it is necessary to mention the
treatment of the boundary layers in models that are not valid through the low-Re regions near
walls. Near-wall velocity field and convective heat transfer both depend strongly on the
turbulence model. In the case of combustion, where approximately 90 % of heat is transferred
via radiation, boundary model doesn't influence heat flux significantly, but it may impact the
flow pattern in the combustion chamber.

The law of the wall as described e.g. in [60] is based on assumption that variation of the local
shear stress r variation with the distance from the wall is small. Therefore the surface shear
stress 7, can be used instead. Then the velocity scale (also known as friction velocity) is:

U= % . (26)

Based on measurements [63] the law of the wall was derived in following form:

gzllnu{,—erC’ (27)

u, ©

where C is constant reflecting wall roughness. Following dimensionless velocity and distance
from the wall are often used in reporting results of modeling:

+=U and y+Eu§,y.
u

T

u

3.3.4 Effect of turbulence models on wall heat flux

Four RANS turbulence models described in previous sections and available in ANSYS Fluent®
were investigated for their influence on wall heat flux predictions. Namely it was realizable k-¢,
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RNG k-¢, SST k-w and RSM turbulence model. Solver settings were kept the same for all of the
test cases as specified in Table 11 and 12. Simulations were run in unsteady mode since
combustion in such a complex geometry is physically transient phenomena. Time step was
chosen according the convergence to allow the solver performing from ten to twenty iterations
per time step. The new method for WSGGM absorption coefficient calculation was utilized (for
details see Chapter 3.6.1).

Table 11: Solver settings of all cases

Model Settings

Turbulence model realizable (or RNG) k-¢ or SST k-w or RSM
Radiation model Discrete ordinates

Species transport EDM with global one step mechanism
Pressure-velocity coupling SIMPLEC

Skewness correction 1

Time step [s] 0.002

Table 12: Discretization scheme of all cases

Variable Scheme

Pressure PRESTO!

Density QUICK
Momentum QUICK

Turbulent Kinetic Energy First Order Upwind
Specific Dissipation Rate First Order Upwind
CH, First Order Upwind
0, First Order Upwind
CO; First Order Upwind
H,O First Order Upwind
Energy First Order Upwind
Discrete Ordinates First Order Upwind

Comparison has been made for both measured cases (see Chapter 2.9). The first one for the
Case 1 with firing rate 745 kW and the second for the Case 2 with firing rate 1120 kW. All the
boundary conditions remain identical except for mass flow inlets i.e. combustion air inlet and
all the fuel inlets.

Turbulence model comparison for the Case 1 (745 kW)

Results show negligible effect of turbulence model on overall heat transfer which differs by
less than 5 % from measured value. This is given by fact that all fuel has enough time to
completely mix with oxygen, burn and release heat no matter what turbulence model is used.
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After that it is just upon the radiative properties of gas and walls how much heat is transferred
into walls and how much is carried out of the chamber by the gas. Turbulence may only affect
location where within the chamber is the heat released.

Presented results are the best that were achieved so far. Overall heat flux for the SST k- model
deviates just by 0.3 % from the measured value. The profile of wall heat fluxes along the axial
length of chamber fits well to the measured profile — see Fig 3.3 and Table 13 and 14.

Surprisingly the worst predictions give one of the modern turbulence models realizable k-e.
The overall transferred heat into wall has acceptable deviation of 5.0 %. However the profile of
the heat flux is inaccurate. First five sections are underestimated (up to 19 %) while the last
seventh section is overestimated by 25 %.

Table 15 shows interlink between volume-averaged temperature inside the combustor,
extracted heat into the cooling water and area-weighted averaged temperature at the outlet.
These variables are bounded by law of conservation of energy. Any disproportional change
could only mean imbalance in calculation or increased emissions carrying out unburned
species with chemical form of energy. In fact the energy imbalance does occur during
calculation and is monitored by my own UDF attached in Appendix I. It is the highest for the
RSM turbulence model and reaches no more than 1.4 % of the total firing rate. Therefore I
assume it to be negligible.

The peak temperature (in Table 15 referred as maximum temperature) is primarily dependent
on chemistry (see Chapter 3.4) and less on turbulence model. It is well known fact that Eddy
dissipation model overestimates the peak flame temperature. There exists methods how to
flatter the temperature e.g. see Table 22 which however doesn't affect the wall heat flux.

Displayed values in Figure 3.3 and Tables 13 and 14 are averaged over at least 2 seconds of
physical time in simulation. Whereas the data in Table 15 are instantaneous.
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Figure 3.3: Turbulence model comparison and its effect on predicted wall heat flux

48



Table 13: Turbulence model comparison via wall heat fluxes for Case 1

Measurement RNG k-¢ RSM
Wall heat Error Wall heat Deviation Wall heat Deviation
. from from
flux estimate flux flux
measurement measurement
[(kW/m?] (%] [kW/m?] (%] [(kW/m?] (%]
Section 1 17.25 8.4 16.8 -2.3 14.9 -13.6
Section 2 25.57 4.8 29.0 13.5 253 -1.2
Section 3 40.17 2.9 39.1 -2.8 38.2 -4.9
Section 4 46.41 2.8 43.8 -5.5 46.1 -0.7
Section 5 47.87 2.6 44.3 -7.6 49.7 3.7
Section 6 42.33 2.8 41.2 -2.7 47.1 11.4
Section 7 314 2 36.3 15.5 38.1 214
Table 14: Turbulence model comparison via wall heat fluxes for Case 1
realizable k-¢ SST k-w
Wall heat Deviation Wall heat Deviation
from from
flux flux
measurement measurement
[(kW/m?] (%] [(kW/m?] (%]
Section 1 13.9 -19.3 17.2 0.0
Section 2 234 -85 28.6 11.7
Section 3 33.2 -17.3 39.7 -1.1
Section 4 39.5 -14.8 45.2 -2.6
Section 5 43.0 -10.1 45.1 -5.7
Section 6 43.7 3.2 41.6 -1.8
Section 7 39.5 25.7 36.5 16.4
Table 15: Predictions of four different turbulence models — instantaneous values of Case 1
Volume Area weighted
Maximum average of Absorption Total wall
averaged fici heat fl
temperature temperature temperature at coefficient eat flux
[°C] [*C] outlet [m™] [kW]
[C]
RNG k-¢ 905.0 2032.6 883.2 0.3 433.5
RSM 901.1 1817.9 817.0 0.3 450.5
realizable k-¢ 888.9 2039.0 924.5 0.3 416.1
SST k-w 875.8 1907.9 884.9 0.31 439.3
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Turbulence model comparison for the Case 2 (1120 kW)

Even at higher firing rate the results confirm accurate predictions of total extracted heat, see
Figure 3.4 and Table 16 and 17 (averaged data). Good agreements show realizable k-e
turbulence model with deviation just 0.12 %. The highest deviation from measured total
extracted heat indicated RSM turbulence model (3.8 %). In contrary the local wall heat fluxes
monitored by separate sections shows higher deviations than in preceding simulations of Case
1. In the case of SST k-w turbulence models deviation reaches up to 41 % in last, seventh
section when compared to the measurement. All the turbulence models, but one, amplified
previously observed trend in overprediciton of local wall heat fluxes in the last section. Only
exception was RSM turbulence model which gives consisting deviation in all the sections for
both cases 1 and 2 (compare Table 13 and 16).

Obvious underprediction of the local wall heat fluxes in the first four sections and significant
overprediction in the last two sections indicates low turbulence mixing of fuel and oxidizer.
Turbulence models seems to have problems with the swirling flow enhanced mixing and heat
release therefore takes longer time than in reality.

The results in Table 18 shows that RSM turbulence model predicts the highest volume-averaged
temperature in the combustion chamber and therefore also the highest extracted heat. All the
maximum temperatures are lower than in previous Case 1 (see Table 15). Such a decrease may
be caused by more intensive mixing eliminating fuel rich areas and truncating the peak
temperatures. It shows potential for lower NO, emissions.
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Figure 3.4: Turbulence model comparison for the Case 2
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Table 16: Turbulence model comparison via wall heat fluxes for Case 2

Measurement RNG k-¢ RSM
Wall heat flux E}rror Wall heat Def\; 1§1rtrion Wall heat De;; frtrion
estimate flux flux
measurement measurement

[kW/m?] [%] [kW/m?] [%] [kW/m?] [%]
Section 1 17.25 8.4 16.8 -7.5 14.9 -12.8
Section 2 25.57 4.8 29.0 -16.6 25.3 -11.3
Section 3 40.17 2.9 39.1 -21.5 38.2 -11.9
Section 4 46.41 2.8 43.8 -10.1 46.1 -1.3
Section 5 47.87 2.6 443 1.4 49.7 9.5
Section 6 42.33 2.8 41.2 13.5 47.1 16.6
Section 7 31.4 2 36.3 31.5 38.1 26.7

Table 17: Turbulence model comparison via wall heat fluxes for Case 2

realizable k-¢ SST k-w
Wall heat Deviation Wall heat Deviation
Aux from Aux from
measurement measurement
[kW/m? (%] [kW/m?] [%]
Section 1 13.9 -18.7 17.2 -18.9
Section 2 23.4 -21.8 28.6 -22.9
Section 3 33.2 -24.3 39.7 -27.3
Section 4 39.5 -16.4 45.2 -16.8
Section 5 43.0 -6.7 45.1 -2.8
Section 6 43.7 8.6 41.6 14.5
Section 7 39.5 41.3 36.5 41.0

Table 18: Predictions of four different turbulence models — instantaneous values of Case 2

Volume Area weighted
Maximum average of Absorption Total wall
averaged .
temperature tempsrature temperature at coefﬁcient heat flux
[°C] [’C] ouotlet [m™] [kW]
[C]
RNG k-¢ 949.9 1955.6 938.3 0.29 593.4
RSM 964.4 1930.2 918.8 0.28 617.0
realizable k-¢ 915.9 1953.7 1011.2 0.29 577.9
SST k-w 928.2 1957.8 992.6 0.29 583.4
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3.3.5 Summary

The most accurately predicts local wall heat fluxes in the Case 1 the SST k- turbulence model
along with new implementation of WSGGM and domain-based mean beam length. Overall
heat flux deviates by 0.3 %. However it still tends to overpredicts heat fluxes in the last section.
In this case it is over 16 %. Very good results gives RNG k-¢ model as well with deviation of
total heat fluxes at 1 % and maximum local deviation no more than 15.5 %.

Predictions for the Case 2 shows higher deviations from measured values. Total extracted heat
is still in good agreement (from 0.12 % to 3.8 %) but the local wall heat fluxes in last section
tend to significantly overpredicts measured data (from 26.7 % to 41 %). I assign this behavior to
the problematic predictions of swirling flow affecting mixing and therefore even heat release.
However such a problems are only amplified for higher firing rates with more intensive swirl
and higher velocity through the swirl generator.

3.4 Chemistry modeling of methane combustion

An extensive recent review of turbulent combustion modeling may be found in [64]. There are
discussed both premixed and non-premixed combustion models within the domain of RANS
approaches. Another excellent reference is the book [65]. Effect of the flame acoustics on the
heat release from the flame and on the burning was reviewed in [66]. This work discussed also
turbulence-chemistry interaction and scales at which these phenomena occur. The main
conclusion was that single-scale turbulent combustion modeling can be used only when
combustion time-scale is of the same magnitude as turbulent time scale.

3.4.1 Eddy Dissipation Model

Need for a simple and widely applicable model for nonpremixed turbulent combustion was
partially satisfied by the so-called eddy dissipation model (EDM) introduced by Magnussen
and Hjertager [67]. It is based on assumption "mixed is burned". The reaction rates are assumed
to be controlled by turbulence and Arhenius chemical kinetics is omitted. The resulting model
therefore has moderate computational requirements.

EDM should be used only with one-step or two-step (global) mechanism. More complex
chemical mechanisms are inapplicable due to the equal reaction rates applied to all reactions.
The net rate of production of species due to reactions [68] reads:
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Combustion of methane described by one-step reaction mechanism represents the simplest
model of oxidizing methane as follows:

CH4 + 202 — COz + HzO

This mechanism neglects all the intermediate species. The most significant of them is perhaps
CO, the oxidation of which is rather slow [69]. Therefore two-step mechanism can be utilized
to capture the effect of CO oxidation:

CH,4 + 3/20, — CO + 2H,0

52



CO+1/20, — CO;

One or two step reaction mechanisms inevitably overpredict the peak flame temperature.
Therefore [70] suggested to remedy this effect by increasing specific heat of the mixture
species by adjusting polynomial coefficients of the main species.

3.4.2 Effect of settings in eddy dissipation model

Simulations were run to check influence of constant A in the net rate of production of species
due to reactions, in equation 28 as suggested by [71]. Original value of constant A = 4
recommended in [68] was changed according to the value A = 0.6 as proposed in [71]. The
authors in the work argue that this modification partially compensates the use of simple
global reaction mechanism and lowers the peak flame temperature.

Simulation was transient with settings as follows in Table 19 and 20:

Table 19: Solver settings

Model Settings

Turbulence model realizable k-¢

Radiation model Discrete ordinates

Species transport EDM with global two step mechanism
Pressure-velocity coupling SIMPLEC

Skewness correction 1

Time step 0.02's

Table 20: Discretization scheme of equations

Variable Scheme

Pressure PRESTO!

Density QUICK
Momentum QUICK

Turbulent Kinetic Energy First Order Upwind
Specific Dissipation Rate First Order Upwind
CH, First Order Upwind
0, First Order Upwind
CO, First Order Upwind
CcO First Order Upwind
H,O First Order Upwind
Energy First Order Upwind
Discrete Ordinates First Order Upwind
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Present simulations showed that there was decrease in overall wall heat flux by less than 3 %
see Tab. 21 where the average values of the total heat flux and positive and negative variation
in the averaged data are shown. The most significant changes were observed in first 4 sections
(close to the burner) meanwhile rest of the section had similar values as the baseline case with
default value of the parameter A.

While decrease of the A-constant caused only 3% decrease in wall heat fluxes the maximum
temperature in the chamber decreased by 26 % (see Table 22). It is due to decrease in reaction
rate which flattens the temperature peaks and makes the temperature field more uniform.

Table 21: Effect of constant A on the wall heat fluxes — averaged values over more than 10 000 iterations

A=4 A=06
Wall heat ~ AVCTI8C  Average g, Average o Average
Aux positive negative Aux positive negative
deviation deviation deviation deviation
[kW/m?] [kW/m?] [kW/m?] [kW/m?] [kW/m?] [kW/m?]
Section 1 23.28 0.52 -0.47 18 0.39 -0.41
Section 2 41.88 1.16 -1.07 35.27 0.79 -0.81
Section 3 57.23 1.33 -1.45 53.67 1.02 -1.14
Section 4 59.2 1.15 -1.26 58.02 1.24 -1.48
Section 5 53.23 0.99 -0.96 53.86 1.2 -1.25
Section 6 44.27 0.96 -1.06 46.52 1.09 -1.06
Section 7 335 1.03 -1.1 35.84 0.87 -0.96
Total 525.53 kW 512.24 kW
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Figure 3.5: Effect of constant A on wall heat fluxes
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Table 22: Effect of constant A on the temperature field in the chamber — instantaneous values

Volume Area weighted
Maximum average of Absorption Total wall
averaged ffici heat fl
temperature temperature temperature at coellicient eat tlux
(-C] [C] outlet [m™'] (kW]
[C]
A=0.6 755.62 1424.32 692.75 2.17 512.47
A=4 751.62 1930.71 700.95 2.19 525.53

3.4.3 Eddy dissipation concept

Eddy Dissipation Concept (EDC) [72] model is extension of Eddy Dissipation Model. It allows
for use of detail chemical mechanisms.

Even though it allows to use advanced chemical mechanism it was found to be challenging
task. When I tested two mechanisms Leeds [73] and Smooke [74] both of them predicted
extinction of the flame which is clearly unphysical behavior. I used global two step mechanism
of Westbrook and Dryer (WD) [75] refined by [76] to be able to maintain the flame:

CH4 + 1502 — CO + ZHzo
CO + 0502 — COZ
COz — CO + Oz

3.4.4 Flamelets

The third option of chemistry model is a steady strained laminar flamelet approach as
documented e.g. in [77] and described in detail in [68]. This model is based on geometry of the
flame. It assumes that all reactions are fast enough to allow the length scale of reaction zone to
be smaller than Kolmogorov length scale. Consequently the flame can be assumed as an
ensemble of one-dimensional, thin, isotropic, laminar flame structures — so called flamelets.

Implementation consists of creating look-up table with pre-calculated steady state governing
equations for scalars prior to the CFD calculation itself. In case of non-premixed combustion
the scalar is mixture fraction.

A chemical reaction mechanism for flamelet chemistry model was GRI-Mech 3.0. It is
compilation of 325 elementary reactions with rate coefficients expressions and thermochemical
parameters obtained from [78].

3.4.5 Comparison of chemistry models and effect on wall heat fluxes

Two separate sets of simulations were compared. First EDM and EDC with SST k- turbulence
model and new WSGGM for absorption coefficient calculations as described in Chapter 3.6.1.
with domain-based mean beam length calculation. All the simulations were run as transient
with fixed time step of 0.002 s.

For EDM the chemistry involved was global one-step mechanism as described in Chapter 3.4.1.
For EDC the chemistry was reversible two-step WD mechanism described in previous
Chapter 3.4.3. Solver settings and discretization for simulation with EDM is in Table 19 and 20.
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Table 23: Solver settings

Model Settings of EDM simulation  Settings of EDC simulation
Turbulence model SST k-w SST k-w
Radiation model Discrete ordinates Discrete ordinates
Species transport EDM with global one step EDC with global two step
mechanism mechanism
Pressure-velocity coupling SIMPLEC SIMPLEC
Skewness correction 1 1
Time step [s] 0.002 0.002
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Figure 3.6: Wall heat flux predictions of EDM and EDC models compared to measured data

Table 24: Eddy dissipation model vs. Eddy dissipation concept comparison

Volume Area weighted
Maximum average of Absorption Total wall
averaged fFici heat fl
temperature temperature temperature at coefficient eat tlux
[C] [C] outlet [m™] (kW]
[C]
EDM 898.01 1990.74 809.35 0.31 440.02
EDC 875.8 1907.87 884.89 0.31 439.3

Results show only small change in prediction of wall heat fluxes. The total extracted heat
changed only by 0.2 % and the highest difference is in first section (15 %) followed by the last

seventh section (9 %). Overall small change is consequence of similar global chemistry
mechanisms.

The second comparison was of EDM and Flamelet chemistry. Different turbulence model was
utilized i.e. realizable k-¢ and mean beam length calculation based on cells dimensions in
contrary to previous case with EDC. Summary of the solver settings is in Table 25:
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Table 25: Solver settings

Model Settings of EDM simulation Settings of Flamelet
simulation
Turbulence model realizable k-¢ realizable k-¢
Radiation model Discrete ordinates Discrete ordinates
Species transport EDM with global one step Flamelet chemistry with
mechanism GRI-Mech 3.0 reaction
mechanism
Pressure-velocity coupling SIMPLEC SIMPLEC
Skewness correction 1 1
Time step [s] 0.002 0.002

Results in a Figure 3.7 show significant overprediction of wall heat flux in fifth and sixth
section by 29.9 % and 31.3 % respectively when compared to measurement and 12 % and 13.8 %
when compared to the EDM model. The total extracted heat was overpredicted by the
prediction with Flamelet chemistry model by 19.8 % while in the case of EDM by 17.6 %. Most
of the heat flux overpredictions when compared to the measurement are due to utilized
cell-based mean beam length calculations in WSGGM model as will be explained in
Chapter 3.6.2. However comparison to the EDM model gives good picture of model predictions.
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Figure 3.7: Wall heat flux of EDM and Flamelet models compared to the measured data

Table 26: Eddy dissipation model vs. Flamelets chemical mechanism comparison

Volume Area weighted
Maximum average of Absorption Total wall
averaged .
temperature temperature at coefficient heat flux

temperature . 1

[°C] [C] outlet [m™'] (kW]
[C]

Flamelet 681.41 1897.35 573.56 2.2 524.81
EDM 695.84 2045.93 683.47 2.32 515.3
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3.4.6 Summary

Chemistry models for combustion modeling vary in complexity and demand for computational
power. The least demanding and the most simple is Eddy dissipation model from the family of
Eddy break-up models. It allows for global one or two step mechanisms only. It is
computationally efficient and suitable for fast reaction rates. Extension is Eddy dissipation
concept which allows to use more complex reactions. However it was not implemented
successfully with the advanced mechanisms for the swirling combustion problem of this
thesis. During computation it suffered of flame extinctions. On the contrary it was successfully
implemented with the global mechanism of refined Westbrook and Dryer (WD). There was
only 0.2 % change in total extracted heat when compared to the EDM mechanism and slightly
lower deviations (15 % in the firs and just 5 % in the last) when compared to measurement in
particular sections.

The flamelet chemistry model utilized reactions from GRIMech 3.0 project. It predicts higher
heat flux rates in fifth and seventh section by 12 % and 13.8 % when compared to the EDM
chemistry model.

In my opinion the EDM model is the most efficient for such a complex geometry with swirl
stabilized combustion of natural gas since it delivers acceptable accuracy with the lowest
computational demand.

3.5 Radiation in confined combustion environment

Radiation is the main source of energy transport in combustion systems. In the examined
combustor it is responsible for up to 90 % of heat transfer. The rest is transported by convection
and only for a fraction is responsible conduction.

3.5.1 Thermal radiation modeling

In the modeling of fluid flow where all surfaces have similar temperature then radiative heat
transport may be omitted since significantly more energy is transferred either by convection
or conduction. However, as soon as temperature differences in the modeled domain are
significant, then radiation has to be modeled.

Spectral radiative intensity is the rate of energy transferred by radiation per unit area, unit
time, unit wavelength and unit solid angle, which may be mathematically written [29] as:

4

RS Ol— (29)
dA dt dn d Q)

An important concept is the blackbody, which is characterized by absorbing and emitting the

maximum amount of energy possible. All real bodies have temperature-dependent spectral

ability to absorb and emit radiation (emissivity).

The transport of radiation in absorbing medium is defined by Radiative transport equation
(RTE). It specifies change of spectral radiative intensity over vector § due to scattering,
absorbtion and emission:
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where f, is the spectral extinction coefficient, k, is spectral absorption coefficient, o, is
scattering coefficient and &(5'—7 ) is the scattering phase function from incoming direction

2/

s .

A number of solution methods for the RTE have been developed. They may be classified into
three basic groups:

- Zonal methods
+ Ray tracing methods
- Differential methods

In the zonal methods every cell in the domain is treated as separate zone and radiative transfer
is evaluated for each of them. In the ray tracing methods a number of radiation beams is
followed until they are totally absorbed, while RTE is solved along every ray. The zonal
methods and the ray tracing methods are utilized in CFD only for benchmark cases since they
are too computationally demanding.

The differential methods have an important advantage over the previously mentioned methods
in that the solution algorithm is similar to that for other (flow-related) variables. The RTE is
approximated by a set of partial differential equations. There are several methods for
differential approach e.g. P1, six-flux model [79], Rosseland diffusion model [80] and discrete
ordinates method [50]. The most advanced and widely utilized in combustion simulations is
the discrete ordinates method. In this method, the total solid angle is discretized into a certain
selectable number of directions and the approximated RTE is solved for each of them.

Basic comparison of radiation effects during methane-air combustion is shown in [81]. This
work summarized the impact of radiation and its effect on temperatures and species.

3.5.2 Emissivity effect on wall heat fluxes

Emissivity influences radiative transport of energy with linear dependency. Based on equation
for radiation power

P=¢oST! (31)

Even though the emissivity of the wall was experimentally investigated in Chapter 2.5 I
decided to estimate influence of emissivity on local wall heat fluxes. CFD modeling was
utilized to predict wall heat fluxes for three emissivities 0.6, 0.8 and 0.9. Settings of the ANSYS
Fluent® solver was according Table 27 and 28. Modeling of absorption coefficient was via
standard WSGGM with cell-based calculation of mean beam length. Constant settings and
identical computational procedure has been kept for all three cases.
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Table 27: Solver settings

Model Settings of EDM simulation
Turbulence model SST k-w

Radiation model Discrete ordinates

Species transport EDM with global one step mechanism
Pressure-velocity coupling SIMPLEC

Skewness correction 1

Time step [s] 0.002

Table 28: Discretization scheme of equations

Variable Scheme

Pressure PRESTO!

Density QUICK
Momentum QUICK

Turbulent Kinetic Energy First Order Upwind
Specific Dissipation Rate First Order Upwind
CH, First Order Upwind
0, First Order Upwind
CO, First Order Upwind
H,O First Order Upwind
Energy First Order Upwind
Discrete Ordinates First Order Upwind

Results are shown in the Figure 3.8. There is obvious that emissivity has little impact in the
first three sections while the rest of the chamber is influenced much more. In fourth and
seventh section the wall heat fluxes for the case with the emissivity 0.6 decreases by 14 % when
compared to the emissivity 0.9. Total extracted heat decreased by 12 % which is much less than
would be expected from emissivity comparison which was changed by 33 %. It was also
observed, that adjusting emissivity by 25 % (¢ = 0.6 to 0.8) changes total extracted heat by 5.6 %
and radiation-to-total wall heat flux ratio changes by 2.8 % (84.8 % and 87.6 %).

Those results reveals more complicated interactions in radiative heat transfer. The role of wall
emissivity is suppressed by much stronger effect of emissivity and absorptivity of the gas.
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Figure 3.8: Wall emissivity influence on wall heat flux

3.6 Modeling of absorption coefficient

In the ambient temperature usually we assume air as a transparent medium while at the
higher temperature absorption of gases becomes more significant and must be included in
calculation. Absorptivity is interlinked with two other material characteristics — transmissivity
and reflectivity:

oa+t+p=1_ (32)

Since absorption of a photon (or electromagnetic wave) is followed by a rise of energy in the
receiving atoms or molecules, it obeys the principles of quantum mechanics. The theory
reveals that only certain discrete energy levels are possible for each atom and molecule. E.g.

for OH molecule these correspond to 0.1x 1013, 1.7x1013, and 2.5x1013 rotations per second [82].
No other spin velocity is possible for this particular molecule. This fact can be utilized for
optical diagnostics of gas composition and mainly to define absorptivity and emissivity which
are wavelength-dependent.

In the case of methane-air combustion the main absorbing species are the molecules of water
(H,O) and carbon dioxide (CO.). Other important radiating species in combustion systems are
CO, OH and NO but their concentrations are typically low. Transmissivity is described by
Beer-Lambert law:

In _ —Kx,L

n=po=e (33)

which defines ratio of transmitted intensity as a function of path length and wavelength
dependent absorption coeflicient. Spectral absorptivity then may be calculated as follows:

o, =1-1,=1—¢ " (34)
Radiative heat loss according to [83] with main contributors H,O, CO,, CO, and CH, can be
calculated from:
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qr=—40K,(T*~T.)> (35)

i=4
where K P:Z P.K,, i=H,O, CO,, CO,CH,, is called the Planck mean absorption coefficient,

pi is partial pressure of a specie and K; is Planck mean absorption coeflicient of a specie. Data
for calculation of emissivity of a two-component gas mixture CO,-H,O can be found in
[84] and [29].

Compromise in accuracy between simplified gray gas model and narrow band model for
absorption coefficient identification represents weighted-sum-of-grey-gases model (WSGGM)
first published in [85]. The applicability of WSGGM with any solution method e.g. Discrete
ordinates, P-1, etc. was documented in [86]. The mean absorption coefficients for any species
may be calculated from line spectrum by method published in [87]. It utilizes measured and
calculated data of the project started at Air Force Cambridge Research Laboratories known as
HITRAN. Currently it is being developed at the Atomic and Molecular Physics Division,
Harvard-Smithsonian Centre for Astrophysics [88].

According to [50] Planck-mean absorption coefficients for all major species show monotonic
decrease with rising temperature. Nevertheless many recent works including e.g. [89] utilize
absorption coefficient based on the tool RADCAL [90] which doesn't show decrease until
1000 K.

Detailed comparison of WSGG model to the correlated k-distribution model (CK) and WBCK
model can be found in [24]. It shows that WBCK model is significantly more accurate over
WSGGM and is not as CPU intensive as CK. Overall error due to WSGGM may reach up to
30 % when combined with DO method. However author utilized WSGG model with the
cell-based mean beam length evaluation which might cause the deviation as explained bellow.

Significant difference between cell-based and domain-based WSGGM was observed by
Strohle [29]. The term cell- and domain-based describes the way how the path length (or mean
beam length) is determined. He shows that cell-based WSGGM significantly over-predicts
both the total wall heat fluxes and radiative source term when compared to domain-based
WSGGM and non-grey wide band correlated-k method (WBCK).

For the computations a new WSGGM was tested, adopted from [91]. When compared to the
standard WSGGM utilized in ANSYS Fluent® based on the work of [92] it predicts the wall
heat fluxes more accurately and is suitable even for oxy-fuel combustion. This model was
chosen for my calculation because is very easy to implement and gives promising results for
wall heat flux predictions.

3.6.1 Modification of standard absorption coefficient calculation

Based on the work of [91] the new weighted sum of gray gases model was adopted. It improves
the standard WSGGM utilized in Fluent®. Authors derived new coefficients according the data
from exponential wide band model (EWBM). The new model even extends WSGGM usability
to the area of oxy-fuel combustion. It claims to predict emissivity of a gas with better accuracy
when compared to the EWBM predictions.

The emissivity is calculated as:
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P - sum of partial pressures of all of the participating gases (atm),

L=3.6 M - is mean beam length. (37)

domain

The overall gray gas (effective) absorption coefficient than reads:

K =—%ln(1—€)- (38)

a

Source code of User defined function (UDF) for ANSYS Fluent® is in appendix J. It is written in
C programming language with built-in Fluent macros.

3.6.2 Comparison and Effect on Wall Heat Flux

Numerical simulations were performed to compare three procedures of absorption coefficient
and mean beam length evaluations. The first is standard ANSYS Fluent® WSGGM model based
on the work of [92] with cell-based mean beam length calculation. It means that the length is
calculated based on a cell size. This procedure is straight forward and easy to evaluate, but its
drawback is in strong mesh-dependency. On the other hand the domain-based procedure is
mesh independent, but requires the evaluation of domain size which must be specified by a
convention. The one utilized by [91] is defined by equation 37. Last case in comparison utilizes
domain-based method as well and adopts new WSGGM coeflicients as described in previous
Chapter 3.6.1 and appendix J. Solver settings identical for all the cases can be found in Table 29
and 30. Only difference between cases is in calculation of mean beam length and absorption
coefficient.
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Table 29: Solver settings of all cases

Model

Settings

Turbulence model
Radiation model
Species transport

Pressure-velocity coupling

realizable k-¢

Discrete ordinates

EDM with global one step mechanism
SIMPLEC

Skewness correction 1

Time step [s] 0.002

Table 30: Discretization scheme of all cases

Variable Scheme

Pressure PRESTO!

Density QUICK
Momentum QUICK

Turbulent Kinetic Energy First Order Upwind
Specific Dissipation Rate First Order Upwind
CH, First Order Upwind
0, First Order Upwind
CO, First Order Upwind
H,O First Order Upwind
Energy First Order Upwind
Discrete Ordinates First Order Upwind

Predicted wall heat fluxes of all the models can be seen in a Figure 3.9. Domain-based
evaluation of mean beam length significantly reduces wall heat fluxes. It is due to lowered
emissivity of the gas (see Table 31) which is interlinked with the absorption coefficient via
equation 38. Total extracted heat was reduced by 13.5 % in the case of standard WSGGM and
even by 19.2 %. in the case of new, modified WSGGM. Highest change in local wall heat flux
was in the section 3 i.e. 23.6% reduction in standard WSGGM when compared to the cell-based
variant. Table 31 shows that due to lower transport of energy to walls is increased averaged
temperature inside the chamber and accordingly also temperature of the flue gas. However
maximum temperature value inside the chamber remains the same.

Interesting point is in the last (seventh) section where no matter what model is used remains
roughly the same wall heat flux. Reason may be in the side wall attached to the last section
which has assigned zero wall heat flux boundary condition and in the outlet defined as a
constantly emitting black body at the given temperature 776.8 °C. The temperature was
obtained from measurement of the flue gas. This constant conditions seems to attenuate
influence of other factors on the last section.

64



70 T T T T T T T

60 - —

50 - .

30 -

Heat flux [KW/m?]

20

Measurement —&—i
10 - Cell-based :

Domain-based o~
Nlew WS(IBGM, d(lamain—blased o
0 0.5 1 1.5 2 2.5 3 3.5 4
Axial length [m]

Figure 3.9: Comparison of different methods for absorption coefficient calculation

Table 31: CFD predictions of data in the chamber's volume

Area
Volume Maximum weighted Absorption  Total wall
averaged average of .
temperature coefficient  heat flux
temperature [C] temperature [m'] (kW]
[°C] at outlet
[C]
Cell-based 695.84 2045.93 683.47 2.32 5153
Domain-based 829.24 2040.82 875.04 0.44 445.7
Domain-based, new
WSGGM 888.93 2039.04 924.47 0.3 416.13

3.7 Effect of convergence criteria on the wall heat fluxes

One of the biggest issues of numerical computations is convergence and stability. In the
present case of combustion calculation we focus on the stabilization of heat fluxes. Figure 3.10
shows convergence history of heat flux for all 7 sections of the combustion chamber. One can
see that after application of the QUICK discretization scheme in the momentum equations (at
9000 iterations), the calculation became strongly unstable with the amplitude of heat flux
fluctuations up to 6 kW/m?. This problem prevailed even after modification of relaxation factors
and with other higher-order schemes.

The primary reason for the observed instability was found in the physics of the flow. [93]
explains that in swirl combustion are present several types of fluctuations and instabilities, e.g.
flame wobble and precessing vortex core are present. Measured instabilities in the heat fluxes
(naturally smoothed out by the averaging and damping effect of the steel walls and cooling
water) are also displayed in Figure 3.11. It is important to note that the RANS modeling
approach cannot properly account for these fluctuations but it was not discarded based on the
reasoning presented in the Introduction and Chapter 3.3.
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Figure 3.13 displays instantaneous results from iterations 8900, 13000, 16000 and 19000 as
snapshots from the iteration history shown in Figure 3.10. The changes in reported heat fluxes
are well visible.

A more reliable value (than instantaneous) of the heat fluxes was obtained through simple
averaging of the results over certain range of iterations. Rate of fluctuation was calculated via
non-symmetric error bars defined as follows:

_ . 1y , 1<
q'=q-g °r g0 0,==> ¢ 0r g'<0" 0,,=—2.q' (39)
0 0

where g is instantaneous heat flux, g is the average, q'is fluctuation and o is mean deviation.

A comparison of measured and average heat fluxes from the histories shown in Figure 3.10
(averaged from 9 500 up to 19 000 iterations) is shown in Figure 3.12, including non-symmetric
error bars defined in equation (39). The figure includes also averages obtained using two other
RANS models, namely realizable k-¢ model and a second-order Reynolds-stress model.
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Due to instabilities in RANS simulations it was decided to extend simulations with time
variable. Transient simulation can capture instabilities and specially for swirling flows can aid
to converge the case. This is called unsteady Reynolds-Averaged Navier-Stokes (URANS) and
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was introduced in Chapter 3.3.2. If not stated, the URANS is utilized in simulations in this
thesis.

3.8 Boundary conditions

Boundary conditions are an all-important factor in CFD model set-up. Most conditions were
easy to evaluate thanks to the measuring instrumentation of the facility - e.g. natural gas flow
rate and temperature, air flow rate and temperature, etc. Besides these, some boundary
conditions were much harder to evaluate accurately and these were deemed to be responsible
for a significant part of the observed deviations of predictions from measurements. Wall
temperature on the water side and wall emissivity on the flame side were two of these
hard-to-determine parameters. This topic is also covered in Appendix C [94].

3.8.1 Wall temperature

Heat transfer through the cooled walls depends on one hand on hot-side properties (radiation
contributes by about 90 %) and on the other hand it is influenced by heat transfer coefficient
and surface temperature on the water-side. Boundary condition of the first kind (Dirichlet i.e.
constant wall temperature) is utilized in all combustion simulations in this thesis therefore
water-side temperature has to be determined reliably. Joint simulation of combustion and
water-side flow would be highly computationally demanding and benefits would not outweigh
the costs of such a simulation.

At the facility we are able to measure inlet and outlet cooling water temperature. However
there is no access into the inner wall and therefore no possibility to measure wall temperature
directly. Indirect method of evaluation of water-side wall temperature had to be utilized. The
wall temperature depends on heat transfer coefficient on the water side under specified heat
flux. Since the inlet and outlet water temperature is measured and geometry of duplicator is
known, I could use CFD simulation to obtain the water-side wall temperature.

Even though designers of the duplicator incorporated helical fin to increase water velocity and
to eliminate dead zones, there is still opportunity for boiling to occur in areas with low water
velocity. It can significantly increase the heat transfer coefficient and affect calculated wall
temperature. Boiling can occur only in locations with low water velocity (considering inlet
water temperature was usually about 20 °C and outlet about 30 °C). Due to low outlet
temperature and high modeling complexity of boiling, I analyzed the flow without a boiling
model. Propensity to boiling will still be visible in the results, if computation predicts zones
with temperatures exceeding the boiling point.

Computational model of a single cooling section has been created to study the heat transfer on
the water side in detail, assuming no boiling and a uniform heat flux from the flame side. The
turbulence model utilized in simulation was realizable k-¢ with so called enhanced wall
function. A lot of details from real duplicator was modeled - e.g. gap between the helical fin
and the outer shell which causes short-circuit of water flow. Mesh had 385 000 hexahedral
elements. Helical fin is modeled as a thin wall (represented by just a face in the mesh). ANSYS
Fluent® allows to associate thickness to the face for the purpose of heat conduction, therefore
I did so by inputting 3 mm. In default only 1-D heat conduction is assumed in such a thin
walls, but since the fin is attached to the hot steel plate facing the flame, shell conduction has
been enabled. This allows to take into account heat conduction in all directions.
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Material data for water density were defined using piecewise-linear function. The same way of
input data was used also for specific heat and the gravity was taken into account. The material
of walls was identified as steel with thermal conductivity 45 W/m-K. Boundary conditions for
mass flow inlet and walls (see Table 32) were obtained from measurement specified in Chapter
2.9 as a Case 1 (firing rate 745 kW) from measurement 1 (not averaged).

Table 32: Input data for simulation

Water flow rate [kg/s] Wall heat flux [kW/m?]
Section 2 0.9314 25.51
Section 5 0.9438 48.11

Steady state simulations have been performed with realizable k-e¢ turbulence model. Non-
equilibrium wall functions have been applied. All the computations were done with pressure-
based solver with SIMPLEC pressure-velocity coupling and second order discretization scheme
in all equations.

Table 33: Results obtained from the surface of combustor's wall

Area weighted average of Maximum temperature [°C]
temperature [°C]
Section 2 67.94 107.03
Section 5 109.41 137.85

Contours of calculated water-side surface temperature are shown in Figure 3.16. The highest
temperatures are incorrect due to the missing boiling model but they indicate possible local
boiling. Therefore temperatures above the boiling point (124.2 °C at 236.4 kPa) [95] served only
to identify locations of local boiling. Real values lay in between the boiling point and the
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3. Gas combustion modeling and simulation

displayed value due to increased heat transfer coefficient caused by boiling [96]. Area weighted
averages from the calculated values over the heat-exchanging surface are shown in Table 33.
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Figure 3.16. Contours of surface temperature [C] in Figure 3.17: Streamlines illustrating flow in the duplicator
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Figure 3.18. Contours of surface temperature [C] in Figure 3.19: Streamlines illustrating flow in the duplicator
Section 5 in Section 5

69



The uneven distribution of temperature is mainly caused by short-circuit through the gap
between fin and shell, where water heads toward the outlet pipe in the shortest way. This is
illustrated by the streamlines at the Fig. 3.17 and 3.19.

From the maximum temperatures in Table 33 is obvious that in Section 2 it is unlikely that
boiling will occur since maximum temperature is bellow boiling point of water at the given
pressure. However in Section 5 it might occur

3.8.2 Wall emissivity

Emissivity of the heat exchanging surface of the combustion chamber was measured by IR
thermometer coupled with a thermocouple probe. This measurement is described in
Chapter 2.5. The effect on wall heat fluxes was also investigated in Chapter 3.5.2. It was decided
based on the measurement and on literature review that the value of emissivity utilized
throughout this thesis will be 0.9. This value corresponds for partly rusted steel plate.

3.9 Review of relevant materials properties

Properties of various materials are important input data for CFD modeling. Typical concerns
include e.g. heat conductivity, density and fluid viscosity. Moreover the properties have to be
available for a wide range of temperatures. The focus should also be aimed at radiative
properties, because radiation is responsible for about 90 % of the heat transfer in combustion
chambers. The required parameters are wall emissivity and gas absorption coefficient. Note
that it is common to neglect scattering since its effect is mostly minuscule.

The preferable choice is often empirical relationship since it provides relialbe approximation.
When empirical data are not available, then another method e.g. based on kinetic theory may
be utilized. Overview of common methods used to model material properties is given in the
following sections.

3.9.1 Thermal conductivity

Thermal conductivity of steel is tabulated and a constant value (e.g. 45 W/m-K corresponding
to carbon steel) is mostly reported. Its dependence on temperature is rather weak and is often
neglected. On the other hand conductivity of gases could be evaluated through following
options:

> Constant value valid only in a narrow temperature range,

> Empirical polynomial - function of temperature,

» Computed from kinetic theory.
The empirical relationship is mostly the preferred option.

3.9.2 Density

Density is a key parameter especially in compressible gas flows. In flows with low pressure
gradients and velocities below Mach number 0.6, it is however common to neglect
compressibility and utilize so-called ideal incompressible gas. The exit velocity of gas fuel at
burner nozzle orifices can often reach near this value and therefore it is better to use ideal
compressible gas approximation. Equation for real gases would have to be employed near
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condensation and critical point and at very high pressures where occur significant deviations
from the theory of ideal gases.

3.9.3 Viscosity

For viscosity in the field of combustion may be used either kinetic theory, power-law,
Sutherland's law or experimentally derived polynomial function. A formula based on kinetic
theory is defined [97] as:

JM, T

— . -6
u=2.67-10 = Q, (40)
Q=Q,(T ") where T'= Ik,
o and ¢/k; are Lennard-Jones parameters.
The power-law with the three coeflicients may be used as an alternative viscosity model:
T n
S e 41
w Mo( To) (41)
and third option is the Sutherland's law [98], which is defined as:
—u | 42

3.9.4 Specific heat capacity

Specific heat capacity is crucial for calculations involving significant enthalpy variation.
Moreover the selected level of approximation has great impact on the predicted temperature.
Therefore in combustion problems it must be defined as temperature dependent. The same
types of modeling methods may be used as in the case of viscosity or density i.e. polynomial
function or kinetic theory.

Polynomial function is based on measured data and should be preferred option. If empirical
measurements are missing for some important constituent, one may utilize a formula based on
kinetic theory [97]:

1 R
Cp,i=5M—_(f,»+2) : (43)

The model is based on molecular composition and motion, if stands for the number of modes
of energy storage (degrees of freedom).
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3.9.5 Properties of gas mixture

All of the material properties of gases discussed above in Chapter 3.9 apply to single species.
When gas mixture is utilized, its properties have to be calculated from the data of the involved
species or measured experimentally. Several methods were introduced for calculation of gas
mixture properties. Commonly utilized is mixing law which has options such as volume-
weighted, mass-weighted or ideal-gas mixing law [97]. The formula of volume-weighted
mixing law applied to composition-dependent density is the following:

1
N
Y, . (44)
25

Mass-weighted mixing law applied to composition-dependent non-ideal gas viscosity has
simple form:

M:ZYiMi. (45)

And the last, ideal-gas mixing law as applied to the thermal conductivity yields:

Xk,
k= e
,ZZXJ.%’ (46)

3.9.6 Absorptivity of the gas

Absorptivity of the gas is one of the key parameter for the radiative heat transfer and was
already described in Chapter 3.6.

3.10 Summary

Several aspects of gas combustion modeling and simulations were shown in this chapter.
Focus was on models and properties of the simulation influencing the wall heat flux
predictions. In the Table 34 is in descending order summarize effect on total wall heat flux. The
maximum change in total wall heat flux represents e.g. in emissivity of walls change of total
extracted head between emissivity 0.6 and 0.9.
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Table 34: Influence of solver models or material properties on total extracted heat

Maximum change in total wall heat flux
Parameter

[%]
Absorption coefficient/mean beam length 19.2
Emissivity of walls 12
Turbulence model 7.6
Chemistry model 1.8

From the Table 34 can be seen that the most sensitive is the total wall heat flux to the mean

beam length calculation which decrease heat flux by 19.2 % when changed from cell-based to
domain-based method. Significant is also emissivity of walls which can be however identified
from literature or measured. Turbulence models has surprisingly a little effect (just 7.6 %
change). The highest deviation (7.6 %) was between RSM and realizable k-¢ turbulence model.
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4. Swirling flow prediction and modeling

Modeling of the combustion chemistry via simple eddy dissipation model, which utilizes the
strategy mixed-is-burned relies on the accurate turbulence prediction more than any other
chemistry model. The reason is that turbulence is the driving factor for mixing and therefore
also for chemistry and heat release. The importance of the turbulence modeling is therefore
amplified.

4.1 Introduction

Following discussion of swirling flows and more details were already introduced in my
previous work [35, 99] which are attached in Appendix G and F.

Swirl-stabilised non-premixed flames are frequently used in industrial burners, but they
present one of the most difficult problems to predict computationally. Only with the advances
in large eddy simulations (LES), successful predictions of in-flame properties were reported [3—
5]. The LES approach is unfortunately still too computationally expensive for the simulation of
large-scale fired heaters due to their huge dimensions (on the order of 10 m) and the need to
resolve fine features like gas nozzles with diameters on the order of 1 mm. The only viable
alternative for practical predictions in the present as well as for a number of years to come
thus consists of models based on first or second-order turbulence closures.

The key question in predicting swirling diffusion flames is, whether the prediction of swirl
using geometry of swirl generator is dependable. In the literature, only scarce instances may
be found of measurements suitable for the validation of such swirl generation predictions [37,
100]. In most cases of advanced predictions of swirling flows including those mentioned
above, boundary conditions on the inlet are typically specified using measured velocities and
velocity fluctuations. Predictions validated by experimental data are almost nonexistent in
peer-reviewed journals. Occasionally, swirl is even specified by geometric swirl number, i.e. by
inclination of swirl generator vanes (helixes) [101]. Neither of these approaches is however
suitable for most cases of practical predictions of swirl-stabilised gas and liquid fuel burners,
due to the large variety of swirl generator designs used by burner vendors and due to the
unavailability of detailed measurements.

For the quantitative description of the relative strength of tangential momentum is used a
nondimensional swirl number (S), which is defined as the ratio of axial flux of tangential
momentum over axial flux of axial momentum [36]. In most cases published works provide
values of swirl number calculated on the basis of swirl generator geometry as proposed by
[102]. The geometric swirl number must however be used thoughtfully, as it is suitable only
for specific swirler geometries, e.g. when guide vanes cover the whole cross-section of air flow
tube and there are no short-cut currents. In spite of this, number of authors provides geometry-
based swirl number as the only information about swirl intensity, e.g. [103], [100]. Swirl
number calculated from measured velocity profiles is encountered less frequently in the
literature, e.g. in [104] or [105], but it is essential in the case of this work, as measured data are
necessary for the validation of predictions.

There are two basic types of swirling flow - low swirl flows typically with swirl number lower
than 0.6 and strongly swirling flows with higher value of swirl number. Precessing vortex core
is encountered mainly in the case of strong swirl flows, with the exception of flow through
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sudden expansion (which is the case also in most burners), where PVC has been observed even
with lower swirl numbers [106].

4.2 Experimental data for validation of CFD simulation

Since I was aware of the importance of the swirling generation and propagation on the
combustion process the investigation was initiated to find capabilities of the utilized software
ANSYS Fluent®. The task was to identify published experiment with the same swirler to ours".
However only experiment with guide vane swirler was found while the burner at our facility
is equipped with combination of bluff-body and guide vane swirl generator (see Fig. 4.1 and
4.2). The combustion air flows partly around our swirler since the duct has bigger diameter
than the swirler and partly through the swirler and along the guide vanes.

In our case after the swirler there is about one diameter long constant cross-section channel
followed by the sudden change of diameters from supply air round duct into combustion
chamber itself. Similar concept adopt many works e.g. [37, 38, 100, 107]. However in the first
stage we focused on the flow field prediction just behind the swirler and before a sudden
expansion. Our aim is to see ability of the solver to predict flow through guide vanes.

After a literature survey the most proper source of measured validation data was found in a
work of [37]. They utilized axial guide vane swirler. The geometry of experimental setup was
further clarified in personal communications with one of the authors [108]. Measured data
were in a suitable form however many details necessary for validation of the CFD simulation
were missing. The main problem was with uncertain geometry specification, which was
cleared by personal communication [108] Nevertheless doubts still remains since the authors
had just a few records about the measurement which took place several years ago. This is
common problem among many published articles with experimental data. Nearly none of
them provide complete geometry specification, which would allow to create reliable model for
CFD computation.

The measurements were performed for a vane swirl generator by optical method (particle
image velocimetry, PIV). Geometry of the computational domain including the swirl generator
is displayed in Figure 4.3 and swirler itself in Figure 4.4. Inclination of the guide vanes in the
present case is 45°. The experimental work was focused on analyzing flow features in a sudden
expansion and its deeper analysis by proper orthogonal decomposition (POD), but they
measured also velocity components just above the expansion (x/D=-0.44) in order to
determine accurately the amount of swirl in the expanding flow. These velocity measurements
above the expansion were used in the present work to validate computational predictions.
Working medium was water.
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4. Swirling flow prediction and modeling

Figure 4.1: Swirler from the testing facility Figure 4.2: Model of swirler from the testing facility

Figure 4.4: Detail of axial guide vane swirl generator from the
Figure 4.3: Sudden expansion chamber with swirler sudden expansion chamber [37]

[37]

77



4.3 Geometry of the water tunnel with swirler

Adopted geometry was in closed-loop water flow circuit. Honeycomb was placed before
working section followed by the channel of diameter 40 mm where the axial eight guide vane
swirler is placed with inclination angle of 45° (see Figure 4.3, 4.4 and 4.5). Guide vanes were
modeled with a real thickness. In the middle of swirler body is a hole of the diameter 7 mm
through which the flow can bypass the swirler.

Between the swirler and sudden expansion is the length 102 mm (x/D = 2.55). The sudden
expansion itself broadens inlet diameter of 40 mm into swirling chamber's diameter of 100 mm
(d/D = 2.5). Length of the chamber is 73 mm. Outflow is realized with gradual contraction and
free outlet to the collection tank.

Figure 4.5: Geometry of the expansion chamber with axial guide vane swirler

4.4 Mesh

The aim was to investigate ability of software ANSYS Fluent® to predict generating of the swirl
by guide vanes and the swirling flow decay. Four turbulence models available in the software
were tested in combination with a grid independence study. Four meshes were created. The
first was with the use of symmetry - only quarter was modeled and meshed by structured
hexahedral mesh. The other three meshes were created for the full 3-D geometry. These were
unstructured tri-element meshes converted to polyhedral by the solver. Resulting numbers of
elements are summarized in Table 35.
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4. Swirling flow prediction and modeling

Table 35: List of created meshes

Mesh type Number of cells Type of cells
Quarter geometry 1137865 Hexahedral
Low density, full geometry 899007 Polyhedral
Mid density, full geometry 1721600 Polyhedral
High density, full geometry 2764345 Polyhedral
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Figure 4.6: Computational grid - a) 899007; b) 1721 100; c) 2764 345

4.5 Computational set-up

This work is aimed at the flow field just after the axial guide vane generator. Several Reynolds-
averaged turbulence closures (RANS) are applied and compared. Unsteady formulation was
found to be necessary due to large fluctuations (U-RANS). Computations are done in ANSYS
Fluent® v12 code using frequently used moment-closure turbulence models, specifically RNG
k-¢, realizable k-¢, SST k-w and Reynolds Stress Model (RSM).

Fluid utilized in the experiment was water. Properties of water assumed in simulations were
the following:

- density 998.2 kg/m’
- viscosity 9.982 - 10~ Pa-s

Inlet (bulk) velocity was 0.25 m/s. For the inlet boundary condition it was converted to mass
flow rate 0.3135938 kg/s. Outlet was defined as pressure outlet with zero outlet pressure. Other
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boundary conditions were walls defined with no-slip condition and zero roughness height
(hydraulic smooth wall).

Set of four turbulence models were tested. Namely the SST k-w, realizable k-¢, RNG k-¢ and
RSM. No heat transfer was assumed. Solver settings is in Table 36. Discretization scheme
describes Table 37.

Table 36: Solver settings of all cases

Model Settings

Turbulence model realizable (or RNG) k-¢ or SST k-w or RSM
Pressure-velocity coupling SIMPLEC

Skewness correction 1

Time step [s] 0.01

Table 37: Discretization scheme of all cases

Variable Scheme

Pressure PRESTO!

Momentum Second Order Upwind
Turbulent Kinetic Energy Second Order Upwind
Turbulent Dissipation Rate Second Order Upwind

All the cases are first calculated with the steady state procedure and the with first order
discretization scheme for all equations. When residua reaches the convergent criteria the
discretization scheme was changed according the Table 37.

4.6 Results

Since we wanted to compare predicted data with the validation data from the paper of [37] it
was necessary to make the same control plane at the x/D = -0.05. At this plane the line was
created and data from the line were exported. All the results are averaged values over several
seconds of physical time.

4.6.1 Flow fields predictions

Three turbulence models were tested for ability to predict flow field in three-dimensional
domain. Figures 4.7 to 4.10 bellow show comparison of results from the three meshes and
three turbulence models. The Figure 4.7 shows results for the mesh with 899007 cells, Figure
4.9 for the mesh with 1721100 and Figure 4.10 for 2764345 cells. For axial velocity profiles is
predicted decrease in the center by all the models however only SST k-w and RNG k-¢
turbulence model on a rough mesh predicted reversed flow. Since the results were not
confirmed on a finer meshes it might be rejected as scatty results.

Problem in predictions of axial velocity is caused on one hand by radial momentum transport
from the swirl effect and on the other hand in contrary by jet penetration downstream from
the short-circuit through the center of guide vane swirler. Effect of the jet can be seen on
Figure 4.8. There is also visualized backflow from the chamber penetrating the inlet pipe.
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Other effect is caused by guide vanes which generates vortex shedding. Those vortices are
then pushed toward the wall by radial transport of momentum, travel downstream and
influence near wall velocity profile. Those vortices are visible at Figure 4.8 as well.

Radial velocity profile near the axis is predicted well by all the models. However at the
near-wall region strongly deviates from the measured data. It might be caused by vortex
shedding mentioned earlier which affects flow field near wall and RANS turbulence models
cannot describe it.

Near-axis tangential velocity and its gradient is in all cases underpredicted. While in the near
wall region is tangential velocity significantly overpredicted. This leads us to hypothesis that
swirling tangential momentum is pushed toward the wall while in the center of the stream
dominates non-swirling jet, penetrating further downstream.
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Figure 4.7: Profiles of axial, radial and tangential velocity in the lowest density mesh for four turbulence models
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Figure 4.10: Profiles of axial, radial and tangential velocity in the highest density mesh for four turbulence models

It is shown that none of the models is able to predict the solid body rotation of the core
swirling flow, which is observed in the measured data. Moreover the SST k- model shows an
unexpected behavior in the tangential momentum transport behind the swirler, as monitored
by the swirl number. Discussion of the results is confronted with previously published
observations on this topic. The aim is to critically evaluate the applicability of computations to
determine inlet boundary conditions for swirling air in industrial combustors.

4.6.2 Frequency analysis of the swirling flow

Swirl flow is often accompanied by periodical instabilities in a flow field. Broad attention is
paid to such a phenomena in previously mentioned review [93]. Even though usual tool to
study instabilities in the swirling flow is LES as it use spatial averaging I could observe
periodical instabilities with URANS which use time averaging. Unsteady vortices are obviously

not filtered out as would be expected. Therefore I decided to study dominant frequencies in the
domain.

Periodograms (autocorrelation function) were generated for me by a provided scripts for

computing periodograms i.e. Siegel's test routine in Matlab® [109]. Dominant frequency was
revealed for three turbulence models.

Facet averaged data of axial velocity at the specified point was recorded for at least 20 seconds.
These point data served to capture significant frequencies. Results are in Figure 4.11.
Horizontal axis shows number of time steps. In order to calculate frequency in (Hz) is
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necessary to multiply the number by time step size (in this case 0.01 s) and make inverse of the
result. Significant frequency is for the case of SST k-w 44 time steps i.e. 2.27 Hz. For the
realizable k-¢ turbulence model it is 15 time steps i.e. 6.67 Hz and for RSM turbulence model it
is 27 time steps i.e. 3.7 Hz. These frequencies are much lower than frequencies associated with
the precessing vortex core (275 Hz in [110]) or general oscillations observed in combustion
systems (from 24 Hz [93]).
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Figure 4.11: Frequency analysis at point 1 for SST k-w, realizable k-¢ and RSM turbulence model

4.7 Summary

In a literature I was not able to find any well documented measurement with the axial guide
vane swirl generator combined with bluff-body as our swirler utilized in the burner.

Results show that prediction of swirling flow in the given geometry is problematic. One key
factor is combination of jet-like flow combined with guide vane swirl generator influenced
flow. When interaction of these two flows is involved turbulence models fail to predict
velocity flow fields in the near-wall region no matter what turbulence model is utilized from
common set of commercially available turbulence models.

Frequency analysis revealed that the lowest frequency of oscillation (2.27 Hz) predicts SST k-w
turbulence model while the highest (6.67 Hz) predicts realizable k-¢ turbulence model.
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5. Conclusions

This thesis was focused on phenomena of heat transfer within combustion chamber with
turbulence swirling diffusion flame. The fuel was natural gas converted for the purpose of CFD
simulation to the equivalent flow rate of methane. Oxidizer was air at ambient conditions.
Measurements were performed at experimental facility with industry-size combustor. The
facility is equipped with modern data acquisition system. Key feature distinguishing this
experimental facility from others is segmental design with accurate wall heat flux
measurement. Measurement of local wall heat fluxes was performed for two firing rates
745 kW and 1120 kW. Measurement uncertainty of the local wall heat fluxes was calculated as
better than 8.4 % in (Section 1) for the Case 1 (firing rate 745 kW). All the other parameters
(flow rates, temperatures, pressure, etc.) were acquired as well. Calculated uncertainty was
usually better than 2 % for all parameters but for air mass flow rate, where it reaches 9.8 % for
the Case 1. Such a data was then utilized for validation of CFD predictions.

Introduced and described was also my own software for measured data processing and
graphical interpretation which was used to prepare raw data from measurement for direct
input to the simulation software as boundary conditions. It was designed in object oriented
C++ code.

Promising new setup for inflame measurement was also presented. It consists of our own
platinum - platinum-rhodium type R thermocouple (welded at our institute), water-cooled
stainless steel support body, ceramic tube and transmitter. Comparative measurement in
muffle furnace was performed with commercial K-type thermocouples. The highest deviation
was observed at the lower temperatures ( 30 % at 300 °C) while at higher temperatures the
agreement of our R-type thermocouple to the K-type was much better (7.3 % at 530 °C and 1.3 %
at 950 °C). Even though the test conditions were complicated it shows promising results for
high temperature measurement.

For CFD simulations setup it is important to properly identify boundary conditions. One of
hard to determine value for boundary condition is emissivity of the combustion chamber's
wall. Therefore I decided to perform measurement and determine emissivity value
experimentally. Through comparison of infrared thermometer and contact temperature sensor
it was found that emissivity of the steel plate is close the value of 0.9, which is recommended
for surfaces similar to the combustion chamber wall. Another boundary condition broadly
investigated in this thesis was water-side wall temperature of the combustion chamber wall.
CFD simulation was performed to resolve flow and heat transfer rate inside the duplicator.
Heat load of the walls was taken from the measurement of Case 1. Averaged water-side wall
temperature was 67 °C for Section 2 and 109 °C for Section 5. It was confirmed that presumed
temperature of 80 °C is acceptable compromise and it was decided to keep the settings.

Settings of various industry-standard models utilized for combustion and underlying physical
phenomena were investigated. Boundary conditions were set according to processed data from
measurements. Simulations focused on effects of individual models and their settings on total
and local wall heat flux predictions. Investigated models were turbulence models, chemistry
models and radiative properties of involved materials. Their effect on wall heat flux was
assessed and it was found that predictions are most sensitive to the evaluation of mean beam
length which is related to the absorption coefficient of the gas in combustion chamber.
Different evaluation of such a parameter may change the total wall heat flux prediction by
19.2 %. Therefore it is essential to properly choose this parameter.
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Predictions of wall heat fluxes for the Case 1 with lower firing rate was found to be very
accurate. Total wall heat flux was predicted with deviation from measurement by just 0.3 %.
Predicted local wall heat fluxes deviated the most in last (seventh) section by 16 %. However, in
other sections the deviations were around 5 %. In the Case 2 with the higher firing rate
predictions of total extracted heat was very good as well. Predictions deviated from
measurement by just 0.1 %. However, the turbulence models were found to be limiting factor
in such simulations since deviation in local heat flux measured at individual sections reached
up to 27 %. The whole profile of heat fluxes was shifted toward the outlet of the combustion
chamber. First four sections were underestimated while last three sections were overestimated.
Such profile shift was predicted by all turbulence models. This reveals problems in swirling
flow predictions and swirl generation in the guide vane swirl generator which was included in
computational model.

Prediction difficulties of swirling flow are discussed in the last chapter of this thesis with focus
on effect of turbulence models. Well documented measurement with the swirl generator
similar to ours was utilized from literature. First of all a grid independence study has been
performed on prepared computational models. Even though the model included sudden
expansion chamber my attention was paid to the first measuring plane between swirl
generator and sudden expansion. This plane captured velocity fields affected by generated
swirling flow. Decay of swirl and momentum transport can be monitored without additional
geometrical disturbances. The aim was to verify ability of turbulence model to predict flow
field generated by the guide vanes swirl generator. Results confirms that utilized turbulence
models have problem to accurately predict such a flow. The main problem seems to be in
interaction of the jet at the center of swirl generator and swirling flow generated by the guide
vanes.

In appendixes are provided additional data such as author's own publications and software
codes. Included are works related to the topic of this thesis and one article based on patented
technology invented by author of this thesis in cooperation with colleagues from Masaryk
university, Brno, Czech Republic.

5.1 Benefits of this thesis for scientific community and industry

This thesis implements innovative method for local wall heat fluxes measurement with
improved measurement uncertainty. Open source code for data processing might be
implemented in other facility focused on heat flux measurement based on cooling water
control (flow rate and temperatures). Promising results were shown in the inflame
measurement. It can lead to an industry applicable device capable to measure in furnace.

In the field of CFD predictions optimal setup was found for low firing rates, which lead to
predictions of both total and local wall heat fluxes with good accuracy. Results are directly
applicable to industry computations since the simulation setup utilizes computationally
manageable models able to resolve simulations in complex geometry of the burner and the
combustion chamber. For example typical solution takes just few days on workstations with
twelve CPU cores.

Problematic behavior was observed in the predictions of all investigated turbulence models,
which was amplified in higher firing rates. More work is necessary to resolve this issue. Users
of the models in industry projects should be aware of problematic behavior and keep attention
in related simulations.
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All the created software are provided along with source code. All the software created in
C/C++ is platform independent and can be used on variety of operation systems.
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Planar laser-induced fluorescence
Reynolds-averaged Navier Stokes
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Appendix A  Numerical and experimental analysis of turbulent
swirling diffusion gas flames

This appendix contains author's paper published at 11th Conference on Process Integration,
Modelling and Optimisation for Energy Saving and Pollution Reduction held in Prague on
August 2008.
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flames
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The computational prediction of turbulent swirling diffusion flames poses a well known,
difficult and challenging problem that has been studied by many researchers. The objective of
the present article is to provide an experimental and computational study of swirling diffusion
gas flames using a different approach to validation of the predictions. Detailed description of
the experiment, the testing facility, measuring procedure and instrumentation is provided. List
of adjustable components of the staged gas burner is also given with operation ranges of these
parameters. Attention is paid to the way steady state conditions are achieved and identified in
the experiments. Obtained measured results are analysed with regard to the propagation of
uncertainty. The particular experiment and its settings chosen to be modelled by a CFD
approach is described as well. Boundary conditions as well as key sub-models for turbulence
and chemistry are specified. Finally 4 numerically successful simulations are reported. The
results show an unexpectedly large deviation of predicted wall heat fluxes from the real
experimental values.

1 Introduction

Turbulent swirling diffusion flames belong among the most popular in industrial practice,
while their prediction using Reynolds-Averaged Navier-Stokes (RANS) equations poses a
very difficult task. This work reports highly reliable experimental data of local heat fluxes
along the combustion chamber and uses them to validate numerical combustion simulations.
The investigation has been performed in a large-scale experimental combustion chamber with
a low-NOy natural gas burner with staged gas supply and firing capacity of 1.2 MW.

Intensity of the swirling motion at burner outlet is a very important design parameter and
for its specification are used several alternative swirl number definitions [1, 2]. As
documented in [3] and manifested in recent publications (e.g. [4]), a formula that gradually
became the most popular defines swirl number as the ratio of axial flux of tangential
momentum to the axial flux of axial momentum.

The prediction of swirling flames using Reynolds-averaged Navier-Stokes (RANS)
models has proven to be fairly difficult. Conclusions obtained e.g. by International Flame
Research Foundation (IFRF) in their research of swirling pulverised coal burners [5] or by
Barreiros et al. in research of fluid fuel burners [6] and again recently by German and
Mahmud for gas fuels [7] confirm the preceding statement. The reasons of significant
discrepancies between RANS model predictions and measurements in swirling flames are not
very clear, especially as the predictions of non-swirling flames are much more reliable [8].

It is nevertheless a matter of fact that really reliable predictions of swirling flames
appeared only recently and in all cases they were based on Large-eddy simulations (LES), see
e.g. [9-11]. Therefore they entail computational requirements several orders of magnitude
higher than RANS models. That is also the reason why the investigated burners had in all but
few exceptional cases very simple designs. To the authors’ knowledge, only in facilities like
the Center for turbulence research at the Stanford University, where computational resources



are top-level (including the world’s fastest supercomputer Blue Gene with over 200.000
processors), researchers have attempted to simulate industry-relevant applications [12].

The target of research of swirling diffusion gas flames at UPEI VUT thus is not an
accurate prediction of in-flame properties. Instead, the focus is on utilising the length-wise
segmental design of the combustion chamber with accurate monitoring of local heat loads for
tuning of RANS models. It is expected that in this way, it will be possible to gain control over
the simulated flame length. The reasons for mildly optimistic expectations are found in good
experiences of other authors in solving similar problems (see e.g. [6] or [13]), even though
those works have been concerned with in-flame properties and not wall heat fluxes.

2 Measurement

Experimental analysis of turbulent swirling diffusion flames has been performed in order
to provide a solid ground for the validation of numerical predictions. The experimental work
was previously documented in [14, 15, 16]. The information included in this text has however
different objective than those other works and concentrates on factors, related to the
validation of numerical predictions.

2.1 The experimental facility

Experiment was performed on a water-cooled horizontal combustion chamber (1 m
internal diameter and 4 m length, maximum admissible burner capacity about 1.8 MW) with
low-NOy burner firing natural gas. Shell of the combustion chamber is divided into seven
sections, six of which are 0.5 m long and the seventh (nearest to the exhaust) section has 1 m.
Each of the sections has separate water inlet and outlet and is equipped by a water flow meter
and temperature sensors, serving to measure the heat transfer rate. Hot water from the
combustor is cooled in a cooling tower placed outside of the testing facility.

Each section of the combustion chamber is equipped by two inspection windows
opposite to each other. Also both ends of the chamber have two inspection windows for
optical flame inspection.

The gas supply is connected to a medium-pressure natural gas main and reduced to the
approx. 45 kPa. Gas pressure, temperature and flow rate is measured and employed to
calculate gas mass flow rate. Small and simple auxiliary burner is used for flame ignition and
stabilisation, which is firing about 20 kW of total gas supply.

2.2 Description of the burner

The low-NOx gas burner used in the experiments is equipped with staged gas supply, has
single air stream, swirl generator (flame holder), primary gas choke (orifice plate) secondary
jets the position of which is adjustable in axial, radial and tangential direction. The burner was
used to perform a total of 146 measurements with different burner's setting. Adjustable
components were as follows:

e Burner duty
Diameter of swirl generator
Pitch angle of the swirl generator's blades
Diameter of primary gas choke
Air equivalence ratio
Pitch angle of secondary nozzles
Tangential direction of secondary nozzles
Radial position of secondary nozzles
Axial position of secondary nozzles



2.3 Instrumentation

This section describes only sensors employed for the measurement of heat fluxes, which
play a key role in this article.

All temperature probes used to measure cooling water temperature are thermocouples
Pt100 PTP50J RAWET with transmitter 4-20 mA and stainless well. Temperature is measured
at a common supply pipe which provides water to all sections of the combustion chamber and
also at the outlet of each section. The accuracy of all thermocouples is within class B as
defined by the standard IEC 60751 [17].

Water flow rate in every section is measured by a multi-jet flow meter XN-RK 04 L300
G2 Q10-BH E K10 equipped by a pulse generator. The same flow rate meter is placed in a
common pipe bringing water to all sections, to measure the total water flow rate.

Gas pressure is measured using rotary natural gas meter Roots Dresser G100 and to
determine gas pressure, ceramic pressure sensor DMK331 EEx ia IIC T6 is used. Temperature
of gas is measured by a thermocouple probe Pt100 T1002 EEx IIC JSP Nova Paka. The
recorded values were employed to calculate volumetric flow rate at normal conditions. For
details see [14].

All measured data were collected by an automatic data acquisition system which uses
either digital (receives pulses e.g. from water flow rate meter) or analogue (current transmitter
devices, e.g. gas pressure meter) signals.

2.4 Scope of experiments

The 146 settings of the burner were used to determine sensitivity of various parameters in
response to any combination of the independent variable factors. During the test, settings
were given by a statistically developed plan of measurements [16]. Adjustable components
had the following ranges:

e Burner duty [kW] 745;930; 1120
e Diameter of swirl generator [mm] 240; 260; 280
e Pitch angle of the swirl generator's blades [°] 35;45; 55

e Diameter of primary gas choke [mm] 5.5;6;6.5

e Air equivalence ratio [-] 1.1;1.15; 1.2
e Pitch angle of secondary nozzles [°] 20; 30; 40

e Tangential direction of secondary nozzles [°] 0; 22.5; 45

e Radial position of secondary nozzles [mm] 0; 25; 50

e Axial position of secondary nozzles [mm] 0; 40; 80

Most changes were done manually, as they required interruption of fuel firing,
dismounting of the burner and replacement of various parts. Due to these interruptions during
experiments it was necessary to pay attention to stabilization of the operating conditions. This
requirement was fulfilled by tracking the flue gas temperature in the exhaust duct. After
achieving steady state conditions, one set of data was collected manually and three sets of
data were saved by the data acquisition system.

The single setup of the burner that has been used for validation of computational models
in this work, has the following specifications:

e Burner duty [kW] 745
e Diameter of swirl generator [mm] 240
e Pitch angle of the swirl generator's blades [ °] 35
e Diameter of primary gas choke [mm] 5.5
e Air equivalence ratio [-] 1.1
e Pitch angle of secondary nozzles [ °] 20
e Tangential direction of secondary nozzles [ °] 0



e Radial position of secondary nozzles [mm] 0
e Axial position of secondary nozzles [mm] 0

2.5  Error analysis

Total heat fluxes on the walls of the combustion chamber were calculated from the
following measured data:

e inlet water temperature

e outlet water temperature

e water flow rate

All measured data were accompanied by unknown measurement errors that are however
assumed to lie within accuracy intervals given by the manufacturers of the respective sensors.
The temperature measurements were performed by thermocouples with accuracy of class B
[17], the maximum error of which is defined by £(0.3+0.005|t|). The water flow rate meter has
error estimate based on the flow rate and it is accurate to within +£0.5% of the measured value.

In order to determine the maximum error of total heat flux measurement using the
specified sensors, it is necessary to consider the equation used for its calculation from the
primitive measured parameters. The equation reads:

Q:’/&C.At:ﬁp.c.(tout_tin) (1)
where m [kg/s] 1s water mass flow rate
c [J/kg-K] specific heat capacity
t [°C] temperature and

p  [kg/m3] is water density
Using the concept of propagation of uncertainty [18] based on equation (1) with a single
concrete set of data resulting from the above-described settings leads for each section to error
estimates, displayed in Table 1.

Table 1 Calculated maximum errors in measured heat fluxes

Section Heat flux Maximum absolute error Maximum relative error

[kW/m?*] [kW/m?] [%]

sl 21.3 2.74 16.1

s2 32.97 2.82 5.5

s3 48.45 2.83 3.7

s4 50.17 2.99 3.8

s5 46.15 2.9 4

s6 36.6 291 5.1

s7 30.27 1.56 1.8

2.6 Heat flux curve fitting

The aim was to develop procedure which would offer simple approximation of the heat
flux distribution over the chamber length by function with a small number of coefficients.

To perform the fit of all measured heat fluxes within each section, heat fluxes [kW/m]
were calculated from the total heat transfer rates calculated from equation (1). Length of each
chamber section appears in Figure 1 as the width of the bars. Position of the calculated heat



flux value (which is an average in each section) was assumed to lie in the middle of the
sections and a function was sought that would to fit these points as well as possible. Objective
function to be optimised was the integral of the function over each section and it was required
to be the same as the integral of the constant average value.
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Figure 1 Curve fitting of the measured heat flux along the combustion chamber

For a preliminary selection of approximation function was found helpful an on-line tool
[19]. It is equipped with “function finder” feature allowing users to find appropriate function
for inserted points. It's only criteria is sum of squares of residuals therefore results had to be
checked for singular points or non-physical behaviour. Based on results from the on-line tool
[Philips 2008] was chosen a function NIST MGHO09 with five coefficients.

a (x2 + bx)
Y=g ¢ )

Due to the big amount of data to be processed, a script in Bash [20] has been used to pass
the intended data to the Gnnuplot software [21] where built in curve fitting tool could be used.
Initial value for all coefficients was taken from the results of the online tool. The fitted
function was describes approximate heat flux on the combustion chamber walls. Integration
of the function (2) over the chamber's length yields expressions shown in equation (3) and (4).

For the integration procedure see e.g. [18]. Namely, when 4d—c” >0, then:
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X

When the opposite is true (4d —c” <0), then the following equation holds:
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where ¢ [kW/m] is the heat flux
a,b,c,de[-] coefficients of function y
x [m] axial coordinate in the combustion chamber
A statistics of the errors of the approximation fit is shown in Table 2 below.

Table 2 Summary of errors in the fitting function

RSS sl s2 s3 s4 s5 s6 s7 all
[-] [%]  [%] [%] [%] [%] [%] [%] [70]
Average error 4.94 334 201 199 1.73 1.2 1.82 3.4l 2.21
Minimal error 0.04 0.1 0.07 0 0.09 0.05 0.04 0.07 0
Maximal error 42.05 41.84 6.56 599 5.71 3.41 82 10.72  41.84

3 Computations

Computations were performed to validate several mathematical models with the
measured axial profile of heat fluxes. This is a unique evaluation, as revealed by the literature
review, included in the Introduction. All computations were performed using CFD
(Computational Fluid Dynamics) software FLUENT, v. 6.3.26 [22] from company ANSYS,
Inc.

3.1 Geometry and computational grid

For the computational analysis, a model of the chamber with supply air duct has been
developed. All the geometry was modelled with maximum care and attention to detail; only
few details were deemed unimportant and therefore neglected. The modelled geometry and a
photograph of the burner testing facility are shown in Figures 2 and 3.



Figure 2 Photograph of the burner testing facility

The geometry model was meshed by a combination of hexahedra and tetrahedral, with
large majority of hexahedra. The total number of finite volume cells in the resulting
computational grid was 1,156,788. Thus, for reasonable computational times it was necessary
to run the simulations on a parallel machine, in this case a cluster with 22 CPUs, 2 GB per
CPU of operating memory and fast interconnect Myrinet.

The diameter of each gas nozzle has been adjusted to compensate non-ideal
approximation of the round orifice by the cells of mesh. Every jet has been meshed with four
deformed quadrilateral cells so that the circumference was approximated by eight edges. That
would lead to area decrease of about 10 %. This effect has been eliminated by enlarging the
diameter of each jet as follows:

e Primary jet 1 — from 2.6 mm to 2.74 mm
e Primary jet 2 — from 3 mm to 3.16 mm
e Secondary jet — from 3.3 to 3.48 mm

Figure 3 Computational model geometry



3.2 Boundary conditions

For proposed model, there were a total of 4 different types of boundary conditions.
Namely mass flow inlets (gas and air), pressure outlet, cooled walls of the segmental
combustion chamber and adiabatic walls approximating all other walls. The inputs for the
calculation were based on the measured flow rate of gas and O, concentration measured in the
exhaust. From these values and using several simplifying assumptions (e.g. assuming simple
composition of air), it is possible to determine very precisely the air mass flow rate.

Distribution of gas between the primary and secondary stages was controlled by the
applied choke. It would be technically possible to calculate the distribution of mass flow rate
based on manual evaluation of pressure drops in all elements of the gas distribution elements
in the burner using tables (e.g. [23]), but this could be quite inaccurate due to the close
neighbourhood of the local flow resistances. Therefore a CFD model of the gas distribution
system within the burner was simulated beforehand in order to determine the gas distribution
to the primary and secondary nozzles.

3.3 Applied turbulence and chemistry models

It is well known that models assuming homogeneous isotropic turbulence (like two-
equation models) are unable to work well in swirling flows with significant orthotropic
turbulence effects. Moreover, the reported predictions of swirling flames using any RANS
approach appear to be biased in a varying degree as discussed in the Introduction. The two
applied turbulence models were selected as they represent viable tools for engineering
applications. Large-Eddy modelling of the present system would most likely be adequate, but
extremely computationally demanding.

The applied turbulence models included the well-known k-& model [24] in its realizable
variant [25] and also a second-order closure, also called Reynolds Stress Model (RSM) [26].
All the model equations are well described in the FLUENT program documentation [22].

Fast chemistry model was the first approach adopted for simulation of the combustion
reactions. Combustion of methane is in this model represented by a single step global
reaction, the rate of which is controlled solely by turbulent mixing [27]. The underlying
assumption is thus that mixed = burned, or that chemical reaction rates are much faster than
the mixing.

The second option of chemistry model was a steady strained laminar flamelet approach
as documented e.g. in [28] and described in detail in [22]. This model allows for greater
precision in predicting non-equilibrium chemistry and should perform better than the simple
eddy-dissipation model.

4 Results and discussion

The simulations revealed that the simulated burner with air supply duct and combustion
chamber is essentially an unsteady problem. Convergence of steady-state models was in some
cases very hard if impossible to attain. The most important parameter from the point of view
of this study, i.e. wall heat fluxes, typically displayed oscillatory character with large
amplitude (on the order of 10 kW/m?).

It was therefore impossible to successfully conclude calculation in steady state with RSM
and EDM (eddy-dissipation model). On the other hand, laminar flamelet chemistry appeared
to have a stabilising effect on the simulations and it was thus possible to complete
successfully both combinations of laminar flamelets with £-& model and RSM. Further to that,
unsteady simulation combining k-& model and laminar flamelets was conducted to provide a
more rigorous representation. The obtained results are included in Figure 4.
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Figure 4 Measured and predicted heat fluxes in sections of the combustion chamber (burner is at the left side)

It is apparent that all predictions over-estimate the total heat transfer rate, absorbed by the
cooled walls (numerical values show increase by about 20% to 30%). Also, the flames
predicted by these models are in all cases longer than in the measured profile.
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Figure 5 Measured and predicted heat fluxes in sections of the combustion chamber (burner is at the left side),
eddy-dissipation model for the chemistry

Figure 5 shows the predicted wall heat fluxes using the simple EDM chemistry model,
coupled with the two-equation k-&£ model. In this case the prediction is qualitatively better
than in the case of laminar flamelets (total heat transfer greater than measurement by 11%).
The predicted flame length is however still substantially greater than in the measured profile.

Unsteady computations with the same model settings were attempted as well, but due to
limited hardware resources it was not feasible to obtain a sufficiently large data set for time
averaging. The results have a character of instantaneous profiles and they are hard to compare
with the average values obtained in the measurements. The variability of heat fluxes in the
unsteady computations was similar to that, reported above for not converging steady-state



formulations (on the order of 10 kW/m?).

5 Conclusions

The reported work provides a rigorous validation of several mathematical models,
relevant to practical CFD analysts, in an equally relevant combustion application, i.e. swirling
diffusion flames. High-quality experimental data for model validation are provided that have
been obtained in a new burner testing facility. Accuracy of the measured heat fluxes is also
rigorously determined. Calculated heat flux profiles are not in a good agreement with the
measurements, which has been expected, but the size of the deviations is quite great. This has
implications for the predictions of various industry-relevant applications, as swirl-stabilised
burners prevail in a large number of applications.
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Prediction of wall heat transfer in combustion chambers attracts attention of design
engineers in process industry due its implications for the construction of combustors
and boilers. Firstly, this paper addresses the reliability and accuracy of an experiment
performed in a large-scale experimental combustion chamber equipped with staged-gas
non-premixed 745 kW burner. The experiment serves as means to determine boundary
conditions and validate predictions by computational fluid dynamics (CFD) software.
Several accuracy issues of the used measuring gauges and instruments are discussed
with focus on wall heat fluxes and stabilization of the measured data.

Second part of the paper presents CFD simulations of the combustor using Reynolds-
averaged Navier-Stokes (RANS) models and validates them by the measured data.
Overall model configuration, boundary conditions and key sub-models for turbulence
and chemistry are summarised. Deviations of the predictions from the experiment are
discussed and possible explanations are offered.

Introduction

Diffusion swirling gas combustion is a favoured solution in many industrial
applications. Thus a lot of recent research work was focused on its analysis in several
ways. Experiments seem to be an irreplaceable reliable method for verification of
computational models. Most authors dealing with computational fluid dynamical (CFD)
simulations of swirling diffusion flames use experimental data in their work for
comparison e.g. German and Mahmud (2005) and Khelil et al. (2008). These papers
however use detailed data describing the internal structure of the respective flames.
Such a complete information is however rarely available.

Many experiments follow narrow particular objectives, e.g. to determine pollutant
formation rates and species concentration fields, temperature field, or velocity field. The
respective experiment set up is then suitable only for a specific objective, e.g. Kermes et
al. (2008). The view adopted in this work is more practical and holistic as we are
interested namely in the prediction of wall heat fluxes.

Numerical simulations presented in this paper use Reynolds-Averaged Navier-Stokes
(RANS) equations. This approach is preferred in practical applications due its
reasonable CPU requirements, unlike more advanced approaches as Large Eddy
Simulations or Direct Numerical Simulations. However, numerous works show that the
prediction of swirling diffusion gas flames using RANS equations is a difficult task, see
e.g. Warnatz et al. (1996) or Weber et al. (1995). Therefore the correct use of RANS



models for practical swirling diffusion flames in a large-scale furnace with experimental
validation is the main objective of the present work.

Experimental set-up

The measurements have been performed at a burner testing facility of the UPEI VUT
Institute, which has been described in detail by Bélohradsky et al. (2008), Kermes et al.
(2008) and Kermes et al. (2007). The combustion chamber has 1 m internal diameter
and is 4 m long, water cooled. The burner used in the experiments is a gas-staged 745
kW low-NOx type (see Fig. 1). The shell of the chamber is divided into seven sections,
enabling evaluation and monitoring of heat flux in each section. The length of the first
six sections is 0.5 m and the last one is 1 m long.

Previous research in the facility was focused on parametric studies of the effect of
burner parameters on pollutant formation as documented by Kermes et al. (2007). In the
present work, the objective is heat transfer analysis, which required adjustments of the
measuring procedures. The main difference is in the time scope because pollutants
formation analysis is much less time consuming, since stabilization of the flue gas
species composition is mainly related to the flame temperature (outlet flue gas
temperature). Flue gas temperature has been a sufficient indicator of a steady state
condition for the NOy formation analysis, whereas it was observed that heat fluxes need
much longer time for stabilization (see Fig. 2) and thus the outlet temperature could not
be used as an indicator of stabilisation any more.
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Figure 2: Heat fluxes during the long-term experiment




It was necessary to perform experiment with a stabilizing period long enough to achieve
steady state condition in terms of the wall heat fluxes. Thus stable heat fluxes in each
individual section had to be achieved in order to obtain reliable data. Fig. 2 shows start-
up and stabilization process of the experiment.

Error analysis

The main focus of this paper is on the heat fluxes. Thus error analysis concentrates on
three related quantities, namely inlet cooling water temperature, outlet cooling water
temperature and cooling water flowrate.Calculations are based on the methodology of
propagation of uncertainty according to Braembussche (2001). For the heat flux
calculation is used the following simple equation:

O=pVec,Atl4
where Q is heat flux rate [kW/m?],
p is density [kg/m?],
14 is water flow rate [m?/h],
Cp is specific heat [kJ/kg],
At is temperature difference [K] and
A is area of the section [m?].

Therefore two basic equations for error propagation have to be used:
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Figure 3: Comparison of two measurements with different objectives
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Table 1 and Fig. 3 show the results of error analysis and also comparison of
measurements. Objective of the first was pollutant emission analysis with a demand
only on stabilisation of outlet flue gas temperature and emission levels and the other



focuses on stabilised heat fluxes. Finally an obvious and clearly observable, but very
important fact needs to be stressed, namely that the uncertainty discussed above does
not include deviations due to poorly stabilised wall heat loads.

Tab. 1: Heat fluxes from the two experiments focused on emission characteristics vs.
wall heat loads

Objective: Pollution measurement Objective: Heat Fluxes
Q Absolute Error Relative Error Q Absolute Error Relative Error
kW/m? kW/m? % kW/m? kW/m? %

Section 1 21.05 2.71 12.87 18.88 1.37 7.23
Section 2 32.59 1.92 5.88 28.53 1.11 3.88
Section 3 47.89 1.98 4.13 45.84 1.06 2.32
Section 4 49.59 2.09 421 52.39 1.08 2.05
Section 5 45.61 2.02 4.43 50.20 1.07 2.13
Section 6 36.17 1.99 5.51 41.19 1.11 2.70
Section 7 29.92 1.21 4.06 30.64 0.61 1.98

Computational set-up

The aim of the numerical study was the prediction of steady-state heat fluxes through
the water-cooled walls of the combustion chamber. Since the case involves swirling
non-premixed combustion, the problem is at the utmost limits of current state-of the art
RANS models as discussed in the introduction and a proper validation is thus required.
For numerical analysis the meshed model consisted mostly of hexahedral cells (97 %).
The total number of computational cells was 1,156,788. Simulation-relevant details
were modelled including air supply ductwork, swirl generator and fuel jets (see
Fig. 1a,b). The jet diameters were adjusted to compensate nozzle area reduction in the
meshed model, as compared to the real cross-sectional area.

Four different types of boundary conditions have been used. Namely mass flow inlets
(gas and air), pressure outlet, Dirichlet condition for walls of the segmental combustion
chamber (constant cooling water temperature) and all other walls were approximated as
adiabatic. The boundary condition used in the present simulations for the water-cooled
segmental wall is slightly idealised. The assumption was made that cooling is highly
efficient and temperature boundary layer can be neglected. Thus logarithmic average of
the inlet and outlet temperature of each section was deemed adequate as an
approximation of the wall temperature.

All computations performed were using RANS equations coupled with Eddy
Dissipation Model (EDM) (Magnussen and Hjertager, 1977). For RANS coupled with
Flamelet model see Hajek et al. (2008). Three different turbulence models were tested.
The most computationally costly was the Reynolds Stress Model (RSM) (Fluent, 2006),
but it displayed high unsteadiness when used with second order discretization scheme.
Other two turbulence models were two-equation models: SST k- (Menter, 1994) and
realizable k-¢ (Shih et al., 1995). All models were used with the third order



discretization scheme QUICK (Leonard and Mokhtari, 1990) for momentum and
density equations and Pressure Staggering Option (PRESTO!) (Patankar, 1980) for the
pressure (continuity) equation.

Results and discussion

As can be seen in Fig. 4, the results show that all simulations overestimated the wall
heat fluxes. RSM and k-¢ overpredict the total heat flux by 10 %. These two models
give similar results, acceptably agreeing with measured values in the first three sections,
but strongly overestimating heat fluxes in the last three sections. This leads to a
conclusion that EDM when used with k-& or RSM models is unable to predict length of
the flame accurately. This is in agreement with Warnatz et al. (1996) who show that
EDM highly overpredicts the temperature in the end of the flame.

However, the k-o model when coupled with EDM predicts qualitatively reasonably well
the heat flux profile over the whole length of the chamber and fails only in the
identification of absolute values. The overall difference of extracted heat is again 10 %.
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Figure 4: Turbulence model comparison

Conclusion

The reported work presents a rigorous method of identification of boundary condition
values for numerical analysis. It points out the importance of correct experimental set-
up and discusses achieved accuracy for the reported experiments. Error analysis is
performed to increase reliability and credibility of the measurements.

The results of the CFD simulations are not completely satisfactory, but the k-o
turbulence model coupled with simple eddy-dissipation chemistry model predicts
qualitatively well the overall profile of wall heat fluxes. This combination of models
performs better than eddy-dissipation chemistry coupled with the RSM and the k-¢
turbulence models.
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Appendix C Boundary condition evaluation and stability issues
in swirling flame gas combustion

This appendix contains author's paper published at 1st International Conference on
Computational Methods for Thermal Problems, held in Naples, Italy, 10 September 2009.
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ABSTRACT

Prediction of wall heat fluxes in combustion chambers attracts attention of design engineers in
process industry due to its implications for the construction of combustors, boilers and similar
devices. Furthermore, reliable experimental evaluation of the heat loads in large-scale experiment is
rare. This work deals with stability issues observed in simulation of swirling diffusion gas flames and
compares them to the real-world experiment and its instability. Steady and unsteady simulations
using Reynolds-averaged Navier-Stokes (RANS) equations are discussed. The experimental facility
has a sectional water cooled combustion chamber equipped with a staged-gas 745 kW low-NOx type
burner with axial-type swirl generator.

Key Words: Combustion, CFD, Burner, Swirl, Heat Flux, Stability.
1. INTRODUCTION

Swirl-stabilised flames are very popular, especially in the so-called power burners [1] that are widely
used in power and process industries. However, it has been recognised for long time that the
prediction of swirling diffusion flames using moment turbulence closures is extremely problematic
[2, 3], in spite of partial successes [4]. Recent progress achieved using large-eddy simulations
coupled with advanced chemistry models [5, 6] is on one hand very promising but on the other hand
it is still far from being applicable to industrial problems due to excessive computational
requirements, tractable only using supercomputing facilities.

Industry primarily requires predictions of wall heat fluxes (typically for membrane walls or tubes). In
spite of that, combustion modelling research almost exclusively focuses on the details of flame core
structure and wall heat loads are typically disregarded. The present work thus focuses on validation
of computationally manageable Reynolds-Averaged Navier-Stokes (RANS) models by accurately
measured local wall heat fluxes. The experiments were performed at a new experimental facility
described in [1, 7]. The paper extends previous work reported in [8] which dealt with error analysis
of the experimental data and reported several heat flux predictions. The target here is to identify some
of the sources of deviation from experimental results.

2. EXPERIMENTAL FACILITY

Combustion chamber of the testing facility was designed for maximum firing capacity of 2 MW and
consists of 7 water-cooled sections enabling separate heat flux monitoring. The wall material is steel
covered with high-temperature black paint for increased emissivity. Industrial-type low-NOy, natural
gas burner with staged gas supply (8 primary and 8 secondary nozzles) and an axial-type swirl
generator were employed for the experiment. The firing rate was adjusted to 745 kW.
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3. IDENTIFICATION OF BOUNDARY CONDITIONS

Boundary conditions were an all-important factor in model set-up. Most conditions were easy to
evaluate thanks to the measuring instrumentation of the facility — e.g. natural gas flow rate and
temperature, air flow rate and temperature, etc. Besides these, some boundary conditions were much
harder to evaluate accurately and these were deemed to be responsible for a significant part of the
observed deviations from measurements [8]. Wall temperature on the water side was one these hard-
to-determine parameters.

Heat transfer through the cooled walls depends on one hand on hot-side properties (radiation
contributes by about 90%) and on the other hand it is influenced by heat transfer coefficient and
surface temperature on the water-side. Local boiling was possible only in places with low water
velocity (considering inlet water temperature was 21°C and outlet about 30°C), but water flow in
each section was directed by a helical fin for minimization of such dead zones.

Computational model of a single cooling section has been created to study the heat transfer on the
water side in detail, assuming no boiling and a uniform heat flux from the flame side. Contours of
calculated water-side surface temperature are shown in Fig. 1. The highest temperatures were
however incorrect due to the missing boiling model. Therefore temperatures above the boiling point
(124.2 °C at 236.4 kPa) [9] served only to identify locations of local boiling. Real values lay in
between the boiling point and the displayed value due to increased heat transfer coefficient caused by
boiling [10]. Area weighted average from the calculated values over the heat-exchanging surface was
96 °C. Future work is necessary to adjust this value while taking the boiling into account. Currently
all simulations presented in this work used an estimated value of 80 °C as the wall boundary

condition.
1800
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Ficure 1. Contours of surface temperature [°C]

4. COMPUTATIONAL SET-UP

Modelling of the swirling diffusion flame was performed using several turbulence models and a
simple fast chemistry model with one global reaction as implemented in commercial code FLUENT
6.3.26 [11]. Specifically the baseline model included turbulence model SST k-w, discrete-ordinates
radiation model with weighted-sum-of-gray-gases cell-based model for the absorption coefficient,
one-step reaction mechanism and pressure-velocity coupling using so-called pressure-staggering
option. During the computation, several stability issues were observed that are discussed in the next
section. Standard computational procedures were followed, namely start up without radiation and
switching to higher-order discretization scheme (QUICK) after the solution almost converged. This
was performed firstly for the density and after several iterations also for the velocity. Increasing the
order of discretization for velocity caused severe instability in the calculated heat fluxes (see Fig.2)
but was crucial for accuracy.
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5. STABILITY PHENOMENA

One of the biggest issues of numerical computations is convergence and stability. In the present case
of combustion calculation we focus on the stabilization of heat fluxes. Fig. 2 shows convergence
history of heat flux for all 7 sections of the combustion chamber. One can see that after application of
the QUICK discretization scheme in the momentum equations (at 9000 iterations), the calculation
became strongly unstable with the amplitude of heat flux fluctuations up to 6 kW/m?. This problem
prevailed even after modification of relaxation factors and with other higher-order schemes.

The primary reason for the observed instability was found in the physics of the flow. [12] explains
that in swirl combustion several types of fluctuations and instabilities, e.g. flame wobble and
precessing vortex core are present. Measured instabilities in the heat fluxes (naturally smoothed out
by the averaging and damping effect of the steel walls and cooling water) are also displayed in Fig. 3.
It is important to note that the RANS modelling approach cannot properly account for these
fluctuations but it was not discarded based on the reasoning presented in the Introduction.

Fig. 4 displays instantaneous results from iterations 8900, 13000, 16000 and 19000 as snapshots from
the iteration history shown in Fig. 2. The changes in reported heat fluxes are well visible.

A more reliable value (than instantaneous) of the heat fluxes was obtained through simple averaging
of the results over certain range of iterations. Rate of fluctuation was taken into account via non-
symmetric error bars defined as follows:

’ - ' 1 N ' ' 1 ; ’
q'=q=q . forq'>0:0,=—3q" . forq'<0:0,,="Dq (1)
0 0

where g is instantaneous heat flux, g 1is the average, ¢'is fluctuation and ¢ is mean deviation.

A comparison of measured and average heat fluxes from the histories shown in Fig. 2 (averaged from
9 500 up to 19 000 iterations) is shown in Fig. 5, including non-symmetric error bars defined in
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equation (1). The figure includes also averages obtained using two other RANS models, namely
realizable k-¢ model and a second-order Reynolds-stress model.

6. CONCLUSION

Measured data from a large-scale industrial-type swirl combustor were used to validate simulations.
Thermal boundary condition at the cooled walls was analyzed in detail. The total deviation of the
best computed result (SST k-w) after averaging was 12.6 %, which is considered acceptable thanks to
the complexity of the problem. Stability issues in calculated and measured heat transfer were studied
and averaging method was described.
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Appendix D Experimental data of the local wall heat flux for
combustion codes validation in non-premixed
swirling gas flames

This appendix contains author's paper published at ASME-ATI-UIT 2010 Conference on
Thermal and Environmental Issues in Energy Systems, held in Sorrento, Italy, 16 - 19 May
2010.
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ABSTRACT

The main purpose of this work is the measurement of local heat fluxes from confined non-premixed swirling gas flame
absorbed into water cooled walls. Presented are two thermal duties 745 kW and 1120 kW fired in a large-scale combustion
chamber. Measured data are intended for use as a benchmark. Its purpose is to validate computational fluid dynamics (CFD)
codes against reliable and transparent measurements. The uniqueness of reported measurements is in the scale of the
experimental facility and its ability to provide accurate data at above thermal duties. The data uncertainty is also discussed.
The experimental facility is described including complete geometry of the burner and combustion chamber to enable use of
the measured data by the other researchers. The entire geometry is made available in the STEP format.

INTRODUCTION

Study of flame structure is the subject of long-lasting
interest of the combustion modeling community. Detailed
in-flame measurements of temperature, velocity and species
concentrations have served for the validation of all existing
combustion models. Unlike the in-flame properties, wall
heat fluxes have been used for model validation only rarely.
Heat flux measurements reported in the literature are either
spot measurements or global heat transfer rates. Spot
measurements however mostly provide just the thermal
irradiation flux, not the actual radiative or total heat transfer
rate (e.g. in the study of industrial furnaces and boilers [1-
3]). Likewise, global heat transfer rates calculated from the
hot water (steam) production are insufficient for the
validation of detailed predictions.

In contrast to that, the interest of engineering community
focuses primarily on local heat fluxes and pollutant
emissions. Emissions are studied namely to ensure
compliance with legislative regulations (e.g. [4]), while heat
fluxes are required to check proper furnace design and to
ensure safe operation. It is thus apparent that the correct
prediction of local heat fluxes on heat transfer surfaces is
one of the most important aspects of practical combustion
simulations that should receive adequate attention.

Swirling combustion

Our understanding of phenomena that are at work in
swirling diffusion flames is quite advanced, as shows recent
extensive review of dynamic instabilities in swirl combustion
systems [5]. However, the computational fluid dynamics
(CFD) modeling of swirling diffusion flames registered little

success until the advances in large eddy simulations (LES) in
the last decade. This was mainly due to the deficiencies
of available first-order and second-order turbulence closures
in characterizing the complex three-dimensional swirling
and reacting flow structure [6-10].

Swirl-stabilized non-premixed flames are frequently used
in industrial burners, but they present one of the most
difficult problems to predict computationally. The effects
affecting predictions are still under investigation.

Authors of recent works were focused on inflame detailed
study e.g. turbulence and its relation to chemical kinetics
[11], radiation and radiant properties of the species and
precessing vortex core phenomena.

Only with the advances in large eddy simulations (LES),
successful predictions of in-flame properties were reported
[12-14]. The LES approaches are unfortunately still too
computationally expensive for the simulation of large-scale
fired heaters due to their huge dimensions (on the order of 10
m) and the need to resolve fine features like gas nozzles with
diameters on the order of 1 mm. The only viable alternative
for practical predictions are therefore models based on first
order or second order turbulence closures.

Wall heat fluxes

The local heat loads to tubes (in fired heaters),
to membrane walls (in boilers), or combustion chamber walls
(cooled as well as refractory-lined), are key parameters
required by designers from CFD combustion analysts. Wall
heat fluxes and wall temperatures are required to be uniform
and their peaks to lay below certain hard limit values given
by material strength considerations. Measurement of local
heat loads in industrial conditions is possible only using



special heat flux probes that cannot provide reliable detailed
data covering the whole heat transfer area, but only a limited
number of discrete points. An overview of available
instrumentation is provided e.g. in [15] and [16]. The best
way to measure local heat fluxes clearly would be different —
to measure directly the heat absorbed by walls on the heated
medium side (e.g. steam or water). Such segmental design is
naturally impracticable in industrial furnaces, but actually
quite common in laboratory reactors (except for the missing
heat-transfer related instrumentation), see e.g. [10] and [17].
Thanks to the fact that fouling and slagging are absent in
gas combustion, the heat flux data measured by probes are
more reliable than in e.g. pulverized fuel combustors. Even
though, the accuracy of available measurement methods is on
the order of several percent. For the measurements of thermal
irradiation flux are often used ellipsoidal radiometers
(accuracy = 5 %) and water-cooled circular foil heat flux
radiometers (accuracy + 2 %) [3]. The latter + 2 % accuracy
is about the best we can achieve with heat flux metering
probes. As reported in [3], differences of values measured by
these two methods may however reach up to 12 %, thus
decreasing the credibility of point heat flux measurements.

Experiments

Experimental investigation is irreplaceable part of the
research process in computational fluid dynamics. The
computer codes and simulations are validated against well
described experiments. Numerous detailed in-flame measured
data are available for a range of swirl burners. In fact,
anumber of research groups have performed coordinated
efforts to characterize several swirling diffusion gas flames
by various experimental methods. One of the most notable
projects was the TECFLAM cooperation performed by five
institutes in Germany, which yielded numerous publications
(e.g. [6,7,18,19]) and a validation database (presently
available upon request). The burner used in these works had
a thermal duty of 150 kW and the swirl number at the burner
orifice was 0.9. Other sets of data were collected for gas
turbine combustors, e.g. [12,20-22] on flames up to 35 kW
(in the referenced works). Another remarkable project is the
Sydney swirl burner experimental database [23,24] which
represents the unconfined turbulent swirl gas combustion.

Many other burner geometries were investigated
worldwide, covering various fuel injection systems and swirl
generation systems, see e.g. [25-29]. The thermal duties of
burners in all these studies ranged from several kilowatts up
to about hundred kilowatts, i.e. they were all laboratory-scale
experiments. It is also important to note that without
exception all these studies focused on detailed in-flame
measurements and paid little or no attention to the heat
transfer to combustion chamber walls (in cases with
non-adiabatic walls).

EXPERIMENTAL FACILITY

Geometry

The construction of the semi-industrial experimental
facility for burners up to 2 MW was aimed at providing
variable length of combustion chamber and accurate heat flux
and emission measurements. The main feature distinguishing
the test facility at Brno University of Technology from others
is the ability to measure local heat transfer rates to the cooled

walls, which is enabled by segmental design of the
combustion chamber. There are up to seven water cooled
segments of the combustion chamber, see Fig. 1 and 2. All
internal segments have the same flame-facing area of
1.57 m?, whereas the first and seventh section have 1.26 m?
and 3.14 m? respectively. The last three segments are
removable which allows adjustment of the combustion
chamber length.
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Figure 1: Combustion chamber and main parts of the data
acquition system

Figure 2: Industrial-scale combustor

Inlet and outlet temperature and water flow rate data are
collected at every section by an automatic data acquisition
system and local heat flux is calculated. The total firing rate
of the burner is calculated from the gas flow rate measured by
rotary flow meter and adjusted by pressure and temperature
readings to normal conditions. The excess air ratio is
calculated from oxygen concentration in the exhaust gases.

The burner was a low-NOx design with staged gas supply
(Fig. 3) and axial swirl generator, fired by natural gas. Swirl
generator with diameter 240 mm consisting of 8 vanes acts as
a flame holder. Gas inlet consists of twelve primary nozzles
and eight secondary nozzles. Eight of the primary nozzles
have diameter 2.6 mm and the other four 3.0 mm. All the
primary nozzles are drilled in a nozzle head located on the
burner axis.

Secondary gas injection is performed by four additional
nozzle heads located in regular intervals around annular air
channel which surrounds the primary nozzle head. Each
of the four secondary nozzle heads has two nozzles with
a diameter of 3.3 mm.

Flame ignition and stabilization is performed by a small
(25 kW) premixed natural-draft pilot burner. Its thermal duty
was included in the total thermal duty.



The burner performance was set at 745 kW (Case 1) and
1120 kW (Case 2) with excess air ratio 1.1. Several
measurements  previously performed at the same testing
facility, although with different objectives than in this work,
were described in [30-32].

Combustion
air

Secondary
gas inlet <7
/,
anary

0310
0240
Va

Figure 3: Swirl burner with two gas stages

MEASURED DATA

Measured data consists of a set of records from all the
sensors at the facility. Data is automatically collected during
the entire experiment. Four sets of data were collected. There
were two performance levels 745 kW (Case 1) and 1120 kW
(Case 2). Fig. 4 shows a record of the transient heat fluxes
from Measurement 1 of the Case 1. The experiment consists
of four distinct stages: start-up, warm-up, stabilization and
stable state. The measurement procedure was kept the same
for all runs. At the beginning the flame was ignited and
brought to the desired power, then was the chamber heated
up with air equivalence ratio higher than the target value due
to safety reasons. In the stabilization period air flow rate was
adjusted to the proper value and wall heat fluxes were
monitored until reaching stable conditions. The last part was
run at the desired conditions and data collected during this
period are those, presented in this paper. The data displayed
in the tables and graphs are averaged values over 5 minutes
(Case 1) and 15 minutes (Case 2). Averaging was applied
to remove random fluctuations in the measured values.

Each of the two regimes was measured twice to test them
for repeatability. Operating conditions during stabilization
time are shown in Tables 1 and 2. It can be seen that
reproducibility is good even though conditions were slightly
changed e.g. air temperature 19.3 °C vs 4.3 °C in Case 1
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Figure 4: Section wall heat fluxes for Case 1

The deviation in the total extracted heat flux into the water
was 0.16 % for the Case 1 and 0.88 % in the Case 2. The
maximum load difference was in 3rd section 2.7 % for the
Case 2 and 2.4 % in 5™ section for the Case 1. The total
extracted heat from flame (Quww) Was evaluated from natural
gas flow rate, temperature and pressure. Equivalent methane
mass flow (mcus) is calculated from natural gas flow rate
using the ratio of heating values of natural gas and methane.
Air flow was calculated based on oxygen concentration
in exhaust gases and the fuel flow rate.

Table 1: Operation conditions of the Case 1

Measurement ~ EITOr  Measurement Error  Average

1 [%] 2 [%]

Qo [kW] 746 1.62 748 2.7 747
M, [kg/s] 0.015 1.62 0.015 27 0.015
m. o [kefs] 0.289 9.8 0.290 10.1  0.290
T [°C] 20.1 1.5 12.5 2.6 16.3
T, [ 19.2 1.5 4.3 1.9 11.7
Quir  [kW] 438 43 438 527 438
RH  [%] 42 90 66

Table 2: Operation conditions of the Case 2

Measurement Error Measurement Error  Average

1 estimate 2 estimate
[%] [%]
Qua  [kW] 1115 1.6 1124 24 747
My,  [ke/s] 0.022 1.6 0.022 24 0548
m,  [kes] 0.435 9.8 0.438 10 3.567
Tia  [°C] 20.6 1.5 13.1 23 11.7
T, [°C] 20.6 1.4 8.5 1.6 10.2
Quer [kW] 592 33 597 42 397
RH  [%] 41 81 61

Measured heat fluxes (extracted heat rates in each of the
seven sections along the combustion chamber) are shown
in Table 3. The displayed data are averages from the two
repeated measurements for each of the cases. The measured
time period was the same as for operation conditions. Mean
fluctuations during the averaging period are shown as well.
All of the fluctuations are under 1 % of measured heat fluxes.

The fuel distribution among primary and secondary
nozzles was determined from numerical simulation based
on total fuel flow rate since only main fuel supply pipeline
is equipped with flow meter. The fuel flow in the Case 1 was
3.84 10°kg/s for primary and 1.1 10°kg/s for secondary
nozzles. In the Case 2 the distribution was 5.79 107 kg/s
to the primary and 1.65 107 to the secondary nozzles.

Table 3: Measured heat fluxes

Case 1 Case 2
Heat Mean Error Heat Mean Error
flux  fluctuation estimate flux  fluctuation estimate

[kW/m?] [kW/m?]  [%] [kW/m?] [kW/m?  [%]
Section 1 17.25  0.15 8.4% 2188 021 6.4%
Section 2 25.57  0.16  4.8% 34.05  0.27 3.5%
Section 3 40.17  0.14 2.9% 5328 0.26 2.3%
Section 4 46.41 0.15 2.8% 63.58  0.24 2.0%
Section 5 47.87  0.16 2.6% 6545 027 1.9%
Section 6 42.33  0.17 2.8% 58.9 0.29 2.0%
Section 7 31.4 0.21 2.0% 4274 0.19 1.6%
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Figure 5: Comparison of measured heat fluxes in seven
sections

Instrumentation and data acquisition system

All the data from sensors are collected in the central
operator work station. The data acquisition system is industry
standard with 1-second interval except for the flow meters
which have approximately 6-second interval. Water flow is
measured by turbine flow meters equipped with optical
sensor sensing 10 000 impulses per 1 m® of water. Flow of
the fuel (natural gas) is measured by positive displacement,
rotary type flow meter and conversion to the standard
conditions is made based on temperature and pressure
measurement.

All temperature sensors are of type RTD Pt100 and are
placed in a steel sheath. The accuracy indicated by
manufacturer is better than +/- 0.3 °C.

Data accuracy

Using the information from sensor manufacturers, the
accuracy of derived parameters was calculated. To do this,
the theory of error propagation [33] was utilized. E.g. the
standard deviation of product P of uncorrelated variables 4
and B which have standard deviations o, and oz may be
calculated from the following formula:

2 2 2

Ie

P

Oy

A

Op

B

Swirl number evaluation

Swirl number is an important parameter used to
characterize the intensity of swirl in a flow. For definition see
e.g. [20] which defines swirl number in radial coordinates.
For evaluation in a CFD solver is however more suitable the
following formulation:

fpuwrdA

A

- pruZdA
4

where u is axial velocity (m/s), w is circumferential velocity
(m/s) , p is density (kg/m®), r is radius (m), R is the
maximum radius of the nozzle exit (m), 4 = surface area
(m?).

The grid was identical in all simulations, as noted above.
The calculated swirl number however substantially differed

between simulations employing the SST k- turbulence
model ( S~048 ) and other alternatives using k-¢
realizable model or RSM ( §~0.74 ). This may be caused
partly by insufficiently fine grid in the vicinity of swirl
generator. Grid independence study however has not been
performed so far.

MODELING

Grid was created with great care to ensure high quality.
Most of the volume of computational domain was meshed by
hexahedral cells and only in the vicinity of nozzles were used
tetrahedral elements. Total number of grid cells was
approximately 1,300,000.

Commercial code ANSYS Fluent was utilized for
simulation. Turbulence was modeled by two-equation
turbulence models that prevail in current engineering
applications of CFD in the area of reactive flows. These
include namely the realizable k—¢ model [34]. For the
description of chemical reactions and interaction with
turbulence was used eddy-dissipation (ED) model [35] with
a one-step global reaction.

Radiation was included using the discrete ordinates
method and radiative gas properties were calculated by the
weighted-sum-of-gray-gases method with data based
on [36] and [37]. Emissivity of the walls was set at 0.9.

Boundary conditions were utilized according Tab. 1 and 2.
Walls other than water cooled are assumed adiabatic.

The solutions were performed using a pressure-based
solver option of FLUENT 6.3, with the SIMPLEC solution
algorithm and generalized QUICK third-order scheme
[38] for momentum and density, and pressure staggering
option. The remaining model equations, namely the
turbulence model equations, were discretized using first order
differencing.

Steady solution was sought, but the solution did not
converge even in most stabilizing numerical settings with
first order upwind differencing and strong relaxation.
Therefore a more rigorous treatment was adopted by adding
time into the problem formulation. The resulting unsteady-
RANS (URANS) simulations display smaller fluctuations
and complete convergence is achieved in every time step with
step size 0.002 s. In order to obtain results independent of the
initial conditions at least 3 s of physical time were always
simulated, as the residence time in the combustion chamber
is about 2 s and only afterwards it was possible to start
collecting data for statistics.

Wall heat fluxes predicted by the simulation are shown in
the Fig. 6 and 7. There are significant deviation in all
sections — from 14 % to 36 %, except for the first section in
Case 1 where deviation is only 2 %.

CONCLUSIONS

Local wall heat fluxes were investigated in a cylindrical,
water-cooled large experimental combustion chamber for
nonpremixed swirling natural gas flames. Measured data are
provided for two firing rates (745 kW and 1120 kW) together
with a complete geometry of the fluid flow domain including
air duct, staged-gas burner and combustion chamber. Error
analysis is included to complete the data base. Wall heat
fluxes during measurement for Case | are displayed in Fig. 4.
Measured wall heat flux profiles over the chamber length for
both cases are displayed in Fig. 5. This validation benchmark
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Case 2

is provided to the research community as a basis for the
validation of combustion models and codes using a problem
which is both well documented and practically relevant. The
article also includes two predictions that were performed.
Wall heat fluxes predicted by the simulations are show in
Fig. 6 and 7. It is shown that unsteady RANS computations
are required to obtain well-converged results due to internal
flow instabilities. The models included in the study
over-predict total wall heat fluxes on the cooled wall by
17.5 % to 25.1 %, which shows that engineering simulations
of swirling diffusion flames in large combustors using
approaches commonly available at the present should be used
and interpreted with caution.
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Appendix E Local wall heat fluxes in swirling non-premixed
natural gas flames in large-scale combustor: Data
for validation of combustion codes

This appendix contains author's paper published at 12th Conference on Process Integration,
Modelling and Optimisation for Energy Saving and Pollution Reduction, PRES 2010, held in
Prague, 28 August — 1 September 2010.
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The main purpose of this work is the measurement of local heat fluxes (absorbed into
water cooled walls) from confined non-premixed swirling gas flame. Presented are two
thermal duties 745 kW and 1120 kW fired in a large-scale combustion chamber.
Measured data are intended for use as a benchmark. Its purpose is to validate
computational fluid dynamics (CFD) codes against reliable and transparent
measurements. The uniqueness of reported measurements is in the scale of the
experimental facility and its ability to provide accurate data at above thermal duties.
The data uncertainty is also discussed. The experimental facility is described including
complete geometry of the burner and combustion chamber to enable use of the
measured data by other researchers. The entire geometry is made available in the STEP
format.

1. Introduction

Study of flame structure is the subject of long-lasting interest of the combustion
modelling community. Detailed in-flame measurements of temperature, velocity and
species concentrations have served for the validation of all existing combustion models.
Unlike the in-flame properties, wall heat fluxes have been used for model validation
only rarely. Heat flux measurements reported in the literature are either spot
measurements or global heat transfer rates. Spot measurements however mostly provide
just the thermal irradiation flux, not the actual radiative or total heat transfer rate, e.g. in
the study of industrial furnaces and boilers (Kobayashi et al., 2002; Strohle, 2004;
Hayes et al., 2001). Likewise, global heat transfer rates calculated from the total hot
water (steam) production are insufficient for the validation of detailed predictions.

In contrast to that, the interest of engineering community focuses primarily on local heat
fluxes and pollutant emissions. Emissions are studied namely to ensure compliance with
legislative regulations, e.g. directive (EC 2001), while heat fluxes are required to check
proper furnace design and to ensure safe operation. It is thus apparent that the correct
prediction of local heat fluxes on heat transfer surfaces is one of the most important
aspects of practical combustion simulations that should receive adequate attention.

Please cite this article as: Vondal J., Hajek J. and Kermes V., (2010), Local wall heat fluxes in swirling non-premixed natural gas
flames in large scale combustor: Data for validation of combustion codes, Chemical Engineering Transactions, 21, 1123-1128 DOI:
10.3303/CET1021188
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Swirl-stabilised non-premixed flames are frequently used in industrial burners, but they
present one of the most difficult problems to predict computationally. Only with the
advances in large eddy simulations (LES), successful predictions of in-flame properties
were reported e.g. in (Fureby et al., 2007; Sadiki et al., 2006; James et al., 2007; Dinesh
et al., 2010). The LES approach is unfortunately still too computationally expensive for
the simulation of large-scale fired heaters due to their huge dimensions (on the order of
10 m) and the need to resolve fine features like gas nozzles with diameters on the order
of 1 mm. The only viable alternative for practical predictions in the present as well as
for a number of years to come thus consists of models based on first or second-order
turbulence closures as eg. in (Khelil et al., 2009).

2. Testing facility

The construction of the semi-industrial experimental facility for burners up to 2 MW
was aimed at providing variable length of combustion chamber and accurate heat flux
and emission measurements. The main feature distinguishing the test facility at Brno
University of Technology from others is the ability to measure local heat transfer rates
to the cooled walls, which is enabled by segmental design of the combustion chamber.
There are up to seven water cooled segments of the combustion chamber, see Figure 2.
All internal segments have the same flame-facing area of 1.57 m?, whereas the first and
seventh section has 1.26 m? and 3.14 m?, respectively. The last three segments are
removable which allows adjustment of the combustion chamber length.

The burner was a low-NOx design with staged gas supply (Figure 1) and axial swirl
generator, fired by natural gas. Swirl generator with diameter 240 mm consisting of 8
vanes acts as a flame holder. Gas inlet consists of twelve primary nozzles and eight
secondary nozzles. Eight of the primary nozzles have diameter 2.6 mm and the other
four 3.0 mm. All the primary nozzles are drilled in a nozzle head located on the burner
axis.

Secondary gas injection is performed by four additional nozzle heads located in regular
intervals around annular air channel which surrounds the primary nozzle head. Each
of the four secondary nozzle heads has two nozzles with a diameter of 3.3 mm.

Flame ignition and stabilization is performed by a small (25 kW) premixed natural-draft
pilot burner. Its thermal duty was included in the total thermal duty.
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Figure 2: Swirl burner with two  Figure 1: Combustion chamber and main parts of
gas stages the data acquisition system
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The burner performance was set to 745 kW (Case 1) and 1120 kW (Case 2) with excess
air ratio 1.1. Measurements previously performed at the same testing facility, although
with different objectives than in this work, were described e.g. in (Kermes et al. 2008).

3. Measurements

Each of the two studied regimes (Case 1 and 2) was measured twice to test repeatability.
Operating conditions during stabilization time are shown in Table 1. It can be seen that
reproducibility is good even though conditions were slightly changed e.g. air
temperature 19.3 °C vs. 4.3 °C in Case 1. The deviation in the total extracted heat flux
into the water was 0.16 % for the Case 1 and 0.88 % in the Case 2. The maximum load
difference was in 3rd section 2.7 % for the Case 2 and 2.4 % in 5" section for the
Case 1. The total extracted heat from flame (Qa) Was evaluated from natural gas flow
rate, temperature and pressure. Equivalent methane mass flow rate (mcpa4) is calculated
from natural gas flow rate using the ratio of heating values of natural gas and methane.
Air flow was calculated based on oxygen concentration in exhaust gases and the fuel
flow rate. The data displayed in the tables and graphs are averaged values over 5
minutes (Case 1) and 15 minutes (Case 2). Averaging was applied to remove random
fluctuations in the measured values.

Measured heat fluxes (extracted heat rates in each of the seven sections along the
combustion chamber) are shown in

Table 2. The displayed data are averages from the two repeated measurements for each
of the cases. The averaging period was the same for measured data as for operating
conditions. Mean fluctuations during the averaging period are shown as well. All of the
fluctuations are under 1 % of measured heat fluxes.

Table 1: Operation conditions of the measurements

Case 1 Case 2

Measu Uncert Measu Uncert Measu Uncert Measu Uncert
rement ainty rement  ainty rement ainty rement  ainty

1 [%] 2 [%] 1 [%] 2 [%]
Qua  [KW] 746 162 748 2.7 1115 16 1124 2.4
mews  [Ka/s]  0.015 1.62 0.015 2.7 0.022 16 0.022 2.4
ma  [ko/s]  0.289 9.8 0.290 10.1 0.435 9.8 0.438 10
Twa  [°C] 201 15 125 26 20.6 15 13.1 2.3
Tar [Cc] 192 15 43 1.9 20.6 14 8.5 16
Quaer  [KW] 438 43 438 5.27 592 33 597 42
RH [%] 42 90 41 81

The fuel distribution among primary and secondary nozzles was determined from
numerical simulation of gas distributor based on total fuel flow rate since only the gas
main is equipped with flow meter. Fuel flow rate in Case 1 was 3.84 10°%kg/s for
primary and 1.1 10 kg/s for secondary nozzles. In Case 2 the distribution was 5.79 107
kg/s to the primary and 1.65 107 to the secondary nozzles.

Using the information from sensor manufacturers, maximum error of heat fluxes was
calculated and results are shown as uncertainties in

Table 2. To do this, the theory of error propagation (Braembussche, 2001) was utilized.
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Table 2: Measured heat fluxes

Case 1 Case 2
Heat Mean . Mean .
flux fluctuation Uncertainty Heat flux fluctuation Uncertainty
[kWwim’]  [kW/m?] [%] [kw/m?] [kw/m?] [%]
Section 1 17.25 0.15 8.4% 21.88 0.21 6.4%
Section 2 25.57 0.16 4.8% 34.05 0.27 3.5%
Section 3 40.17 0.14 2.9% 53.28 0.26 2.3%
Section 4 46.41 0.15 2.8% 63.58 0.24 2.0%
Section 5 47.87 0.16 2.6% 65.45 0.27 1.9%
Section 6 42.33 0.17 2.8% 58.9 0.29 2.0%
Section 7 314 0.21 2.0% 42.74 0.19 1.6%
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Figure 3: Comparison of measured heat fluxes in seven sections

Geometry of the flow domain in STEP format has been prepared for researchers
interested in making their own computational analysis of the present flames. It will be
provided upon request by the corresponding author.

4. Verification of air flow rate measurement

An additional procedure for the measurement of air flow rate has been implemented to
provide verification of the primary method. The primary indirect measurement based on
oxygen concentration in the flue gas has a long response time and rather large
uncertainty as documented in Table 1. The calculation of air flow rate is in the primary
method based on the measured O, content in flue gas and measurement of natural gas
flow rate, which itself depends on the readings of three sensors as described above.

The second method of flow rate measurement which provides verification for the first
one employs a vane anemometer located directly in combustion air pipe which has inner
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diameter of 246 mm. Information from the anemometer is also automatically collected
by the data acquisition system. The uncertainty provided by manufacturer is £0.1 m/s
and +1.5 % of measured value. The readings from the vane anemometer are however
biased due to natural non-uniformity of flow profile in the pipe and further due to slight
non-symmetry of velocity profile at the location of measurement. This is caused by a
90° turn of the pipe, which precedes the probe by approximately 12 diameters. In order
to provide a reliable correction function for the vane anemometer, the turbulent flow in
the air supply pipe has been modelled using ANSYS FLUENT software system for
several flow rates spanning the range corresponding to admissible burner duties. The
results displayed in Figure 4 show that the following linear correction function is
appropriate:

m,, =0.9725v, . p—0.015, &)

where M, [kg/s] is total air flow rate through the duct, S [m’]is cross-sectional area,

p [kg/m?] is air density and Vv

anem LMV/S] is the velocity measured by the anemometer.

In the simulations was applied no-slip condition at the walls and wall roughness height
equal to 0.1 mm. Table 3 provides a comparison of the corrected values from the
anemometer with data based on the flue gas O, measurements.

1
09 r
08
07
06 F
05
04+
03 r
02
01

Real flow rate in a duct [kg/s]

0 Simulation results @
04 | Linear aproximation

; .
0 0.2 0.4 0.6 0.8 1
Flow rate based on anemometer [kg/s]

Figure 4: Vane anemometer air flow rate

Table 3: Mass flow rate of air in the supply air duct

Predictedbyfluegas o\ 0283 0377 0428 0510 0548

analyzer

Predicted by kg/s 0273 0393 0434 0512 0585
anemometer

Relative deviation % -3.49 4.31 1.38 0.57 6.74

6. Conclusions

Local wall heat fluxes were investigated in a cylindrical, water-cooled large
experimental combustion chamber for non-premixed swirling natural gas flames.
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Measured data are provided for two firing rates (745 kW and 1120 kW) together with a
complete geometry of the fluid flow domain including air duct, staged-gas burner and
combustion chamber. Error analysis is included to complete the data base. This
validation benchmark is provided to the research community as a basis for the
validation of combustion models and codes using a problem which is both well
documented and practically relevant. The article also discusses air flow rate
measurement issues when vane anemometry is utilized. Correction function for
particular duct size is derived to account for in-duct velocity profile.
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Experimental and numerical investigation of swirling non-premixed gas
flames in industrial-scale furnace

Jifi Vondal, Jifi Hajek*
Brno University of Technology, Faculty of Mechanical Engineering, Institute of Process and
Environmental Engineering, Technicka 2, 616 69 Brno, Czech Republic
tel.: +420 541 142 331, e-mail: vondal@upei.fme.vutbr.cz, hajek@fme.vutbr.cz

The present work addresses a difficult problem often encountered in industrial furnaces and fired
heaters, which is the prediction of swirling non-premixed gas flames in a large-scale furnace. The
focus is on a practically very relevant parameter, i.e. the distribution of local wall heat fluxes. The
studied burner is equipped with gas staging nozzles firing natural gas and a guide vane swirl
generator acting as a flame holder. The combustion chamber consists of 7 water cooled segments and
enables the measurement of local wall heat fluxes on the water-side. Two firing rates included in the
work are 745 kW and 1120 kW. The measured data include detailed information necessary to set up
boundary conditions including fuel and air flow rates, pressures and temperatures as well as
distributions of wall heat fluxes extracted by the cooling water in individual segments.

The computational part unfolds from a central problem of predicting the swirling flow generated by
guide vane swirler. Due to the non-symmetry of the flow in the swirler caused by air duct geometry and
bad access for detailed measurement of velocity field in the burner inlet, it was decided to include the
air supply duct in the simulation. However, it is well known that prediction of the action of swirl
generator is extremely difficult and thus a validation of the code is carried out using published
measurements in a similar laboratory-scale device.

Simulation of the non-premixed combustion is performed using unsteady RANS turbulence model
coupled with simple eddy-dissipation chemistry model and discrete ordinates radiative heat transfer
model. Two options for the calculation of absorption coefficient by a weighted sum of grey gases are
discussed. Results confirm that a domain-based path length calculation is more appropriate for the
prediction of wall heat fluxes than a cell-based option.

Keywords: Heat flux, Swirling flow, Combustion, CFD, Turbulence.

1. Introduction

Study of flame structure is the subject of long-lasting interest of the combustion modelling
community. Detailed in-flame measurements of temperature, velocity and species concentrations have
served for the validation of all existing combustion models. Unlike the in-flame properties, wall heat
fluxes have been used for model validation only rarely. Heat flux measurements reported in the
literature are either spot measurements or global heat transfer rates. Spot measurements however
mostly provide just the thermal irradiation flux, not the actual radiative or total heat transfer rate (e.g. in
the study of industrial furnaces and boilers (Kobayashi et al., 2002; Stréhle, 2004; Hayes et al., 2001)).
Likewise, global heat transfer rates calculated from the total hot water (steam) production are
insufficient for the validation of detailed predictions.

In contrast to that, the interest of engineering community focuses primarily on local heat fluxes
and pollutant emissions. Emissions are studied namely to ensure compliance with legislative
regulations (e.g. directive (EC 2001)), while heat fluxes are required to check proper furnace design
and to ensure safe operation. It is thus apparent that the correct prediction of local heat fluxes on heat
transfer surfaces is one of the most important aspects of practical combustion simulations that should
receive adequate attention.

Swirl-stabilised non-premixed flames are frequently used in industrial burners, but they present
one of the most difficult problems to predict computationally. Only with the advances in large eddy
simulations (LES), successful predictions of in-flame properties were reported (Fureby et al., 2007;
Sadiki et al., 2006; James et al., 2007). The LES approach is unfortunately still too computationally
expensive for the simulation of large-scale fired heaters due to their huge dimensions (on the order of
10 m) and the need to resolve fine features like gas nozzles with diameters on the order of 1 mm. The



only viable alternative for practical predictions in the present as well as for a number of years to come
thus consists of models based on first or second-order turbulence closures.

The key question in predicting swirling diffusion flames however is, whether the prediction of swirl
using geometry of swirl generator is dependable. In the literature, only scarce instances may be found
of measurements suitable for the validation of such swirl generation predictions (Mak and Balabani,
2007; Fernandes et al., 2005). In most cases of advanced predictions of swirling flows including those
mentioned above, boundary conditions on the inlet are typically specified using measured velocities
and velocity fluctuations. Predictions validated by experimental data are almost nonexistent in peer-
reviewed journals. Occasionally, swirl is even specified by geometric swirl number, i.e. by inclination of
swirl generator vanes (helixes) (So et al., 1985). Neither of these approaches is however suitable for
most cases of practical predictions of swirl-stabilised gas and liquid fuel burners, due to the large
variety of swirl generator designs used by burner vendors and due to the unavailability of detailed
measurements. This work therefore includes a simulation of swirl generator validated by an
experiment recently published in a peer-reviewed journal.

2. Swirl prediction and validation

For the validation of swirl prediction capability was used a recently published work (Mak and
Balabani, 2007). The geometry of experimental setup was further clarified in personal communications
with one of the authors (Balabani, 2010). Here we include only a brief summary of the experiment and
its results.

The measurements were performed for a vane swirl generator by optical method (particle image
velocimetry, PIV). Geometry of the computational domain including the swirl generator is displayed in
Figure 1. Inclination of the guide vanes in the present case is 45°. The experimental work was
focused on analyzing flow features in a sudden expansion and its deeper analysis by proper
orthogonal decomposition (POD), but they measured also velocity components just above the
expansion (x/D = -0.44) in order to determine accurately the amount of swirl in the expanding flow.
These velocity measurements above the expansion were used in the present work to validate
computational predictions. Working medium was water.

Commercial CFD code ANSYS Fluent 12.1 was used for all computations. The computational grid
was unstructured polyhedral with more than 10° cells. The computations did not converge in a time-
independent formulation, therefore it was necessary to run the case in unsteady mode. Turbulence
was modelled using a two-equation model SST k-w, which is a well-established alternative of the
standard k-& model, but it doesn’t require wall functions to define wall boundary conditions for the
turbulence model variables. Discretization of convective terms was done using second-order upwind
method.

The results of simulations (Figures 2-4) display a notable non-symmetry of velocity profiles in the
reference cross-section. Such non-symmetry has not been expected although some deviations were
observed also in the measured data. Grid independence study of the predictions is the subject of
present ongoing work. Unsteadiness of the flow has been removed from simulation results by
averaging over a time period significantly longer than residence time in the flow domain (several
seconds). Shown below are plots comparing the predicted and measured velocity components in the
reference cross section as well as contour plots displaying the non-symmetry of computed flow
mentioned above. The agreement of predictions with measurements is not convincing, but
encouraging to continue the present efforts by further computations. Swirl number given by the
experimenters (geometrical, therefore not calculated from the measured velocities) was 0.6, whereas
the predictions yielded swirl number 0,8.
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Figure 1: Experimental expansion chamber with guide vane swirl generator

U/Ub

“Measurement —=—
Sln}ulatlon [T

O R T S S bl
-0.02 -0.015 -0.01 -0.005 0 0.005 0.01 0.015 0.02

Y
R [m] 2%

Figure 2: Axial velocity in the reference cross section; comparison of measurement and prediction and
its contour plot with a line in the position of the plotted data
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Figure 3: Radial velocity in the reference cross section; comparison of measurement and prediction
and its contour plot with a line in the position of the plotted data
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Figure 4: Tangential velocity in the reference cross section; comparison of measurement and
prediction and its contour plot with a line in the position of the plotted data

3. Burner testing facility

The construction of the semi-industrial experimental facility for burners up to 2 MW was aimed at
providing variable length of combustion chamber and accurate heat flux and emission measurements.
The main feature distinguishing the test facility at Brno University of Technology from others is the
ability to measure local heat transfer rates to the cooled walls, which is enabled by segmental design
of the combustion chamber. There are up to seven water cooled segments of the combustion
chamber, see Figure 6. All internal segments have the same flame-facing area of 1.57 m?, whereas
the first and seventh section has 1.26 m? and 3.14 m?, respectively. The last three segments are
removable which allows adjustment of the combustion chamber length.

The burner was a low-NOx design with staged gas supply (Figure 5) and axial swirl generator,
fired by natural gas. Swirl generator with diameter 240 mm consisting of 8 vanes acts as a flame
holder. Gas inlet consists of twelve primary nozzles and eight secondary nozzles. Eight of the primary
nozzles have diameter 2.6 mm and the other four 3.0 mm. All the primary nozzles are drilled in a
nozzle head located on the burner axis.



Secondary gas injection is performed by four additional nozzle heads located in regular intervals
around annular air channel which surrounds the primary nozzle head. Each of the four secondary
nozzle heads has two nozzles with a diameter of 3.3 mm.

Flame ignition and stabilization is performed by a small (25 kW) premixed natural-draft pilot
burner. Its thermal duty was included in the total thermal duty.

Combustion
air
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Y/ —
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Figure 5: Swirl burner with two gas stages
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Figure 6: Combustion chamber and main parts of the data acquisition system

The burner performance was set to 745 kW (Case 1) and 1120 kW (Case 2) with excess air ratio
1.1. Several measurements previously performed at the same testing facility, although with different
objectives than in this work, were described in (Bélohradsky et al., 2008; Kermes, Bélohradsky, and
Stehlik, 2008; Kermes, Bélohradsky, Oral, et al., 2008).



4. Heat flux measurements

Each of the two studied regimes (Case 1 and 2) was measured twice to test repeatability.
Operating conditions during stabilization time are shown in Table 1. It can be seen that reproducibility
is good even though conditions were slightly changed e.g. air temperature 19.3 °C vs. 4.3 °C in
Case 1. The deviation in the total extracted heat flux into the water was 0.16 % for the Case 1 and
0.88 % in the Case 2. The maximum load difference was in 3rd section 2.7 % for the Case 2 and
2.4 % in 5™ section for the Case 1. The total extracted heat from flame (Qtora) Was evaluated from
natural gas flow rate, temperature and pressure. Equivalent methane mass flow rate (Mmcpy) is
calculated from natural gas flow rate using the ratio of heating values of natural gas and methane. Air
flow was calculated based on oxygen concentration in exhaust gases and the fuel flow rate. The data
displayed in the tables and graphs are averaged values over 5 minutes (Case 1) and 15 minutes
(Case 2). Averaging was applied to remove random fluctuations in the measured values.

Measured heat fluxes (extracted heat rates in each of the seven sections along the combustion
chamber) are shown in Table 2. The displayed data are averages from the two repeated
measurements for each of the cases. The averaging period was the same for measured data as for
operating conditions. Mean fluctuations during the averaging period are shown as well. All of the
fluctuations are under 1 % of measured heat fluxes.

Table 1: Operation conditions of the measurements

Casel Measurement 1 Uncertainty Measurement 2 Uncertainty
(6] (%]

Qtotal [kW] 746 1,62 748 2,7

McHa [kg/s] 0,015 1,62 0,015 2,7

Mair [kg/s] 0,289 9,8 0,290 10,1

Tryel [°C] 20,1 1,5 12,5 2,6

Tair [°C] 19,2 15 4,3 1,9

Quwater [kwW] 438 4,3 438 5,27

RH [%] 42 90

Case 2 Measurement 1 Uncertainty Measurement 2 Uncertainty
[%] (%]

Qrotal [kw] 1115 1,6 1124 2,4

Mcha [kg/s] 0,022 1,6 0,022 2,4

Mair [kg/s] 0,435 9,8 0,438 10

Thuel [°C] 20,6 1,5 13,1 2,3

Tar [°C] 20,6 1,4 8,5 1,6

Quwater kW] 592 3,3 597 4,2

RH [%] 41 81

The fuel distribution among primary and secondary nozzles was determined from numerical
simulation of gas distributor based on total fuel flow rate since only the gas main is equipped with flow



meter. Fuel flow rate in Case 1 was 3.84 10°kg/s for primary and 1.1 10°kg/s for secondary nozzles.
In Case 2 the distribution was 5.79 10 kg/s to the primary and 1.65 10 to the secondary nozzles.

Using the information from sensor manufacturers, maximum error of heat fluxes was calculated
and results are shown as uncertainties in Table 2. To do this, the theory of error propagation
(Braembussche, 2001) was utilized.

Table 2: Measured heat fluxes

Case 1l Heat flux Mea’? Uncertainty | Case 2 Heat flux Meaq Uncertainty
fluctuation fluctuation
[kW/m?] [KW/m?] [%0] [kW/m?] [kW/m?] [%]
Section 1 17,25 0,15 8,4% 21,88 0,21 6,4%
Section 2 25,57 0,16 4,8% 34,05 0,27 3,5%
Section 3 40,17 0,14 2,9% 53,28 0,26 2,3%
Section 4 46,41 0,15 2,8% 63,58 0,24 2,0%
Section 5 47,87 0,16 2,6% 65,45 0,27 1,9%
Section 6 42,33 0,17 2,8% 58,9 0,29 2,0%
Section 7 314 0,21 2,0% 42,74 0,19 1,6%
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Figure 7: Comparison of measured heat fluxes in seven sections

Geometry of the flow domain in STEP format has been prepared for researchers interested in
making their own computational analysis of the present flames. It will be provided upon request by the
corresponding author.

5. Verification of air flow rate measurement

An additional procedure for the measurement of air flow rate has been implemented to provide
verification of the primary method. The primary indirect measurement based on oxygen concentration
in the flue gas has a long response time and rather large uncertainty as documented in Table 1. The
calculation of air flow rate is in the primary method based on the measured O, content in flue gas and




measurement of natural gas flow rate, which itself depends on the readings of three sensors as
described above.

The second method of flow rate measurement which provides verification for the first one employs
a vane anemometer located directly in combustion air pipe which has inner diameter of 246 mm.
Information from the anemometer is also automatically collected by the data acquisition system. The
uncertainty provided by manufacturer is £0.1 m/s and +1.5 % of measured value. The readings from
the vane anemometer are however biased due to natural non-uniformity of flow profile in the pipe and
further due to slight non-symmetry of velocity profile at the location of measurement. This is caused by
a 90° turn of the pipe, which precedes the probe by approximately 12 diameters. In order to provide a
reliable correction function for the vane anemometer, the turbulent flow in the air supply pipe has been
modelled using ANSYS FLUENT software system for several flow rates spanning the range
corresponding to admissible burner duties. The results displayed in Figure 8 show that the following
linear correction function is appropriate:

n, =0.972S —-0.015
malr Vanemp , (1)

where 1, [kg/s] is total air flow rate through the duct, S [m] is cross-sectional area, p [kg/m’] is

air density and vg,.n, [M/s] is the velocity measured by the anemometer. In the simulations was
applied no-slip condition at the walls and wall roughness height equal to 0.1 mm. Table 3 provides a
comparison of the corrected values from the anemometer with data based on the flue gas O,
measurements.
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Figure 8: Vane anemometer air flow rate

Table 3: Mass flow rate of air in the supply air duct

Predicted by flue
gas analyzer
Predicted by
anemometer
Relative deviation % -3.49 431 1.38 0.57 6.74

kg/s 0.283 0.377 0.428 0.510 0.548

kg/s 0.273 0.393 0.434 0.512 0.585

6. Conclusions

Local wall heat fluxes were investigated in a cylindrical, water-cooled large experimental
combustion chamber for non-premixed swirling natural gas flames. Measured data are provided for
two firing rates (745 kW and 1120 kW) together with a complete geometry of the fluid flow domain



including air duct, staged-gas burner and combustion chamber. Error analysis is included to complete
the data base. This validation benchmark is provided to the research community as a basis for the
validation of combustion models and codes using a problem which is both well documented and
practically relevant. The article also discusses air flow rate measurement issues when vane
anemometry is utilized. Correction function for particular duct size is derived to account for in-duct
velocity profile.
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Abstract. It is a well-recognized fact that reliable predictions of turbulent swirling
nonpremixed flames are very difficult, especially for practical cases where application of
LES methods is not feasible. It is also clear that detailed measured data of inlet velocity
profiles for swirling combustion air are unavailable in practical applications. Therefore
there is a need for validation of industry-standard codes for the prediction of flow through
swirl generators. In this work are predictions validated by published experimental data for a
swirler with guide vanes, which is similar to a typical flame holder in a staged-gas low-NO,
burner. Computations are done in ANSY'S Fluent v12 code using a range of frequently used
moment-closure turbulence models. Impact of grid type and quality is investigated.
Discussion of the results is confronted with previously published observations on this topic.
The aim is to critically evaluate the applicability of computations to determine inlet
boundary conditions for swirling air in industrial combustors.

1. Introduction

Swirler (swirl generator, flame holder) is a key burner design element that significantly influences
the flow pattern in combustion chambers. The purpose of a swirler is to convert part of axial
momentum of the flow to a tangential momentum. This type of fow is required in many burners and
also in other applications, including e.g. separation of particulate emissions in cyclones. In burners,
swirling flow is important for flame stabilization and as a primary measure to decrease NO, emissions.
Swirler generates a low pressure zone in the flame core, which for confined flames leads to two
recirculation zones that dilute reacting fuel and air by inert combustion products (flue gas). This
desirable process can in cases with increased tangential momentum lead to unstable oscillations called
precessing vortex core (PVC). The phenomenon may cause undesirable acoustic emissions and in
extreme cases it may even destabilize the combustion process. Swirling flows and PVC are both the
subject of a significant research activity as documented e.g. by (Nicholas Syred 2006), (Ranga Dinesh
& Kirkpatrick 2009)).

For the quantitative description of the relative strength of tangential momentum is used a
nondimensional swirl number (S), which is defined as the ratio of axial flux of tangential momentum
over axial flux of axial momentum (Gupta, D. G. Lilley, et al. 1984). In most cases published works
provide values of swirl number calculated on the basis of swirl generator geometry as proposed by
(Claypole & N. Syred 1981). The geometric swirl number must however be used thoughtfully, as it is
suitable only for specific swirler geometries, e.g. when guide vanes cover the whole cross-section of
air flow tube and there are no short-cut currents. In spite of this, number of authors provides geometry-
based swirl number as the only information about swirl intensity, e.g. (Cortés & Gil 2007), (Fernandes
et al. 2006). Swirl number calculated from measured velocity profiles is encountered less frequently in
the literature, e.g. in (Khezzar 1998) or (Coghe et al. 2004), but it is essential in the case of this work,
as measured data are necessary for the validation of predictions.

There are two basic types of swirling flow — low swirl flows typically with swirl number lower than
0.6 and strongly swirling flows with higher value of swirl number. Precessing vortex core is
encountered mainly in the case of strong swirl flows, with the exception of flow through sudden
expansion (which is the case also in most burners), where PVC has been observed even with lower
swirl numbers (Ranga Dinesh & Kirkpatrick 2009).

Lately, research in the area of swirling combustion has concentrated mainly on the flame itself with

much activity centered around two specific burners, namely the TECFLAM burner (Schmittel et al.
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2000), (Landenfeld et al. 1998), (Meier et al. 2000) and the Sydney burner (Kalt et al. 2002), (Al-
Abdeli et al. 2006). In research works, the prevailing practice is to use measured velocity profiles at
the inlet of a combustion chamber, i.e. on a plane after the swirler. The simulation then develops from
the measured velocity inlet conditions, e.g. in (Escue & Cui 2010). Some authors in the past even used
guessed velocity profiles at the inlet (flat, parabolic, etc.) like in (Dong & David G. Lilley 1994)
However, as pointed out in (Roux et al. 2005) or (Sadiki et al. 2006) the practice of using measured
velocity profiles may not be always suitable for computational predictions and in practical applications
where measured data are not available it is simply infeasible.

This is why recent efforts aim to replace the measurement of inlet velocity profiles by modeling
flow through the swirler (Selle et al. 2004; Moureau et al. 2007; Sadiki et al. 2006). Such approach
leads to increased computational requirements, which is however becoming acceptable. In the case of
Large Eddy Simulations (LES) which have increased demands on the quality of data for inlet
boundary conditions, such treatment is almost a necessity.

LES is already quite widely used, but application to more complex geometries is still very difficult.
The reason due to which LES of most practically relevant swirling nonpremixed flames is not feasible,
is the excessive number of computational cells in a discretized model. This is caused by the great span
of scales inherent to practical fired heaters, where gas nozzles are few millimeters in diameter, while
combustion chambers have dimensions in meters or tens of meters. Due to the necessity to use
uniform mesh cell size for the whole computational model in LES, such applications currently may be
simulated only by moment closure turbulence models or by hybrid approach which combines RANS
models at the walls with LES in the rest of the flow.

It could seem that RANS models are in decline due to the rising popularity of more advanced
methods (LES, DES) but they still dominate in practical industrial applications ((Pallarés et al. 2009),
(Stefanidis et al. 2006)). In the area of swirling nonpremixed combustion, several turbulence models
are used that have been validated with relative success by measured velocity profiles. Specifically, it
has been shown that the RNG k-¢ turbulence model is acceptable for the prediction of low-swirl flows
(up to 0.6), where it performs even better than the RSM model (Escue & Cui 2010). For the modeling
of higher-swirl flows, it has been shown that solving the anisotropic Reynolds stresses directly by
RSM is a more fitting option. The work (Wegner et al. 2004) even shows that unsteady RANS model
based on RSM is applicable for the description of the precessing vortex core. The authors also report,
that for a high-quality prediction it is necessary to include swirler in the simulated domain, otherwise
velocity profiles may be deformed.

In validation studies of computational codes, authors often use their own measured data that are not
provided in sufficient detail for others to use. It is also often necessary to communicate with the
experimenters, as detailed geometry of the swirler is usually not included in publications. Typically,
schematic drawing of the experimental setup and main dimensions of the combustor are just
complemented by the value of swirl number in the text. After a longer period of time it becomes
increasingly difficult to find all necessary specifications even for the authors of those experimental
studies.

Below in a table is a summary of publications concerned with the measurements of swirling flows
in combustors. The specifications for each case include type of the swirler, measurement method, as
well as indication of whether the experiment was done in isothermal flow or reacting flow. The list
covers only a selection of the most important works concerned with swirling flow in combustion
chambers, with focus on recent publications.

Table 1. Summary of experiments on confined swirling flows

Expar}smn Re S = swirl Experimental technique Swirl generation Confined Isothermal

ratio number / reacting

%‘i‘é‘;v & Kushari 3 4095-8189  0-1.48 Hot wire Axial guide vanes y  Isothermal

%3{)‘;‘ Ganesan 233 146 000 Five-holepitot probe g i 4e vanes, angle 30° y  Isothermal

(21(\)/[(?;()& Balabani 2.5 10000 0-0.65 PIV Axial guide vanes y Isothermal

(Fudihara et al. 2007)  oblique 0.2-3.2 Movable-Block y Isothermal
(Olivani et al. 2007) 0.82 PIV, LDV Tangential air inlet y NG/air
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(Meier, Weigand, et

OH chemiluminescence,
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al. 2007) 2.1 35000 0,6 LDV, Raman scattering Radial swirler y CH4/air
. . LDV, PLIF, Laser Radial swirlers — 8 for the
(Weigand, Meier, et 15000- > > .
3,4 0.55-0.9 Raman Scattering central nozzle, 12 for the y CH4/air
al. 2006) 58000 annular nozzle.
LDV, microphone, CCD
(Fernandes et al. 81 000 1,05 camera for flow Swirler with variable blade Isothermal
2006) visualisation angles
(Pollard et al. 2005) 71000 0,89 LDV Axial? guide vanes. Isothermal
LDV . .
(Roux et al. 2005) 12 vanes tangential entry y CH4/air
(Wang et al. 2004) 1,94 12%%%%- 0-0.43 LDV Axial swirler with 8 vanes y Isothermal
. LDV, thermocouple;
207_00 —ar emmision spectroscopy L .
(Coghe et al. 2004) jet; 5600 — 0,82 L Tangential air inlet y NG/air
fuel jet in visible range
(Grinstein et al. n.d.) >70000  0.25-0.75  PIV-LDV, PDPA TARS - axial and radial y  Isothermal
swirler
g\())volg;nann ctal 8,0 10 000 S$=0.49 Pitot tube Vane-cascade y Isothermal
(Schmittel et al. .
2000) 83 0-2.0 LDV, thermocouple Movable-Block y NG/air
(A.R. Masri et al. Tangential air inlet + bluff .
2000) unconfined 12800 0-1.6 LDV body at the outlet n NG/air
Tangential air inlet into the
(Zhou et al. 2000) 2 47600 1-2.1 PDPA . y Isothermal
main flow
Regas=8000 .
(Landenfeld et al. ; 09s5;2 LDV LIF, Rayleigh Movable-Block y CH4/air
1998) Reair=42900 scattering
Khezzar 1998) 1,82 15000 1,5 LDA Radial swirler Isothermal
y
120000- Pitot tube, . . .
(Ballester et al. 1997) 7,2 160000 0.25,0.75 thermocouples Axial swirler y NG/air
30000,
(llggg)e“b“k ctal 1,94 60000, 0-1.23 LDA Tangential air inlet y  Isothermal
100000
(llgzcsl;dler & Keller 2 7000 LDA Radial guide vanes y Isothermal
Rhode et al. 1983 Pitot tube Guide vanes Isothermal
y

There are basically three types of swirlers (Gupta, D. G. Lilley, et al. 1984) — axial guide vane
swirler, tangential inlet swirler and rotating pipe swirler. The rotating pipe swirler has not found wide
application in practice and it is not used in combustion applications. The tangential inlet swirler is used
relatively often especially thanks to its clearly defined swirl intensity and low pressure loss. It is also
used in the two popular research projects, centered around the Sydney burner (Karpetis & R.S.
Barlow 2002) and around the TECFLAM burner (Schmittel et al. 2000)) although with some
modifications. Axial swirler, which is studied in this work, is popular in industrial burners mainly for
its operational reliability and simple design.

2. Model validation

It is necessary to use data measured in a similar configuration to validate models that could provide
prediction of swirling flow at a combustion chamber inlet. Published model validations (Fudihara et al.
2007; Widmann et al. 2000) were done for very specific swirl generator geometries, so in this work are
used data published by (Mak & Balabani 2007) who used PIV method to analyze flow field in a model
of combustor (see Fig. 1) with an axial guide vane swirler.

Simulations are in this work performed with moment closure turbulence models and a transient
formulation (URANS). The tested turbulence models include mainly variants of the popular k-¢ model
previously validated for different swirl generators e.g. in (Escue & Cui 2010; Fudihara et al. 2007;

Widmann et al. 2000). The RNG k&-¢ model has in those works displayed some superiority over the
3
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standard k-¢ model since it predicted more accurately s 0 . T
recirculation zones in the combustors. Another model °s &Bﬁz;;i
applied in this work is the shear stress transport (SST) = 87 R —
k-« model (Menter 1994), which removes the need for 1.5 e T
wall functions and was previously applied for e e T 5 oo s i o
isothermal flow in a vortex combustor simulation in *
(Ridluan et al. 2007). Reynolds stress model (RSM) 0.2

was also included in the analysis, which is more 0.2
computationally intensive but handles anisotropy of
turbulence and has been reported to outperform two-

equation eddy-viscosity models in highly swirling 5
flows. Finally, the realizable variant of the k-& model " o
(Shih et al. 1995) was tested as well. All simulations D R —
were done with discretization of second order for "’!')12’ e E“S’EEZ e
momentum. O P
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All the simulations were performed using a
commercial code ANSYS Fluent v12 (ANSYS 2009). .
. . Figure 2. Comparison of measured and calculated
Reynolds number at the inlet (before swirl generator) :

. velocity profiles for several turbulence models.
was 10,000 and swirl number calculated from the  pines with symbols are for full model and lines
measured velocity data was 0.64. Two meshes were  without symbols for the quarter model with the
created for the simulation. One used simplified  periodic conditions.
geometry, taking advantage of the rotational periodicity of the flow domain, which covered 90° section
of the whole domain. This simplified geometry was meshed with a high-quality all-hexahedral mesh
with 1,138,000 cells. The second model included the whole flow domain and it was meshed by a more
coarse mesh containing 621,000 polyhedral cells.

r [m]

3. Conclusion

Results from the simulation are displayed in Fig. 2. The plots show averaged velocity over sufficient
time period normalized with the average velocity magnitude. Position of the reporting cross-section
lies downstream from the swirl generator but still upstream from the sudden expansion (see Fig. 1).
The results of simulations display consistent local disagreements with measured data. While
simulation suggests no reverse flow, the measurement contradicts it. The most consistent result among
two grid sizes gives the RSM model. The biggest grid type sensitivity shows RNG k-¢. Generally the
full model predicts lower axial velocity at the r = 0 m than the quarter model.
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Appendix H Software: Experimental data processing (TepToky)

Due to the size of source code it is attached only on DVD. Bellow are attached header files
only.

File: fluent.h

#ifndef FLUENT_H
#define FLUENT_H
#include <wx/wx.h>
#include "PlotSort.h"

#include <vector>

extern wxTextCtrl *m_log;
class Vzduch: public Data
{
float O2_mer;
float airFuelRatio;
float fuel, airFlow, fuelFlow;
//kg/Nm3 kJ/Nm3 kJ/kg
float ngDensity, ngHeatValueWeight, fluentHeatValueWeight;
float nitr, argon, oxcarb, ox, water;

Senzory *OxAnalyzator, *FuelFlow, *FuelPressure, *Fuel Temp;

//Vnofena trida - pro odliSeni stavii pro které se provadi vypocet
class Stav  {
public:

//Vnofena tiida - pro odliseni fyzikalnich jednotek

class Units {

public:

float N2,Ar,Co02,02,H20,sum;
} vol,weight,mol,kgPerKmol;

} mol,air,stechioExho, unburntAirDry, dryExho, wetExho, unburnAirReal, stechioReal,
stechioAir, airReal;

public:
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Vzduch(){};
//Objemova %

Vzduch (Senzory *ox_meas, Senzory *fuel_fl, Senzory *fuel_pres, Senzory *fuel temp, float
nitrogen=0.7735,float argon1=0.00942,float oxycarb=0.0003,float oxygen=0.20808,float
water_h20=0.00867);

//Objemova %

void SetVzduch (Senzory *ox_meas, Senzory *fuel fl, Senzory *fuel pres, Senzory
*fuel_temp, float  nitrogen=0.7735float = argon1=0.00942float  oxycarb=0.0003,float
oxygen=0.20808,float water_h20=0.00867);

void ComputeVzduch ();

void setCompWeight (float ox_mer, double fuelFlow, float nitr,float argon,float oxcarb,float
ox,float water);

double setCompVol (float ox_mer, double fuelFlow);
float GetNgDensity(){return ngDensity;};
float GetNgHeatValueWeight(){return ngHeatValueWeight;};
float GetFluentHeatValueWeight(){return fluentHeatValueWeight:};
float GetAirWeightN2(){return air.weight.N2;};
float GetAirWeightAr(){return air.weight.Ar;};
float GetAirWeightCo2(){return air.weight.Co2;};
float GetAirWeightO2(){return air.weight.02;};
float GetAirWeightH2o(){return air.weight.H2o0};
s

#endif
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file: PlotApp.h

#ifndef PLOTAPP_H
#define PLOTAPP_H
#include <wx/app.h>

class PlotApp : public wxApp
{
public:
virtual bool Onlnit();
i
#endif // PLOTAPP_H
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file: PlotMain.h
#ifndef PLOTMAIN H
#define PLOTMAIN H

#include "mathplot.h"
#include "fluent.h"
//Headers(PlotFrame)
#include "wx/listctrl.h"
#include <wx/menu.h>
#include <wx/frame.h>
#include <wx/statusbr.h>
#include "wx/sizer.h"
#include <wx/string.h>
#include <wx/spinbutt.h>
#include "timespin.h"
#include <wx/aui/aui.h>

#include <wx/event.h>

extern wxTextCtrl *m_log;

extern wxString directoryName;

extern Senzory F52,F53,F54,F55,F56,F57,F58,F59; //Pritoky vody sekcemi

extern Senzory F60,F61; //Prutok plynu a priitok vzduchu

extern Senzory T01,102,T03,T04,105,T06,T07,T08; //Teploty na vystupu z jednotlivych sekei
extern Senzory T12,T15,T16; //Teplota plynu, teplota vzduchu a teplota vody na vstupu do sekei
extern Senzory P35,P48; //Tlak v plynovém potrubi a v pfivodnim vzduchovém potrubi
extern Senzory Q92; //Mnozstvi kysliku ve spalinach

extern Sekce s1,s2,s3,s4,55,56, S7;

extern HeatFlux power;

extern Info measl;

extern Vzduch airFluent;

extern AirFlow fuelF], vrtulkaFI;

extern wxTextCtrl *m_log;
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class PlotFrame: public wxFrame {
public:
PlotFrame(wxWindow™ parent,wxWindowID id = -1);
mpWindow *m_plot;
wxButton *btnl;
wxButton *btn2;
wxButton *btn3;
wxButton *refresh_btn;
virtual ~PlotFrame();
wxString fileName;
void OnOpenF(wxCommandEvent& event);
wxTextCtrl *InputFrom;
wxTextCtrl *InputTo;
wxButton *AirButton;
wxButton *FluentButton;
wxButton *MvAverButton;
wxButton *WaterFlowButton;

wxButton *HeatFluxButton;

std::vector<double> xs,ys, xs2,ys2,xs3,ys3,xs4,ys4,x55,y55,X56,y56,X57,ys7;

private:

//Handlers(PlotFrame)

void OnQuit(wxCommandEvent& event);

void OnAbout(wxCommandEvent& event);
void OnRange(wxCommandEvent& event);
void OnAir(wxCommandEvent& event);

void OnFluent(wxCommandEvent& event);
void OnMvAver(wxCommandEvent& event);
void ChangePlot1(wxCommandEvent& event);
void ChangePlot2(wxCommandEvent& event);
void ChangePlot3(wxCommandEvent& event);

void OnRefreshClick(wxCommandEvent& event);
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void OnWaterFlow(wxCommandEvent& event);
void OnHeatFluxButton(wxCommandEvent& event);
void OnInFromLooseFocus(wxFocusEvent& event);

void OnInToLooseFocus(wxFocusEvent& event);

wxAuiManager m_mgr;

//1dentifiers(PlotFrame)
static const long idMenuQuit;
static const long idMenuAbout;
static const long idMenuOpenF;
static const long idMenuRange;
static const long idMenuAir;
static const long idMenuFluent;
static const long idMenuMvAver;
static const long idMenuWaterFlow;
static const long ID_STATUSBARTI,
static const long ID_BUTTONT;
static const long ID_BUTTONZ2;
static const long ID_BUTTONS3;
static const long ID_REFRESH;
static const long idAirButton;
static const long idFluentButton;
static const long idMvAverButton;
static const long idWaterFlowButton;

static const long idHeatFluxButton;

static const long idInputFrom:;
static const long idInputTo;
mpFXY Vector *plot1;
mpFXYVector *plot2;
mpFXYVector *plot3;
mpFXY Vector *plot4;
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mpFXYVector *plot5;
mpFXY Vector *plot6;
mpFXY Vector *plot7;
wxStatusBar* StatusBar1;

DECLARE_EVENT_TABLE()

class CustomDialog : public wxDialog {
public:
CustomDialog(const wxString& title);
wxTextCtrl *tc1;
wxTextCtrl *tc;
wxSpinButton *spinB1;
wxSpinButton *spinB2;
wxTimeSpinCtrl *t_spinB1;
wxTimeSpinCtrl *t_spinB2;

private:
void OnClose(wxCommandEvent& event);
void OnOK(wxCommandEvent& event);
void OnSP1_Up(wxCommandEvent& event);
void OnSP1_Down(wxCommandEvent& event);
void OnSP2_Up(wxCommandEvent& event);

void OnSP2_Down(wxCommandEvent& event);

static const long ID_ BUTTON_OK;
static const long wxID_CANCEL,;
static const long ID_SPINT;

static const long ID_SPINZ;

class AirDialog : public wxDialog {
public:
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AirDialog(const wxString& title);
wxTextCtrl *tcl;
wxTextCtrl *tc;

private:
void OnClose(wxCommandEvent& event);
void OnOK(wxCommandEvent& event);
static const long ID_BUTTON_OK;
static const long wxID_CANCEL;

class AverDialog : public wxDialog {

public:
AverDialog(const wxString& title);
wxTextCtrl *tc;

private:
void OnClose(wxCommandEvent& event);
void OnOK(wxCommandEvent& event);
static const long ID_BUTTON_OK;
static const long wxID_CANCEL;

b

#endif // PLOTMAIN_H
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File: Plot_sort new.h
#ifndef PLOTSRT_H
#define PLOTSRT_H
#include <vector>

#include <wx/wx.h>

class Data {
time_t range_from, range_to;

time_t get_time(string);

public:

Data(vector<time_t> &cas_all, vector<double> &temp_all, string name);

Data();

void Set_range(string from, string to) {range_from = get_time(from); range_to = get_time(to)};
double Average(string from, string to);

double Stability (string from, string to);

double Error(string from, string to);

class Sensors {

}F60,F35,T12,T16,101,102,T03,T04,T05,T06,107,F52,F53,F54,F55,F56,F57,F58;

class Measurement :protected Sensors {
public:
set_fileTime(wxString fileTime);

void Data::Average(string from, string to) {
time_t cas_start, cas_end;
string cas_file = filename;

double allv;
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int count, start_pozice, end_pozice, n;

vector<time_t>:iterator start_poz;

cas_file.erase(10);
//Urceni pocatku pro primérovani

cas_start = get_time(cas_file+" "+from);
for (n=0; n<cas.size() && cas[n] <= cas_start; n++) //puvodne bylo != cas_start_i

start_pozice = n+1;

//Urceni konce pro primérovani

"non

cas_end = get_time(cas_file+" "+to);
for (n=0;n<cas.size() && cas[n] <= cas_end; n++)

end_pozice = n+1;

for (n=start_pozice, count=0; n<variable.size() && n<=end_pozice; n++) {
allv += variable[n];
count++;

}

return allv/count;

void sortier(std::vector<std::vector <double> > &sekce, std::string cesta);
void refresh (wxTextCtrl* m_log);

int get_new_data(std::vector<time_t> &cas_all, std::vector<double> &temp_all, std:string
filename, int *pos);

int calc_sekce(std::vector<std::vector<time_t> > &cas_p_all, std::vector<std::vector<double> >
&perf_all, std:vector<std::vector<double> > &flow_all,std::vector<std::vector<double> >
&temp_all, std::vector<std::vector<double> > &sekce);

void print_aver_sekce(std::string, std::string);
void print_aver_sekce(void);

float get_aver(std:string cas_start, std:string cas_end, std:vector<time t> &cas_v,
std::vector<float> &data);

double get aver(std:string cas_start, std:string cas_end, std::vector<time t> &cas_v,
std::vector<double> &data);
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int get_data(std::vector<time_t> &cas_all, std::vector<float> &temp_all, std::string filename);

int get_data2(std::vector<time_t> &cas_all, std::vector<double> &temp_all, std::string
filename);

void mv_aver(int av_count, int start_p, std::vector <double> &source_v, std::vector <double>
&aver_v);

extern std::vector<std::vector<double> > temp_all;
extern std::vector<std::vector<double> > flow_all;
extern std::vector<std::vector<time_t> > cas_t_all;
extern std::vector<std::vector<time_ t> > cas_f all;
extern std::vector<std::vector<time_t> > cas_p_all;
extern std::vector<std::vector<double> > perf_all;
extern std::vector<time t> cas_02;

extern std::vector<float> vol_02;

extern std::vector<time t> cas_oxi;

extern std::vector<float> oxi_vol;

extern bool yes_comm;

extern bool rangeLoaded;

extern bool averLoaded;

extern bool oxiLoaded;

extern bool fileLoaded;

extern std::vector<std::vector <double> > sekce;
extern std::vector<std::vector <double> > sekce_aver;
extern std::string cas_file;

extern wxString cas_start, cas_end;

time_t get_time(std::string);

std::string get_time(time_t*);

extern wxString time_period;

extern std::vector<time t> cas O2;

extern std::vector<float> vol_02;

extern time_t now;

//Slouzi pro prevod mezi string a wxString a naopak

inline wxString convStr(const std::string& s) {
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Turbulent swirling combustion

return wxString(s.c_str(), wxConvUTF8);

}

inline std::string convStr(const wxString& s) {

return std::string(s.mb_str(wxConvUTF8));

}

#endif
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Appendix|  Software: CFD Energy Balance for Combustion
Applications

This addon software is written in C language with the use of ANSYS Fluent® macros. It
monitors overall energy balance.

Header file bilance v1.4.h

#i ncl ude "udf.h"
#i ncl ude "sg_nmem h"
#include "string. h"

#define SI ZE OF ARRAY(array) (sizeof(array)/sizeof(array[0]))

/*Formati on ent hal py*/

#def i ne HFORM CH4 - 7. 489518e+07
#define HFORM 2 0

#defi ne HFORM CO2 - 3. 935324e+08
#def i ne HFORM H20 - 2. 418379e+08
#define HFORM N2 O

#defi ne HFORM CO - 1. 10539600e+08
#def i ne MOLAR VEI GHT_CH4 16
#defi ne MOLAR_WVEI GHT_CO 28
#def i ne NUM_SPEC_UNBURN_WATCH 2

voi d get _mass_fraction(int num int *thready, real
*mass_fraction, real *mass_flux, Domain *donmain);

real get_enthal py(int num int *thready, real *flux, Donain
*domai n) ;

real energy_inbal ance(real *el, real *enth, real *mass, Domain
*domai n) ;

real walls heat flux(int num int thready[], Domain *donain);
[*real fuel enthal py(int num int *thready, real *fuel flux);*/
real radiation(int num int *thready, real *radiation_each,
Donmai n *domai n) ;

/*real air_enthal py(int num int *thready, real *air _flux);*/

/*1f you don't want to use any of follow ng threads put zero to
the array*/

int wall _thread[] =

{32, 33, 34, 29, 30, 31, 19, 20, 28, 16, 17, 18, 13, 14, 15, 10, 11,12, 7,8, 9}; /
*w dl_side, w.dl down, w.dl up, ..... , W d7_side, w d7_down,
w_d7_up*/

int inlet thread[] = {53} /*a air inlet = 53*/;

int outlet thread[] = {52};

int fuel thread[] = {26,35,36}; /*a gas primary higher = 26,
a_gas_secondary = 35, a gas_primary_| ower = 36*/

int rad_thread[] = {26, 35, 36,53, 52};
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Source code file Bilance v1.4.c

/ *

Pozor p i zmn verze Fluentu:

funkce - species _nane() - nusi vracet et zec "invalid specie"
p i p ekro eni po tu dotazovanych sl ozek

*/

#include "bilance_v1.4.h"

#i ncl ude "species. h"

i nt aa=0;

#defi ne NUM _ELEVMENTS ARRAY 12
#def i ne NUM_ENTHALPY_ARRAY 3
#def i ne NUM_MASS FL_ARRAY 3

DEFI NE_ON_DEMAND( bi | ance)
{

#if | RP_HOST

Domai n *donmi n;

real Heat i nbal ance;

real el ements| NUM ELEMENTS_ ARRAY] ,
ent hal py[ NUM_ENTHALPY_ARRAY], mass_fl ux[ NUM_MASS FL_ARRAY] ;

domain = Get _Domai n( ROOT_DOVAI N | D) ;

Heat i nbal ance = energy_i nbal ance( el enents, enthal py,
mass_fl ux, domain);

MessageO("\n\n-------- Vlypocet bilance---------- \n");
MessageO( "\ nEntal pie:\n Vzduch \t= 99. 1f kJ/kg\n Palivo \t=
99. 1f kJ/ kg\n Spalinovod \t= 98. 1f
kJ/ kg", enthal py[ 0]/ mass_fl ux[ 0], enthal py[1]/mass_flux|[1],
ent hal py[ 2] / mass_f | ux| 2]

);

MessageO( "\ nHnot nostni tok:\n mair \t\t= 9%9f kg/s\n mfuel
\t= 99f kg/s\n mout \t\t= 9%9f kg/s\n", mass_fl ux[ 0],
mass_flux[1], mass_flux[2]);

MessageO( "\ nLHV_CHA\t\t = 9. 1f kJ/kg\nLHV_COt\t = 9@. 1f
kJ/ kg\ n"

"\nAir\t\t = %1. 6f kWnFuel\t\t = %41. 6f kWnConbust\t\t =
%41. 6f kWnQut\t\t = %41. 6f kWnWalls\t\t = 9%1. 6f
KW nUnbur CHA\t = %1. 6f kKWnUnbur_ COt = %1. 6f kW
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"\nRad_f _in\t = %1.6f kWnRad a in\t = %1. 6f kW,
el enents[ 10], elenments[11], elements|[0], elenments|[1],
el ements[ 2], elenents[3], elenents[4], elenments[5], elenents|6]
el enent
s[7], elenents|8]);
MessageO( "\ nRad out\t\t = %11. 6f kW

"I nmbal ance\t = %d1.6f kWn", elenents[9], Heat i nbal ance);

MessageO("\n------------- Konec--------------- "),

/*

for (i =0, speci es_n=speci e_nane(donai n, 0);
(strncnp(species_n,"invalid specie",14) = 0) && (i <

MAX SPE EQNS) ;i ++, speci es_n=speci e_nane(domain,i))
{

Message( "\ nNazev % = %",i, species_n);
yel
/[ *char *name_ch4 = "ch4\n"

ch4 id = m xture_specie_index(Material *m char *name_ch4);*/
#endi f /*! RP_HOST*/
}

DEFI NE_ EXECUTE_AT_END( bi | ance_cal c¢)
{
real Heat i nbal ance;
real el enments|[ NUM ELEMENTS ARRAY] ,
ent hal py[ NUM_ENTHALPY_ARRAY], nmass_fl ux| NUM_MASS FL_ARRAY] ;

#if | RP_HOST
Domai n *donmi n;

domai n = Get _Domai n( ROOT_DOVAI N | D) ;

Heat i nbal ance = energy_i nbal ance( el enents, enthal py,
mass_fl ux, domain);

#endi f /*! RP_HOST*/

/*Sends data from node-0 to host, doesn't do anything in
serial */

node _to_host real 1(Heat i nbal ance);

node to host real (el enents, NUM ELEMENTS ARRAY) ;

node_to_host _real (ent hal py, NUM ENTHALPY_ARRAY) ;

node to host real (mass_fl ux, NUM MASS FL_ ARRAY) ;

#i f | RP_NCDE
FI LE *soubor;
aa++;
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| T ((soubor = fopen(" balance.out", "at")) == NULL) /*Opens
file _balance.out for appending data at the end ("a") in the
text node ("t")*/

Message( "\ n\ nSoubor se neotevrel!!!ll\n\n");

[*First run & Unsteady*/
' T (aa==1 && rp_unst eady)
fprintf(soubor, "\n#Flow tine [s] Inbalance [KW Heat to
walls [KW Spec. out enthal py [kJ/kg]");
[*First run & Steady*/
' T (aa==1 && !rp_unsteady)
fprintf(soubor, "\n#lteration |I|nbalance [KW Heat to walls
[KW  Spec. out enthal py [kJ/kg]");
[ *Unst edy*/
' T (rp_unsteady)
fprintf(soubor, "\n% % % %", CURRENT_TI ME,
Heat i nbal ance, elenments[4], elenments[3]); /*Prints variables
into the file "soubor"(it is pointer) */
el se
fprintf(soubor, "\n%l % % %", N | TER Heat i nbal ance,
elements[4], elements[3]); /*Prints variables into the file
"soubor" (it is pointer) */

't (fcl ose(soubor) == ECF)
Message( "\ n\nNeco je se zavreni m souboru\n\n");
#endi f /*RP_! NODE*/
}

real energy_inbal ance(real *el, real *enth, real *mass, Domain
*domai n)
{

real Heat i nbal ance;

real mair =0, mout = 0, nmass _flux fr = 0;

real enth fuel = 0, enth_air = 0, enth_out = 0O;

real mfuel = 0, IThv_CH4, | hv_CO

real Fuel =0, Air=0, Conbust=0, Qut=0, Walls=0, Unburnt_ CH4=0,
Unburnt _CO = 0, Rad f _in=0, Rad _a_in=0, Rad_out =0;

real Radiation_all = 0;

real mass_fraction[ NUM SPEC UNBURN WATCH| ={ 0, 0}; /*CH4, CO*/

int numrad = SIZE OF ARRAY(rad_thread);

real rad_parts|[numrad];

# if RP_NODE

real mass_fl _wor k| NUM_SPEC UNBURN WATCH] ;

real rad work[numrad];

# endif

int i;

[ *CGoes in:
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- pointer to the array of threads on which to perform
eval uation

- pointer to the array of mass fraction to be filled

- reference to the over all mass flux (for all inserted
t hr eads)

- pointer to the donmain

*/

I (SIZE_ OF_ARRAY(outlet thread)>1 || outlet _thread|[ 0] !=0)

get _mass_fraction(SlI ZE OF_ARRAY(outl et thread),

outl et thread, mass fraction, &mrass flux fr, donain);

el se

{
mass _flux fr = 0;
for(i=0; i <NUM_SPEC UNBURN WATCH; i ++)
mass fraction[i] = O;
}
[ *Zjisteni hnotnostni ho toku na vstupu vzduchu - pozor vrac
zapor nou hodnotu pro tok snerem do doneny!!! */

I (SIZE_OF_ARRAY(outl et _thread)>1 || outlet_thread|[ 0] !=0)
enth_out = get_enthal py(SI ZE_OF_ARRAY(out | et _t hread),
outlet thread, &m out, donain);

el se {
enth _out = 0O;
m out = O;
}
I (SIZE_OF _ARRAY(inlet thread)>1 || inlet_thread[ 0] !=0)

enth_air = get_enthal py(SI ZE OF_ARRAY(inl et _thread),
inlet _thread, &mair, domain);
el se {
enth _air = 0;
mair = 0;

}

It (Sl ZE_OF_ARRAY(fuel thread)>1 || fuel _thread[ 0] !=0)
enth_fuel = get_enthal py(SI ZE_OF _ARRAY(fuel _thread),
fuel thread, &mfuel, donuain);

el se {
enth _fuel = 0;
m fuel = 0;
}
/*m xture_speci es_| oop( THREAD MATERI AL(t), sp,i)
{

prop = ( MATERI AL_PROPERTY(sp));
ktc = generic_property(c,t, prop, PROP_hform C T(c,t));
sum+= C YI(c,t,i)*ktc;
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p*l
# if RP_NODE
| _AM NODE_ZERO P {
# endi f /*RP_NODE*/
| hv_CH4 = (- 1* HFORM CH4+HFORM CCR+2* HFORM H20) /
MOLAR_WEI GHT _CH4/ 1000. 0;
| hv_CO = (- 1* HFORM_CO+HFORM CCR) / MOLAR_WEI GHT_CQO' 1000. 0;
# if RP_NODE

}
# endif /*RP_NODE*/

/[ *Hodnoty v KW */
(SIZE_ OF _ARRAY(rad_thread)>1 || rad_thread|[ 0] !=0)

Radi ation_all = radiation(SlIZE OF ARRAY(rad_t hread),
rad_thread, rad_parts, domain)/1000;
{
Radi ation_all = O;

(1=0; i<numrad; i++)
rad_parts|[i] = O;
}

(SI ZE_OF _ARRAY(wal |l thread)>1 || wall _thread[ 0] !=0)
Wal I s =
wal | s_heat fl ux(SIZE OF_ARRAY(wal | _thread), wall _thread,
domai n)/ 1000;

walls = O;

# i f RP_NCDE

ent h_out PRF_GRSUML( ent h_out ) ;

enth_air PRF_GRSUML(ent h_air);

enth _fuel = PRF_GRSUML(enth_fuel);

m_out PRF_GRSUML( m out ) ;

m air PRF GRSUML(m air) ;

m fuel = PRF_GRSUML(m fuel);

Radi ation_all = PRF_GRSUML( Radi ation_all);
VWl ls = PRF_GRSUML( WAl | s) ;

PRF GRSUM rad_parts, numrad, rad work) ;
PRF_GRSUM mass_fracti on, NUM SPEC UNBURN WATCH, mass_fl work) ;
# endi f /*RP_NODE*/

# i f RP_NCDE
| _AM NODE_ZERO P {
# endi f /*RP_NODE*/
Rad f_in = (rad_parts[ O] +rad_parts|[ 1] +rad_parts[2])/1000;
Fuel = enth _fuel/1000;
Air = enth_air/1000;
Combust = -1 hv_CH4 * mfuel;
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Qut = enth_out/1000;

Unburnt _CH4 = mass_fraction[ 0] * | hv_CH4;
Unburnt CO = nmass_fraction[1] * | hv_CO
Rad _a in = rad_parts|[3]/1000;

Rad out = rad_parts[4]/1000;

# if RP_NODE

}
# endif /*RP_NODE*/

mass| 0] =m ai r; mass|[ 1] =m fuel; nmass|[2]=m out;
enth[ O] =enth_air; enth[1l]=enth_fuel; enth[2]=enth_out;
el [0]=Air; el[1l]=Fuel; el[2]=Conbust; el[3]=0Qut; el[4] =Wlls;
el [ 5] =Unburnt _CH4; el [ 6] =Unburnt_CO el [7]=Rad_f _in;
el [8]=Rad_a_in; el[9] =Rad_out; el[10]=lhv_CH4; el[11] =l hv_CO

Heat i nbal ance = Fuel + Air + Conmbust + Qut + Walls +
Unburnt CH4 + Rad f in + Rad _a in + Rad_out;
}

voi d get _mass_fraction(int num int *thready, real
*mass_fraction, real *mass_flux, Domain *domain)
{

Thread *thr| nuni;

face t f;

real mass_fl ux1=0;

int i;

int ch4 _pos = -1, co_pos = -1;

char *species_n;

*mass_flux = 0;
/*RP_Get I nteger("vari abl e-nane")*/

(1 =0, speci es_n=speci e_nane(donain, 0) ;
(strncnp(species_n,"invalid specie",14) '=0) && (i <
MAX_SPE_EQNS) ;i ++, speci es_n=speci e_nane(domain,i))

{
(strncnp(species_n, "ch4", 3)==0)
ch4_pos=i ;
(strncnp(species_n,"co",2)==0 && strl en(species_n)==2)
CO_pos=i

(1=0;i<numi ++)

thr[i] = Lookup_Thread(domain,thready[i]);
/*Zjisteni koncentrace na vystupu a ental pie*/
begin_f _loop(f,thr[i])
{

mass_fluxl = -F_FLUX(f,thr[i]);
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*mass_flux += mass_fl uxl;

(ch4_pos >= 0)
mass_fraction[ 0] += F_YI(f,thr[i],ch4_pos)*mass_fl ux1;
[ * CHA* |
(co_pos >= 0)
mass_fraction[1l] += F_YI(f,thr[i], co_pos)*mass_fl uxl;
| *COr/

[*enth ¢ += F_H(f,thr[i])*mass_flux_c; */

}
end_f _loop(f,thr[i])
}

mass_fraction| 0]
mass_fraction[1]

mass_fraction[0]; /*CHA*/
mass_fraction[1]; /*COY/

}

real get_enthal py(int num int *thready, real *flux, Domain
*domai n)
{

Thread *thr[num;

face t f;

real enth_c=0;

real mass_flux1=0, mass_fl ux=0;

int i;

(1=0;1<numi ++)
{
thr{i] = Lookup_Thread(domain,thready[i]);

begin_f loop(f,thr[i])

{
mass_fluxl = -F _FLUX(f,thr[i]);
mass_flux += mass_fl ux1;
enth ¢ += F_H(f,thr[i])*mass_fl uxl;

}
end_f _loop(f,thr[i])
}

*flux = mass_fl ux;

enth_c/*/mass flux*/;

}

real walls _heat flux(int num int thready[], Domain *donain)

{
Thread *t _d[ nuni;
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face t f;

int Kk, i;

real flux[num 3+1];
real h_flux = 0;

domain = Get _Domai n( ROOT_DOMAI N | D) ;
(k=0; k<num 3+1; k++)
flux|[ k] = 0;
(1 =0;1<num i ++)
t _d[i] = Lookup_Thread(domain,thready[i]);

(1=0,k=i/3;i<numi ++ k=i/3)

{
begin_ f loop(f,t _d[i])
{
flux[ k] += WALL HEAT FLUX(f,t d[i]);
}
end_f _| oop(f,thread)
}

(k=0; k<nunt 3; k++)
h flux += flux[Kk];

h _fl ux;
}

real radiation(int num int *thready, real *radiation_each,
Donai n *donai n)

{
Thread *t _rad[ num ;
face t f;
real rad flux=0,rad flux_all = O;

int i;
domai n = Get _Dormai n( ROOT_DOVAI N | D) ;
(1=0;i<numi ++, rad_fl ux=0)
{
t rad[i] = Lookup_Thread(domain,thready[i]);
begin f loop(f,t _rad[i]) {
rad_flux += WALL_RAD HEAT FLUX(f,t _rad[i]);
} end_f _loop(f,t_rad[i])

radi ati on_each[i] = rad _fl ux;

}
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for(i=0;i<numi ++)
rad flux all += radiation_each[i];

return rad_flux_all;

}
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Appendix J  Software: New WSGGM implementation
Header file wsggm_new.h
#i ncl ude "udf. h"

#def i ne MOLAR VEI GHT_H20 18. 01528
#defi ne MOLAR WEI GHT_CO2 44.01 /*g/ nmol = kg/ knol */

struct coeff {
float k[4], be[4][4];
} /*Pw 0, Pw 01, Pw 03, PwPc_0125, PwPc_025, PwPc_05, PwPc_075,
PwPc_1, PwPc_2, PwPc_4*/;
struct coeff Ps[10];
int init_coeff();
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Source code file wsggm_new.c

#i ncl ude "wsggm new. h"

DEFI NE_ON_DEMAND( pokus)

{
fl oat pronen;
init_coeff();
promen = Ps[0].be[0][1];

real P_w=0.0158465, P_c=0.00648669;
int i,j, v;

real a_eps=0, predl=0, eps=0;

real Tref = 1200, L=1, Tg=351.734;

v=0;
(1=05i<4;i++) {
(j=05j<4;j++) {
predl = Ps[v].be[j][i]*pow Tg/ Tref,j);
a_eps+=predl;
Message( "\ nPS[ %] . be[ %d] [ %d] =%g; predl = %y; a_eps
%" ,v,j,1, Ps[v].be[j][1],predl, a_eps);
}

eps += a_eps * (1 - exp(-Ps[v].k[i] * (P.wP.c) * L));
Message("\nTg= %y; a eps = %; eps = %\n", Tg, a_eps,

eps) ;
a_eps=0;
} }
DEFI NE_PROPERTY( abs_coeff,c,t)
{

Domai n *domai n;
Material *sp

char *species_n;
real P.w P_c;

int i,j, v;

real abs c=0;

real a_eps=0, eps=0;
real Tref = 1200, L=1, Tg;
i nt SecondRun=0;

int co2_pos=-1;

int h2o_pos=-1;

domain = Get _Domai n( ROOT_DOVAI N | D) ;
(SecondRun == 0) {
m xt ur e_speci es_| oop( THREAD MATERI AL(t),sp,i) {
speci es_n=speci e_nane(domain,i);
(strncnp(species_n, "co2", 3)==0)
C02_pos=i;
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(strncnp(species_n,"h20",3)==0 && strl en(species_n)==3)
h20_pos=i ;

init_coeff();

SecondRun = 1;

}
P c= UNI VERSAL_GAS CONSTANT*C T(c,t)*C R(c,t)*C Yl (c,t,

co2_pos)/ MOLAR VEI GHT_CQ2; /*partial pressure [Pa]*/

P w= UNI VERSAL_GAS CONSTANT*C T(c,t)*C R(c,t)*C VYl (c,t,

h2o0_pos)/ MOLAR VEI GHT_H2O, /*partial pressure [Pal*/

}

}

Tg=C T(c,t);

P c = P c/101325. 0;
Pw= P w101325. 0;
L=3. 6%*2. 9481/ 13. 798;

(P.wtP_c <= 0.1) {
v=0;
(1=05i<4;i++) {
(J=0;]<4;]++)
a eps += Ps[v].be[j][i]*powm Tg/ Tref,j);
eps += a_eps * (1 - exp(-Ps[v].k[i] * (PwP_c) * L));

a_eps=0;
}
(P.wP_c <= 0.3) {
v=1,
(1 =0;i<4;i++)
{
(1=0;j<4;j++)
a eps += Ps[v].be[j][i]*pow Tg/ Tref,j);
eps += a_eps * (1 - exp(-Ps[v].k[i] * (PwP_c) * L));
a_eps=0;
}
(P_wtP_c <= 0.5) {
V=2,
(1=0;i<4;i++)
{
(1=0;j<4;j++)
a eps += Ps[v].be[j][i]*powm Tg/ Tref,j);
eps += a_eps * (1 - exp(-Ps[v].k[i] * (PwP_c) * L));
a_eps=0;
}
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else 1T (Pw=0.2*P_c) {

}

v=3;
for (i=0;i<4;i++)
{

for(j=0;j<4;j++)

a eps += Ps[v].be[j][i]*powTg/ Tref,j);

eps += a_eps * (1 - exp(-Ps[v].k[i]
a_eps=0;

}

else 1T (Pw=0.4*P_c) {

}

v=4;
for (1=0;i<4;i++) {
for(j=0;j<4;j)++)

* (P_w+P_c)

a eps += Ps[v].be[j][i]*powm Tg/ Tref,j);

eps += a_eps * (1 - exp(-Ps[v].k[i]
a_eps=0;

}

else 17T (P.w=0.6"P_c) {

v=5:
for (1=0;i<4;1++) {
for(j=0;j<4;j++)

* (P_w+P_c)

a eps += Ps[v].be[j][i]*powm Tg/ Tref,j);

eps += a_eps * (1 - exp(-Ps[v].k[i]
a_eps=0;

}

}
else 1T (Pw=0.9*P _c) {

V=6;
for (i=0;i<4;i++) {
for(j=0;j<4;j)++)

* (P_w+P_c)

a eps += Ps[v].be[j][i]*powm Tg/ Tref,j);

eps += a_eps * (1 - exp(-Ps[v].k[i]
a_eps=0;

}

else 1T (Pw=1l.1"P_c) {
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for (1=0;i<4;i1++) {
for(j=0;j<4;j++)

* (P_w+P_c)

a eps += Ps[v].be[j][i]*powm Tg/ Tref,j);
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a_eps=0;

}

}
else 17 (Pw=2.5"P_c) {
v=8;
for (i=0;i<4;i++) {
for(j=0;j<4,j++)
a eps += Ps[v].be[j][i]*powm Tg/ Tref,j);

eps += a_eps * (1 - exp(-Ps[v].k[i] * (PwP_c) * L));
a_eps=0;
}
}

el se {
v=9;
for (i=0;i<4;i++) {
for(j=0;j<4;j++)
a eps += Ps[v].be[j][i]*powm Tg/ Tref,j);

eps += a_eps * (1 - exp(-Ps[v].k[i] * (PwP_c) * L));
a_eps=0;
}

}
abs ¢ = -1/L*l og(1-eps);

I (abs_c!=abs c)
abs_c=0;

else It (abs_c < 0)
abs ¢ = 0;

else If (abs_c > 1)
abs ¢ = 1;

return abs_c;
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Source code wsggm_new_coeff.c

#i ncl ude "wsggm new. h"

int init_coeff()

{

[ * Pw 0O atm Pc 0 atnr/

Ps[ 0] . k[ 0] =0. 009422; Ps[0].be[0][0]=0.778969; Ps[O0].be[1][0]=-
1. 342848; Ps[0].be[2][0]=0.964858; Ps|[O0].be[3][0]=-0.195747;

Ps[ 0] . k[ 1] =0. 415646; Ps[0].be[0][1] =-0.011449; Ps[O0].be[ 1]

[ 1] =0. 343754; Ps[0].be[2][ 1] =-0.234886; Ps[0].be[3][ 1] =0.044008;
Ps[0]. k[ 2] =11.617018; Ps[O0].be[0][2]=-0.007627; Ps[O0].be[1]

[ 2] =0. 242233; Ps[0].be[2][2]=-0.173738; Ps[0].be[ 3][2]=0.033868;
Ps[ 0] . k[ 3] =319.911168; Ps[0].be[0][3]=0.080082; Ps[O0].be[l]]3]=-
0.04928; Ps[O0].be[2][3]=0.001861; Ps[O0].be[3][3]=0.002232;

[*Pw = 0.1 atnt Pc = 0.1 atnt/

Ps[ 1] . k[ 0] =0. 256738; Ps|[ 1].be[ 0] [ 0] =0.492304; Ps|[1].be[1]][ 0] =-
0.433789; Ps[1].be[2][0]=0.279329; Ps[1].be[3][0]=-0.05777;
Ps[1].k[ 1] =3.108033; Ps[1].be[0][1]=0.082686; Ps[1].be[1]

[ 1] =0. 486294; Ps[1].be[2][1]=-0.369752; Ps[1].be[3][1]=0.070509;
Ps[ 1] . k[ 2] =52. 585782; Ps|[1].be[ 0] [ 2] =0. 144385; Ps[1].be[1]][2]=-
0. 083662; Ps|[1].be[2][2]=0.002003; Ps[1].be[3][2]=0.003902;

Ps[ 1] . k[ 3] =440. 845718; Ps[ 1].be[0][3]=0.079515; Ps[1].be[1l][3]=-
0.110361; Ps[1].be[2][3]=0.051379; Ps[1].be[3][3]=-0.007983;

[*Pw = 0.3 atm Pc = 0.1 atnt/

Ps[ 2] . k[ 0] =0. 132242; Ps[2].be[0][0]=0.478371; Ps[2].be[l][0]=-
0. 608643; Ps[2].be[2][0]=0.475098; Ps|2].be[3][0]=-0.109044;

Ps[ 2] . k[ 1] =14. 660767; Ps|[2].be[0][ 1] =0.101065; Ps[2].be[1]

[ 1] =0. 204118; Ps[2].be[2][ 1] =-0.202202; Ps|[2].be[3][1]=0.042771;
Ps[ 2]. k[ 2] =1. 750654; Ps[2].be[0][2]=0.185155; Ps|2]. be[1]

[ 2] =0. 299794; Ps[ 2].be[ 2][2]=-0.240346; Ps[2].be[3][2]=0.046968;
Ps[ 2] . k[ 3] =165. 763926; Ps[2].be[0][ 3] =0.191665; Ps|[2].be[1]][3]=-
0.277448; Ps|2].be[2][3]=0.133514; Ps[2].be[3][3]=-0.02128;

[*PwWwPc = 1:8;, Pw+ Pc = 1 atm (corresponding to dry flue gas
recycling)*/

Ps[ 3] . k[ 0] =0. 051237; Ps[ 3].be[ 0] [ 0] =0.515415; Ps[3].be[1][0]=-
0.618162; Ps|[3].be[2][0]=0.430921; Ps[3].be[3][0]=-0.092082;

Ps[ 3] . k[ 1] =0. 688383; Ps[3].be[0][ 1] =0.199807; Ps[3].be[1]

[ 1] =0. 298581; Ps[3].be[2][ 1] =-0.265758; Ps[3].be[3][1]=0.05291;
Ps[ 3] . k[ 2] =13. 763205; Ps|[ 3].be[0][2]=0.138767; Ps[3].be[1]][2]=-
0.001851; Ps|[3].be[2][2]=-0.049353; Ps[3].be[3][2]=0.013012;

Ps[ 3] . k[ 3] =289. 841885; Ps[3].be[0][3]=0.087511; Ps[3].be[l]][3]=-
0.067295; Ps[3].be[2][3]=0.013489; Ps|3].be[3][3]=-5.54e-6;

[*Pw Pc = 1:4; Pw+ Pc = 1 atnt/
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Ps[ 4] . k[ 0] =0. 052694; Ps[4].be[ 0] [ 0] =0. 486247; Ps[4].be[1][0] =-
0.644137; Ps[4].be[2][0] =0. 485654; Ps[4].be[3][0]=-0.107808;

Ps[ 4] . k[ 1] =0. 752776; Ps[4].be[0][1] =0. 213959; Ps[4] . be[ 1]

[1] =0. 306543; Ps[4].be[2][1] =-0.264417; Ps[4].be[3][1]=0. 051889;
Ps[ 4] . k[ 2] =11. 543306; Ps[4].be[0][2] =0.181991; Ps[4].be[1][2] =-
0.02046: Ps[4].be[2][2]=-0.053791: Ps[4].be[3][2]=0.015058:

Ps[ 4] . k[ 3] =252. 938841; Ps[4].be[0][3] =0.10618; Ps[4].be[1][3] =-
0.096088: Ps[4].be[2][3]=0.028114: Ps[4].be[3][3]=-0.002443:

[*PwPc = 1:2; Pw+ Pc = 1 atnr/

Ps[ 5] . k[ 0] =0. 052378; Ps[5]. be[ 0] [ 0] =0. 383225; Ps[5].be[1][0] =-
0.510937; Ps[5].be[2][0]=0.442201; Ps[5].be[3][0]=-0.106398;

Ps[ 5] . k[ 1] =0. 712283; Ps[5].be[0][1] =0.251481; Ps|[5]. be[1]

[1] =0. 161562; Ps[5].be[2][ 1] =-0.150405; Ps|[5].be[3][1]=0.028982;
Ps[ 5] . k[ 2] =8. 067637; Ps[5].be[0][2]=0.208239; Ps[5].be[1]

[ 2] =0. 070697; Ps[5].be[2][2]=-0.135668; Ps|[5].be[3][2]=0.03209;
Ps[ 5] . k[ 3] =195. 892573; Ps[5]. be[0][ 3] =0.147259; Ps[5].be[1]][3]=-
0. 156339; Ps[5].be[2][3]=0.057698; Ps[5].be[3][3]=-0.007266;

[*Pw Pc = 3:4; Pw+ Pc =1 atnr/

Ps[ 6] . k[ 0] =0. 051639; Ps[ 6] . be[ 0] [ 0] =0. 255953; Ps|[ 6].be[ 1] 0] =-
0. 276222; Ps[6].be[2][0]=0.311285; Ps[6].be[3][0]=-0.084903;

Ps[ 6] . k[ 1] =0. 617739; Ps[6].be[0][ 1] =0.340392; Ps|[6].be[1][1]=-
0.126902; Ps[6].be[2][1]=0.051357; Ps[6].be[3][1]=-0.010259;

Ps[ 6] . k[ 2] =6. 05177; Ps[ 6].be[0][2]=0.160253; Ps|6].be[1]

[ 2] =0. 289548; Ps[6].be[2][2] =-0.284144; Ps|[6].be[3][2]=0.060344;
Ps[ 6] . k[ 3] =150. 875915; Ps[ 6] . be[ 0] [ 3] =0. 201452; Ps[6].be[ 1] [ 3] =-
0. 233937; Ps[6].be[2][3]=0.095159; Ps[6].be[3][3]=-0.013302;

/[*PwPc = 1:1; Pw+ Pc = 1 atm (corresponding to wet flue gas
recycling)*/

Ps[ 7] . k[ 0] =0. 051487; Ps[7].be[0][0] =0.164048; Ps[7].be[1][0]=-
0.087793; Ps[7].be[2][0]=0.195253; Ps[7].be[3][0]=-0.063573;

Ps[ 7] . k[ 1] =0. 571797; Ps[7].be[0][1]=0.412652; Ps[7].be[1l][1]=-
0.33981; Ps[7].be[2][1]=0.197886; Ps[7].be[3][1]=-0.038963;

Ps[ 7] . k[ 2] =5.398936; Ps[7].be[0][2]=0.112364; Ps[7].be[1]

[ 2] =0. 450929; Ps[7].be[2][2]=-0.388486; Ps|[7].be[3][2]=0.079862;
Ps[ 7] . k[ 3] =130. 622859; Ps[7].be[0][3]=0.238339; Ps[7].be[1][3]=-
0.288619; Ps[7].be[2][3]=0.121962; Ps[7].be[3][3]=-0.017651;

[*Pw Pc = 2:1; Pw+ Pc =1 atnr/

Ps[ 8] . k[ 0] =0. 05448; Ps[8].be[0][0]=-0.002188; Ps| 8]. be[1]

[ 0] =0. 286129; Ps[8].be[2][0]=-0.048594; Ps|[8].be[3][O0]=-
0.016243;

Ps[ 8] . k[ 1] =0. 555304; Ps|[ 8] .be[ 0] [ 1] =0.546857; Ps[8].be[1][1]=-
0.714799; Ps[8].be[2][1]=0.452812; Ps|[8].be[3][1]=-0.088841;

Ps[ 8] . k[ 2] =5. 040174; Ps[8].be[0][2]=-0.001911; Ps[8].be[1]

[ 2] =0.764177; Ps[8].be[2][2]=-0.581819; Ps|[8].be[3][2]=0.115069;
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Ps[ 8] . k[ 3] =100. 372663; Ps[8].be[0][3] =0.317219; Ps[8].be[1][3] =-
0.41547: Ps[8].be[2][3]=0.18657: Ps[8].be[3][3]=-0.028335:

/*Pw Pc = 4:1; Pw + Pc = 1 atnt/

Ps[ 9] . k[ 0] =0. 0608; Ps[9].be[ 0][0] =- 0. 053999; Ps[9] . be[ 1]

[0] =0. 434975; Ps[9].be[2][0] =- 0. 152413; Ps[9]. be[ 3] [ 0] =0. 005094;
Ps[ 9] . k[ 1] =5. 608831; Ps[9].be[0][1] =-0.094953; Ps[9]. be[1]

[1] =0. 95201; Ps[9].be[2][1]=-0.696161; Ps[9].be[3][1]=0.136316;
Ps[ 9] . K[ 2] =0. 67604; Ps[9].be[ 0] [2] =0. 606525; Ps[9].be[1][2] =-
0.853216: Ps[9].be[2][2] =0. 545562: Ps[9].be[3][2]=-0.107328:

Ps[ 9] . k[ 3] =84. 540632; Ps[ 9] . be[ 0] [ 3] =0. 369661; Ps[9].be[1][ 3] =-
0.517493; Ps[9].be[2][3]=0.244011; Ps[9].be[3][3]=-0.038451;

return O;

}
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The source code bellow allows to read from serial line or usb incoming data strings and print
them out on standard output with time stamp in millisecond resolution. Most of the source
code is taken from the following site:

http://tldp.org/HOWTO/Serial-Programming-HOWTO/index.html
accessed online on 29™ March 2012 and modified for our purpose.
Copyright Information

This document is copyrighted (c) 1997 Peter Baumann, (c) 2001 Gary Frerking and is distributed
under the terms of the Linux Documentation Project (LDP) license, stated below.

Unless otherwise stated, Linux HOWTO documents are copyrighted by their respective
authors. Linux HOWTO documents may be reproduced and distributed in whole or in part, in
any medium physical or electronic, as long as this copyright notice is retained on all copies.
Commercial redistribution is allowed and encouraged; however, the author would like to be
notified of any such distributions.

All translations, derivative works, or aggregate works incorporating any Linux HOWTO
documents must be covered under this copyright notice. That is, you may not produce a
derivative work from a HOWTO and impose additional restrictions on its distribution.
Exceptions to these rules may be granted under certain conditions; please contact the Linux
HOWTO coordinator at the address given below.

In short, we wish to promote dissemination of this information through as many channels as
possible. However, we do wish to retain copyright on the HOWTO documents, and would like
to be notified of any plans to redistribute the HOWTOs.

If you have any questions, please contact <linux-howto@metalab.unc.edu>

#include <stdio.h> /* Standard i nput/output definitions */

#i nclude <string.h> /* String function definitions */

#1 ncl ude <unistd. h> /* UN X standard function definitions */
#include <fcntl.h>/* File control definitions */

#1 nclude <errno. h> /* Error nunber definitions */

#include <termos.h> /* POSI X term nal control definitions */
#1 ncl ude <cstdli b>

#1 ncl ude <tine. h>

#i ncl ude <mat h. h>

#i ncl ude <sys/types. h>

#i ncl ude <sys/stat. h>
#i ncl ude <sys/tinme. h>

#defi ne BAUDRATE B9600
/* change this definition for the correct port */
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#def i ne MODEMDEVI CE "/ dev/tt yUSBO"

#define POSI X SOURCE 1

#defi ne FALSE 0
#defi ne TRUE 1

volatil e int STOP=FALSE;

void time_withMIi Seconds(char *s_cas)

{
time_t cas;
struct tineval t;
struct tm *current;

cas = tinme(0);
current

getti meof day( &t , NULL) ;

sprintf(s_cas,
>tm _hour, current->tmmn,
int(round(t.tv _usec/1000.0)));
}

int main()

int fd, res;

struct termos oldtio,
char buf[ 255];

/*

Open nodem devi ce for
*/
fd = open( MODEMDEVI CE,

if (fd <0) {perror(MODENMDEVI CE);

tcgetattr(fd, &l dti o) ;
settings */

bzero( &ewti o,
port settings */

"op2d: 992d: %92d. %",
current->tm sec,

si zeof (newti 0));

= |l ocal tine(&cas);

current -

newi o;

readi ng and writing

O RDWR | O_NOCTTY );
exit(-1); }

/* save current serial port

[* clear struct for

newtio.c cflag = BAUDRATE | CS8 | CLOCAL | CREAD |
PARCDD:

newio.c iflag = | GNPAR | | CRNL;

newtio.c oflag = 0;

newio.c |flag = | CANON

newtio.c cc[VMN] =1,
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/1
>tmmn,

/11

zari zeni

newio. c_cc[ VTI ME] =0;

tcflush(fd, TC FLUSH) ;
tcsetattr(fd, TCSANOVN &newti 0);

time_t cas;
char s_cas|[ 50];
struct tm *current;

cas = tinme(0);
current = |ocaltinme(&cas);
time_wthM i Seconds(s_cas);

res = read(fd, buf, 255);
if (res > 0)

buf [ res] =0;
printf("%: %: % %", current->tm hour, current-
current->tmsec, buf);
printf("% %", s_cas, buf);
printf ("Res = %\n", res);
}
el se
printf("\nError: Neni co cist! Zkontroluj pripojene
a cislo portu.\n");
/* restore the old port settings */

tcsetattr(fd, TCSANOW &ol dti 0);

return O;

}
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Appendix L  Software: High Temperature Data Processing and
Visualization

Inhouse code for input data correction and various averaging such as exponential, backward
and central moving average and Gaussian filter. Data needs to be corrected due to unreliable
transfer from Omega iSeries ® DPi8 monitor over the serial line. Correction is in multiple
writing within 1 second and on the other side missing data for particular time range. This
code enables direct data processing during measurement without requirement to install
complex and expensive software such as Matlab®.

Example below illustrates the process of calibration against other thermocouples of type K.

#i ncl ude <i ostreanp
#1 ncl ude <fstreanp
#i ncl ude <sstreane
#i ncl ude <string>

#i ncl ude <vector>

#i ncl ude <cmat h>

#1 ncl ude <cti ne>

#i ncl ude <al gorithnp

usi ng namespace std;

struct C_hodnoty {
fl oat cas;
fl oat teplota;
bool operator ==(const float &val) // Sl ouzi pro vyhledavaci
funkci find(), aby prohl edaval a a porovnaval a hodnotu "cas"
{
return (cas == val);
}
}

cl ass Senzory

bool Nacteno, Averaged; //MZna nebude pot eba
string file_lab, file_nase;

int chyby; //Po et chyb nal ezenych v souboru (zapis 2x za
sekundu, chyb jici data v sekund )

i nt pozice; //Hodnota konce na teného souboru (jeho velikosti)
zi skana ponoci nyfile.tellg()

i nt DefaultRange; //Rozsah pro pr m rovani

doubl e AverageVal, FluctuationVal;

int LoadData(void); //Na te data ze souboru
i nt LoadDat aNase(void); //Na te data ze souboru
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int CheckData(); //Vraci po et opravenych hodnot; Vykona se
automati cky po na teni dat ze souboru
/I'N jakym zp sobem zajistit i porovnani s ostatnim senzory!

public:

vect or <C _hodnot y> hodnot yT1;

vect or <C_hodnot y> hodnot yT2;

vect or <C_hodnot y> hodnot yT3;

vect or <C_hodnot y> hodnot yTok

vect or <C_hodnot y> hodnoty_nase;

Senzory(const string fnnliab="", const string fnnmase="")
{file_lab = fnnLab; file_nase = fnnNase;
LoadDat a() ; LoadDat aNase() ; };

void tisk();

voi d OpravDat a(vect or<C hodnoty> &data, const int oprava);

voi d Gaussi anFil ter(vect or<doubl e> &data, vector<doubl e>
&vysl edky, int sirka);

voi d Gaussi anFilter(vector<C_hodnoty> &data, vector<doubl e>
&vysl edky, int sirka);

doubl e Average(const string fromconst string to);

doubl e Average();

doubl e Fluctuation();

doubl e Fluctuation(const string fromconst string to);

doubl e Uncertainty(const double err, const char typ);

voi d mvAver Backward(const int av_count, int start_p, const
vect or <doubl e> &source_v, vector <double> &aver v); //Klouzavy
pr mr

[/ Paranetry jsou: po et hodnot v pr m ru, pozice kde za it
pr m rovat, ukazatel na zdrojovy vektor, ukazatel na vektor s
pr mry

voi d mvAverCentral (const int av_count, int start_p, const
vect or <C _hodnoty> &source_v, vector <doubl e> &aver Vv);

voi d mvAver Exponenti al (const int av_count, int start_p,
const vector <C hodnoty> &source_v, vector <doubl e> &aver v);

vect or <C_hodnot y> &GCet Dat aL(voi d){return hodnotyT1l; };
/I Vraci odkaz na vektor hodnot |ze pouzit: F60.CGetData() v
fun(vect or <doubl e> &dat a) ;

vect or <C_hodnot y> &Get Dat aN(voi d){return hodnoty_nase; };
/I Vraci odkaz na vektor hodnot |ze pouzit: F60.GetData() v
fun(vect or <doubl e> &dat a) ;

/1 voi d Set Range(const string fromconst string to);
b

voi d Senzory::tisk()

{

}
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//Koriguje as dle rozdilu zadaného v prom nné "oprava" a
dopi suj e desetinna msta pro vice hodnot p i psanych pro stejnou
sekundu
voi d Senzory:: OpravDat a(vect or <C _hodnot y> &data, const int
oprava)
{

fl oat no[5];

fl oat aa=0;

for (int 1=0;i<data.size();i++)

{
/ | Korekce na posun asu m eni - nasS versus jejich as
data. at(i).cas-=oprava,

no[ O] =data. at (i ). cas;

i f(no[0]!=no[1])
aa=0;

el se if(no[ 1] ==no[0])

aa=1,
if (no[2]==no[1]) {
aa =2;
if (no[3]==no[2]){
aa=3;
if (no[4]==no[3])
aa=4;
}

}
}

i f(aa!=0)
{
i f(aa==1)
data. at (i).cas=no[ 0] +1. 0/ (aa+l);
el se if (aa==2)
{
data.at(i-1).cas=no[ 0] +1. 0/ (aa+l);
data.at(i).cas = no[0] + (1.0/(aa+l))*2;

el se if (aa==3)

{
data.at(i-2).cas=no[ 0] +1. 0/ (aa+l);
data.at(i-1).cas = no[0] + (1.0/(aa+l))*2;
data.at(i).cas = no[0] + (1.0/(aa+l))*3;

else if (aa==4)

{
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data. at (i-3).cas=no[ 0] +1. 0/ (aa+1);
data. at (i-2).cas=no[0] +(1.0/ (aa+l))*2
data.at(i-1).cas = no[0] + (1.0/(aa+1))*3;
data.at(i).cas = no[0] + (1.0/(aa+l))*4,;
}
}

no[ 4] =no| 3] ;
no[ 3] =no| 2] ;
no[ 2] =nol[ 1] ;
no[ 1] =no[ 0] ;
}
}

int Senzory:: LoadDat a(voi d)

{

float sekunda, t1, t2, t3, t4;
C hodnoty hi;

i nt pos;

string line;

i fstreamnyfile;

stringstream bufferl;

myfile. open(file_lab.c_str());

if (nyfile.is_open())

{
/1U i pozici konce souboru (jeho velikost)
nyfile.seekg (0, io0s::end);
pos = nyfile.tellg();
nmyfile.seekg (0, io0s::beg);
bufferl << nyfile.rdbuf(); //Na teni celého souboru do
bufferl
while (getline(bufferl,line))
if (line[O] '="# && 'iscntrl(line[0]))
{
/lstringstreamje prilis pomaly! proto se
pouzi va sscanf ()
Il stringstrean(line) >> rok >>fuj >>nesic >>fuj >>den

>>hodi na >>fuj >>m nuta >>fuj >>sekunda >>var;
sscanf(line.c_str(),"% % 9% % %", &ekunda,
&1, &2, &3, &t4);
/*time_struct.tmyear=rok-1900;
time_struct.tm non=nesic-1;
time_struct.tm nday=den;
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el se

retu
}
i nt

{

time_struct.tm sec=sekunda;
time_struct.tmm n=m nut a;
ti me_struct.tm hour=hodi na;
time_struct.tm.isdst=-1;

tim = nktinme(&inme_struct);

if (timnml<0)

{
cerr<<"Err.: Error getting tine.\n"<<endl;
return -1;

el

hl. cas = sekunda;
hl.teplota =11

hodnot yT1. push_back(hl);
hl.teplota = t2;

hodnot yT2. push_back(hl);
hl.teplota = t3;

hodnot yT3. push_back(hl);
hl.teplota = t4;

hodnot yTok. push_back(hl);

}
}
nyfile.close();
return pos;

}

cerr <<"\nUnable to open file " <<file_lab;
rn -1;

Senzory: : LoadDat aNase( voi d)

fl oat casi;

doub
i nt

C ho
i nt

stri
i fst
stri

nyfi

le t1;

hodi na, m nut a, sekunda;
dnoty hl;

pos;

ng |line;

ream nyfil e;

ngstream buffer1;

|l e.open(file_nase.c_str());

if (nmyfile.is_open())
{

/1'U i pozici konce souboru (jeho velikost)
nyfile.seekg (0, io0s::end);
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pos = nyfile.tellg();
nyfile.seekg (0, io0s::beg);

bufferl << nmyfile.rdbuf(); //Na teni cel ého souboru do
bufferl

while (getline(bufferl,line))
if (line[0O] !'="# && !liscntrl(line[0]))

/lstringstreamje prilis pomaly! proto se
pouzi va sscanf ()
Il stringstrean(line) >> rok >>fuj >>nesic >>fuj >>den
>>hodi na >>fuj >>mi nuta >>fuj >>sekunda >>var;
sscanf(line.c_str(),"%l: %: %l %s %f", &odi na,
&m nuta, &sekunda, &t1l);

/*
cout << hodina <<":" << mnuta <<":" << sekunda <<" "
<<t1l <<endl;

time_struct.tmyear=0;
time_struct.tm non=0;
time_struct.tm nday=0;
time_struct.tm sec=sekunda;
time_struct.tmm n=m nut a;
ti me_struct.tm hour=hodi na;
tinme_struct.tm.isdst=-1;

tinml = nktinme(&inme_struct);
if (timl<0)
{

cerr<<"Err.: Error getting tinme.\n"<<endl;
return -1;
Yl

casl = hodi na*3600+m nut a*60+sekunda;
hl.cas = casl/*-56768*//*-(53520-38)*/;
hl.teplota = t1;

hodnoty_nase. push_back(hl);

}

}
nyfile.close();
return pos;

}

cerr <<"\nUnable to open file

el se

<<fil e_nase;
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return -1;

}

/'l Gausuv filtr (rozsah 3 sigma dle
http://ww. | ibrow confarticles/article-9) - na okrajich nejsou
data zpracovana a pouze se do vysledk nakopiruji p vodni
hodnot y
voi d Senzory:: Gaussi anFil ter(vect or <doubl e> &dat a,
vect or <doubl e> &vysl edky, int sirka)
{

vect or <doubl e> G1;

vect or <doubl e> @&;

doubl e vysl =0, k=0, pone0;

int i,j;

/I Dopln ni vysledk o data ze za atku zdrojového vektoru
for(i=0;i<sirka;i++)
vysl edky. push_back(data.at(i));

/1 Vypo et Gaussovych koeficient nap : {0.011109, 0.606531, 1,
0. 606531, 0.011109}
for(j=0;j<(2*sirka+l);j++)
{
vysl =exp(-(pow(3*(j-sirka)/sirka, 2)/2));
@&. push_back(vysl);
k+=Q2. back();
}

/1 Vypo et vah
for(j=0;j<(2*sirka+l);j++)
Gl. push_back(@. at (j)/k);

/[ IVl astni vypo et filtrovanych dat
for(i=sirka;i<data.size()-sirka;i++)
{
for(j=-sirka;j<sirka+l;j++)
pom += Gl. at (j +sirka)*data. at (i +j);

vysl edky. push_back( pom
pom=0;

}

/1 Dopln ni vysledk o data z konce zdroj ového vektoru
for(i=data.size()-sirka;i<data.size();i++)
vysl edky. push_back(data.at(i));
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/[l Gausuv filtr (rozsah 3 sigma dle
http://ww. |ibrow comarticles/article-9) - na okrajich nejsou
data zpracovana a pouze se do vysledk nakopiruji p vodni
hodnot y
voi d Senzory:: Gaussi anFilter(vector<C_hodnoty> &dat a,
vect or <doubl e> &vysl edky, int sirka)
{

vect or <doubl e> G1;

vect or <doubl e> &;

doubl e vysl =0, k=0, pome0;

int i,j;

/1 Dopln ni vysledk o data ze za atku zdrojového vektoru
for(i=0;i<sirka;i++)
vysl edky. push_back(data.at(i).teplota);

/1 VWypo et Gaussovych koeficient nap : {0.011109, 0.606531
0. 606531, 0.011109}
for(j=0;j<(2*sirka+l);j++)

vysl =exp(-(pow(3*(j-sirka)/sirka, 2)/2));
&. push_back(vysl);
k+=@&. back() ;

}

/1 VWpo et vah
for(j=0;j<(2*sirka+l);j++)
Gl. push_back(@&.at(j)/k);

/IVIlastni vypo et filtrovanych dat
for(i=sirka;i<data.size()-sirka;i++)
{
for(j=-sirka;j<sirka+l;j++)
pom += Gl. at (j +sirka)*data. at (i +j).teplota;

vysl edky. push _back(pom
pon+0;

}

/1 Dopln ni vysledk o data z konce zdrojového vektoru
for(i=data.size()-sirka;i<data.size();i++)
vysl edky. push_back(data.at(i).teplota);

voi d Senzory::mvAver Backward(const int av_count, int start_p,
const vector <double> &source_v, vector <doubl e> &aver_v)

{
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int divis=0, numer = O;
doubl e var =0;

if (start_p < 1)
start _p = 1,

aver v.push _back(source_v. at(0));
for (int i=start_p; i<source_ v.size(); i++)

{

if (i<av_count)

{
var = 0;
divis =i +1;
numer = i;

}

el se

{

divis = av_count;

numer = av_count;

var = source_v.at(i-av_count); //Hodnota, ktera se
Vy azuje z pr mru

}

aver _v.push_back((aver _v.at(i-1)*numer - var +
source v.at(i))/divis);

}

/I Kl ouzavy pr mr - hodnoty jsou pr m rovany zp tn i dop edn
(odstra uj e posun u pouze zp tného pr m rovani), cel kovy po et
pr m rovanych bod je 2*av_count +1

void Senzory::nmvAverCentral (const int av_count, int start_p,
const vector <C _hodnoty> &source_ v, vector <doubl e> &aver v)

{

int divis=0, nuner = 0, i;
doubl e var =0;

if (start_p < av_count )
start_p = av_count;

for (i=start_p-av_count;i<=start_p;i++)
aver _v.push_back(source_v.at(i).teplota);

for (i=start_p+l; i<(source_v.size()-av_count); i++)
{

divis = 2*av_count +1;

numer = 2*av_count +1;

if ((i-av_count-1) < 0)
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var =0;

el se
var = source_v.at(i-av_count-1).teplota; //Hodnota,
kterda se vy azuje z pr mru

aver _v.push _back((aver_v.at (i-1)*nuner - var +
source_v. at (i +av_count).teplota)/divis);

}

/1 Cely konec vektoru vyplni hodnotou z pozice
(source_v.size()-av_count) ==> hodnoty na konci jsou vSechny
stej né

for(i=source_v.size()-av_count; i<source_v.size(); iI++)

aver v.push _back(aver _v. at (source_v.size()-av_count-1));

}

/ | Exponenci &l ni kl ouzavy pr mr
voi d Senzory::nmvAver Exponenti al (const int av_count, int start_p,
const vector <C _hodnoty> &source_v, vector <double> &aver v)
{
doubl e al pha;
int i;

al pha = 2.0/ (av_count *2+1. 0) ;

if (start_p < 1)
start _p = 1,

aver v.push_back(source_v.at(start_p-1).teplota);
for (i=start_p; i<source v.size(); i++){

aver _v.push_back(al pha*source_v.at(i).tepl ot a+(1-
al pha) *aver _v.at(i-start_p));

/1 cout << al pha <<"\t" << source_v.at(i).teplota <<"\t"
<<aver _v. back() <<endl;
}
}
int main ()
{

vect or <doubl e> vysl edkyGaus_1;
vect or <doubl e> vysl edkyGaus_2;
vect or <doubl e> vysl| edkyM/Aver _1,;
vect or <doubl e> vysl edkyM/Aver 2;
vect or <doubl e> vysl edkyExpo_1;
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vect or <doubl e> vysl edkyExpo_2;

int wdth = 50;

int i;

Senzory sl("nereni 1l T.txt", "data.txt");

sl. Gaussi anFilter(sl. hodnoty nase, vysledkyGaus_1, w dth);
sl. mvAver Central (width, 0, sl1.hodnoty nase, vysledkyMAver 1);
sl. mvAver Exponenti al (wi dth, 0, sl1.hodnoty nase,

vysl edkyExpo_1);

Senzory s2("nereni 2 _T.txt", "data900 final.txt");

sl. QpravDat a(sl. hodnoty nase, 53520-38);
s2. QpravDat a(s2. hodnoty_nase, 56768);

s2. Gaussi anFi |l ter(s2. hodnoty nase, vysledkyGaus_ 2, w dth);
s2. mvAver Central (w dth, 0, s2.hodnoty nase, vysledkyMAver_ 2);
s2. mvAver Exponenti al (w dth, 0, s2.hodnoty nase,

vysl edkyExpo_2) ;

cout <<"Cas\tBez filtru\tGauss\tKI. prum centr\tKl . prum
expo" <<endl;

/1 Vytiskne rozdily nezi hodnotam vzdy v cel ou sekundu.
vect or<C _hodnoty>::iterator it;
vect or <C _hodnoty> tenpDi ff;
C hodnoty diff;

for (i=0;i<sl.hodnotyTl.size();i+=3)

{
i t=find(sl. hodnoty_nase. begin(), sl1.hodnoty_nase.end(),
sl. hodnotyT1. at(i).cas);
if (it !'=sl.hodnoty_nase.end()){
di ff.cas=it->cas;
diff.teplota = sl. hodnotyTl.at(i).teplota - it->teplota,;
tenmpDi ff.push_back(diff);
cout <<tenmpDi ff.back().cas <<"\t"
<<sl. hodnotyTl.at(i).teplota <<"\t" <<it->teplota <<"\t"
<<tenpDi ff.back().teplota <<endl;

}
}
for (i=0;i<s2.hodnotyTl.size();i+=3)
{
i t=find(s2. hodnoty nase. begi n(), s2.hodnoty_nase. end(),
s2. hodnotyT1. at (i).cas);

if (it !'= s2.hodnoty nase.end()){
di ff.cas=it->cas+2246;
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diff.teplota = s2. hodnotyT1l.at(i).teplota - it->teplota;
tenmpDi ff. push_back(diff);
cout <<tenmpDi ff.back().cas+1006 <<"\t"
<<s2. hodnotyTl.at(i).teplota <<"\t" <<it->teplota <<"\t"
<<tenpDi ff.back().teplota <<endl;
}
}

return O;

}
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Gnuplot source file for generation of approximate temperature contourplot from several
measured positions.

set style line 11c -1 1w 2 ps 2

set title "Flame temperature [°C]"

set xlabel "Length of chamber [m]"

set ylabel "Diameter of chamber [m]"

set terminal png font arial 22 size 2000,600
set output "komora_plamen_en.png"

sel palette maxcolors 50 color

set palette defined ( 500 "dark-blue", 680 "blue", 860 "green", 1040 "yellow", 1220 "red", 1400
"dark-red" )

set xrange [4:0]
set pm3d interpolate 50,50

set view map

splot "data_tisk.txt" u 2:1:3 w pm3d notitle, "" u 2:(1-$1):3 w pm3d notitle, " u 2:1:3 wp Is 1
notitle
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Appendix M Forced radiation convergence routine

Routine is written in Unix shell Bash (Bourne-again shell) [111]. It generates a journal file
‘radi ation_iter.jou” which can be offered to ANSYS Fluent to control its run.

#! [ bi n/ bash

#

#Usage: sh jougen_radi ace_keps.sh case file.cas.gz

data file.dat.gz

#1t assunes that you run this script fromdirectory where are
all the nonitors data stored, otherw se you have to set variable
noni t no.

#

test $# -1t 2 && {

echo "Paraneter missing - two paraneters required!!"
echo "Usage: sh jougen_radi ace_keps.sh case file.cas.gz
data file.dat.gz"

exi t

}

test -a radiation_iter.jou & {
rm-f radiation_iter.jou

}

echo "Enter how many flow iterations to performin total:
read iter

echo "Enter how many flow iterations per radiation iterations: "
read fr

echo "Enter how many radiation iterations:

read rn

echo "Enter nunber of iterations befor 1st save (from begining):

read sf

echo "Enter nunber of iterations befor 2nd save (from previous
save):

read ssf

echo "Enter nunber of iterations befor 3rd save (from previous
save):

read srf

echo "/filel/read-case $1" >> radiation_iter.jou;
echo "/filel/read-data $2" >> radiation_iter.jou;
echo "/filelset-batch-options y y n" >> radiation_iter.jou;
echo "/solve/set/equation/disco y* >>radiation_iter.jou;
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echo "/define/ nodel s/radi ation/radi ati on-nodel - paraneters $
(($fr+1))" >> radiation_iter.jou; #Po et flowiteraci na
radia ni iterace

echo "/solvel/iterate $fr" >> radiation_iter.jou;

#Append nonitors to existing files? = yes!!
test -z "$nonitno" && {

nmoni tno=$(ls -1 *.out |we -1)
}
for ((i=1;i<=nonitno;i++))
do
echo "yes" >> radiation_iter.jou;
done

ff=$((Siter/ $fr))
for ((i=1;i<=ff;i+=1));
do
echo "/ define/ nodel s/ radiation/radi ati on-nodel - paraneters 1"
>> radiation_iter.jou; #Po et flowiteraci na radia ni iterace
echo "/solve/set/equation/flow n" >> radiation_iter.jou;
echo "/solve/set/equation/ke n" >> radiation_iter.jou;
echo "/solve/ set/equation/species-0 n" >>
radi ation_iter.jou;
echo "/solve/set/equation/species-1 n" >>
radiation_iter.jou;
echo "/sol vel/set/equation/species-2 n" >>
radiation_iter.jou;
echo "/sol vel/set/equation/species-3 n" >>
radi ation_iter.jou;
echo "/solvel/set/equation/tenperature n" >>
radiation_iter.jou;
echo "/solvel/set/equation/disco y" >>radiation_iter.jou;
#echo "/ define/ nodel s/ radi ati on/radi ati on-nodel - paraneters
1" >> radiation_iter.jou;
echo "/solvel/iterate $rn" >> radiation_iter.jou;

echo "/define/ nodel s/radi ation/radi ati on-nodel -paraneters $
(($fr+1))" >> radiation_iter.jou; #Po et flowiteraci na
radia ni iterace

echo "/solve/set/equation/flowy" >> radiation_iter.jou;

echo "/sol ve/set/equation/ ke y" >> radiation_iter.jou;

echo "/sol vel/set/equation/species-0 y" >>
radiation_iter.jou;

echo "/sol ve/set/equation/species-1 y" >>
radi ation_iter.jou;

echo "/solve/set/equation/species-2 y" >>
radiation_iter.jou;
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Appendix M Forced radiation convergence routine

echo "/sol vel/set/equation/species-3 y" >>
radiation_iter.jou;

echo "/solvel/set/equation/tenperature y" >>
radiation_iter.jou;

echo "/solve/set/equation/disco n® >>radiation_iter.jou,

#echo "/ defi ne/ nodel s/ radi ation/radi ati on-nodel -paraneters $
(($fr+5))" >> radiation_iter.jou;

echo "/solvel/iterate $fr" >> radiation_iter.jou;

if [ $i -eq $(($sf/$fr)) 1]
t hen
echo "wd ./${2%dat.gz}_ 1 $sf-it.dat.gz" >>
radiation_iter.jou;
fi

if [ $1 -eq $((($sf+$ssf)/$fr)) 1]
t hen
echo "wd ./${2% dat.gz} 1 $ssf-it.dat.gz" >>
radiation_iter.jou;
fi

if [ $i -eq $((($sf+$ssf+$srf)/$fr)) ]
t hen
echo "wd ./${2% dat.gz}_1 $srf-it.dat.gz" >>
radiation_iter.jou;
fi

done
echo "wd ./${2%cas.gz} Siter-it.dat.gz" >> radiation_iter.jou;

echo "exit yes" >> radiation_iter.jou,
exit O
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liguid in multi-channel (electrochemical) flow-
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outlet are required.

Four-channel flow-through electrochemical cell working in thin-layer regime was designed, fabricated
and characterized experimentally and in computational fluid dynamics (CFD) simulations. The new prin-
ciple of operation allows reproducible splitting of a stream of liquid into multiple flow channels. Systems
comprising of 2-, 3-, 4- and 8-channels were tested. The proper function of the cell is given by the ratio of
the cross-sections of the fluidic element collecting chamber and the particular flow paths among which
the liquid is distributed. Suitable flow rates providing uniform liquid distribution were evaluated and
the results were compared to CFD modeling. The flow-through cells designed according to the proposed
principle can be simply incorporated in automated routine analysis as only one inlet and one common

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Analytical techniques combining several methods or measuring
elements always result in a more powerful tool than the simple
direct sum of its single parts. However, the combined techniques
do not bring only advantages. For example, multi-channel elec-
trochemical sensors linked to flow-through techniques provide
more comprehensive analysis of the sample and the simplicity of
automation; unfortunately, some ‘minor’ difficulties appear, too.
Perhaps the most important is the uniformity in chemical (com-
position) and physical (liquid flow) properties of the analyzed
solution above the individual sensing surfaces, which is required
for comparable results from all channels. Furthermore, the sens-
ing elements must not affect each other by cross-talks. These
complications can be solved by absolute spatial separation of the
electrodes to channels with uniformly flowing liquid. The realiza-
tion of such simple conditions is not straightforward and various
alternatives were proposed. Although reports on multiple working
electrodes are not frequent[1,2] in comparison with single-channel
set-ups, multi-electrode fluidic systems working either in thin-
layer or wall-jet regimes operating in non-recycling modes [1,3]
were considered.

The elegant solution for a pair of electrodes was introduced by
Kurita et al. [4]; a fluidic element “microseparator” divided the

* Corresponding author. Tel.: +420 5 49 49 60 36.
E-mail address: lacinak@chemi.muni.cz (K. Lacina).

0003-2670/$ - see front matter © 2012 Elsevier B.V. All rights reserved.
http://dx.doi.org/10.1016/j.aca.2012.03.046

main channel into two branches just in the location of the elec-
trodes. Nevertheless, this simple and robust principle can hardly
be applied for more than two channels. Electrodes can also be sim-
ply placed on the opposite walls of a channel [5]. Simultaneous
data acquisition was achieved using microelectrode arrays based
on 16-elements [6] and even 32-elements [7]. Being placed paral-
lel with the flowing liquid, cross-talk effects were not significant
[8]. On the other hand, realization, especially manufacturing and
characterization of such defined microelectrodes and their further
modification, is much more demanding in comparison with com-
mon screen-printed ‘macro’ electrodes [6,9]. Dock et al. [10] solved
distribution of liquid among eight electrodes by integration of a
stirring element; the screen-printed sensor with eight electrodes
arranged in a circular layout formed the bottom of the cell and the
stirrer with the inlet was placed above. However, this is strongly
enhancing the cross-talk effects.

The dilemma of the uniform distribution is often solved by using
the wall-jet regime [11]; liquid is driven directly against the circu-
lar electrode array and radial flow into all directions from the inlet
is obtained. A large space behind the circle of the array and rather
high flow rate are required, the latter results in high consumption
of samples and reagents. Similar but transitional architecture was
utilized for cells working in a thin-layer regime [12-14]. Neverthe-
less, at slow flow rates, these designs with shared working space
exhibit cross-talk between neighboring electrodes and excessive
dilution of the zone of sample limits reproducibility.

In this contribution, a novel principle of uniform liquid distri-
bution into multiple channels was proposed. The incoming liquid
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stream becomes split among n identical symmetrically arranged
flow channels, each containing the disc-shaped working elec-
trode. After splitting and passing through the channels, the divided
streams are re-joined in the so-called collecting chamber; this is
basically a large space with a single common outlet. Due to the large
collecting volume compared to the channels, the output path can
be placed anywhere without any relation to the array of channels.

The 4-channel electrochemical cell based on such design was
developed for characterization of complex samples using the
bioelectronic tongue format [15]. Properties of this cell were inves-
tigated using flow-through amperometric experiments considering
the effects of different volumes of the collecting chamber and vari-
able flow rates. The hydrodynamic properties of the cell were also
simulated with the help of the computational fluid dynamics (CFD).

2. Experimental
2.1. Apparatus and electrochemical measurements

Electrochemical cell and forms for casting of sealing were cut
from poly(methyl methacrylate) (PMMA, 10 mm thick squares,
Panchim, Bulgaria) using the KOSY2-MCS CNC-milling machine
(MAX Computer, Germany) operated under the NCCad7 version 7.0
software. The sealing was made from a silicone-based Lukopren N
Super (Lucebni zavody Kolin, Czech Rep.).

The flow-through system consisted of the peristaltic pump
Minipuls 3 (Gilson, Villeurbanne, France), six-position switch-
ing valve (VICI Valco Instruments, Houston, USA), multi-channel
electrochemical cell and either the 4-channel potentiostat
ImmunoSMART (SMART Brno, Czech Rep.) or the 8-channel poten-
tiostat (J. Kitlicka, Brno, Czech Rep.) linked to the data acquisition
card PCI-6251 (National Instruments, Austin, USA). Amperomet-
ric detection in the two electrode set-up was carried out at
400 mV against the Ag/AgCl pseudoreference/counter electrode.
The gold-based 4- and 8-channel screen printed sensors (SPE, BVT
Technologies, Czech Rep.) were used. Sampling time for measure-
ments was 0.2s, otherwise it is mentioned in the text. Changes
of current due to the introduction of the zone of sample (1 mM
potassium ferrocyanide) into the carrier stream (50 mM phosphate
buffer pH 7.4, 100mM KCI, 0.1% Tween 20) were recorded and
visualized with the program LabTools (developed in-house). Data
evaluation was done using Origin 7.0 (Microcal, Northampton, USA)
as discussed below.

2.2. Computational fluid dynamics simulation (CFD)

Virtual simulation experiments were carried out utilizing CFD
with the final volume method in the program ANSYS Fluent ver.
12.1 [16]. The fluid cell model consisted of 960,000 cells, mostly
polyhedral elements in the channels and hexahedral elements in
the straight parts. The Reynolds number Re was calculated from
flow velocity and liquid viscosity:

REZQ
1%

where parameters included hydraulic diameter D=4S/o, S rep-
resents area, o wetted perimeter, v velocity and v kinematic
viscosity. Re varied between 0.11 and 4.76 for flow rates 24
and 1000 wL min—!, respectively. Hence the laminar flow regime
was assumed [17]. The liquid was assumed to be incompressible,
isothermal and without chemical reactions. The only equations
to be solved were continuity equation and momentum transport
(Navier-Stokes equations [18]).

3. Results and discussion
3.1. Principle of the flow cell

The uniform splitting of the primary flow stream into several
separated channels containing the sensing element should provide
the same flow velocities in all channels. The proposed principle
is based on the assumption that all channels, among which the
liquid should be distributed, must possess the highest possible
similarity. If all channels are equivalent or at least the differences
among them are negligible, the flowing liquid would not prefer any
of them. The similarity of channels is expressed by the pressure
loss, which denotes that flow rate (the most important parame-
ter describing distribution of liquid) will be higher in the channel
offering the smallest change of pressure in the system. The mean-
ing of the pressure loss in fluidics can be analogously compared to
resistance in electronics, the higher resistance (pressure loss) leads
to the lower current (flow rate) at the given voltage (initial static
pressure). This system offers also limited flow regulating behavior
driven by a feedback mechanism. If the liquid is flowing towards
the place with originally lower pressure loss, the local flow rate
becomes increased, but the pressure loss grows up as well. If there
is another channel for liquid to flow, it chooses this one and pres-
sure loss in the previous place is lowered back. The basic rule is
that the pressure loss must be identical in all channels between
common inlet and common outlet. Therefore, the flow rate is estab-
lished to reach the same pressure loss along every channel under
steady-state conditions.

The obvious conditions influencing the system are thus the
cross-section, shape and length of the channels and their arrange-
ment with respect to the inlet (material of the walls is supposed
to be the same in structure and composition). Providing that the
channels should be similar as much as possible, the easiest way is to
fabricate them as short as possible while not affecting the diffusion
layer of the sensing surface. Hence the influence of the fabrication
inaccuracy becomes minimized. Generally, the suitable arrange-
ment of channels stems from their combination in the simplest
symmetrical and regular shape (a line for 2 channels, n-branched
stars for n channels) with the inlet in the center.

For possible automation, the detection cell should be easily
mounted to the flow path, so it must be equipped with one inlet and
preferably with one outlet. Rejoining of the split liquid streams rep-
resents the second and even more complicated condition. To obtain
the fluidic system with equal pressure losses, i.e. all channels are
absolutely interchangeable, the best possibility are short channels
with direct opening to the waste. Nevertheless, this solution is not
straightforward and easily applicable, especially when dangerous,
infectious or odorous materials are analyzed. The collection of the
analyzed liquid in a (closed) container is naturally advantageous for
handling. All potential arrangements combining several channels
and one common outlet are facing the same problem represented
by different pressure loss between at least pair of channels. One
principal solution offers possibility to circumvent or neglect this
difference - incorporation of the collecting chamber to the output
path of the fluidic system.

The collecting chamber represents a fluidic element, where all
channels are terminated by direct openings. The purpose of the
collecting chamber can be demonstrated as follows: if e.g. four
channels arranged in a cross should be combined with the sin-
gle outlet, it is impossible to place this outlet symmetrically to
all channels. In the most symmetrical arrangement, two of the
channels will always be closer to the outlet (see Fig. 1C). The flow
rate in the closer channels outperforms the others to equilibrate
pressure loss differences. The role of the collecting chamber is
to lower significance of this difference through the elimination
of the pathway dissimilarities. In fact, the difference of pressure
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Fig. 1. Normalized record of measured current for selected n-channel electrochemical flow-through cells. Fluidic system is visualized above the corresponding curve.
Experimental conditions: 20 s injection of 1 mM ferrocyanide, flow rate 150 wL min~!, working potential 400 mV vs. Ag/AgCl.

loss between two channels becomes negligible in comparison to
the difference between collecting chamber and any single channel.
Therefore in the general case, flow channels combined with the
collecting chamber represent inseparable parts of the whole fluidic
system.

3.2. Multi-channel flow cells and the cell architecture

The proposed principles were tested on 2-, 3-, 4- and 8-channel
electrochemical cells designed and fabricated to be compatible
with the commercial screen-printed electrodes. In Fig. 1, the
recorded smoothed curves (10 points adjacent averaging) of nor-
malized current from individual channels can be seen together with
fluidic pathways. The normalization of the signal was performed as
division of the particular set of data representing one curve by its
highest value, so the maximum always reached the value of 1. The
highest symmetry of the channels combination was advantageous,
but if the similarity among individual channels is sufficient, also less
symmetrical (Fig. 1B) or even irregular shapes can be employed.

The architecture of the cell common for all variants is described
for the 4-channel version. It consists of four parts (Fig. 2), the upper
PMMA part (1) with inlet (5), collecting chamber (12) and out-
let (6), sealing (2) with a system of four flow channels (10), SPE
array (3) with four disc electrodes (9) representing bottom of the
cell and the lower PMMA part (4) serving for precise placement of
SPE. The whole cell is held together by four screws (7). The spe-
cific and reproducible diameter of channels (defined by the sealing
made from soft silicone material) is achieved due to the end-stops
(13)located around each screw hole. When the electrochemical cell
becomes assembled, liquid is flowing through the inlet in the upper
PMMA part directly against SPE, then reaching center of the fluidic
system (8) formed by the sealing and SPE itself. The stream of liquid
becomes divided among channels. In the end of each channel, lig-
uid enters the collecting chamber in the upper PMMA part through
a particular channel outflow (11). The flow is gathered up from all

channels in the collecting chamber and aims to the single outlet, as
shown in animation (Supporting Information).

Reference electrode (REF) (14) can be with advantage placed
in the opposite side of the collecting chamber with respect to the
common outlet. In this region (as visualized by computational mod-
eling) there are no convective forces, no liquid is flowing and biased
voltage is thus not influenced. Measurement for 2 and 3 channels
was realized with the identical equipment, but with different seal-
ing elements employing only 2 or 3 electrodes from SPE according
to fluidic pathways. The 8-channel SPE array possessed its own
REF/AUX electrodes.

For the proper function of the multi-channel cell, flow rates in
the channel and in the collecting chamber must be in some specific
relation, which is given by the ratio of their cross-section areas. This
relation was considered in experiments and in the CFD modeling
as well.

Simple amperometry providing peak of current in the course
of experiment was employed. The liquid distribution among mul-
tiple flow channels can be evaluated from the peaks separation
in time and their height as well. An expectable peak height dif-
ference caused by unequal liquid flow in the multiple channels
system could be disturbed by possible differences in the electroac-
tive surface of each electrode given by the fabrication of SPE. If the
geometric (not electroactive) area of all electrodes is the same, the
zone of sample in the optimal case reaches the electrodes at the
same time and the shape of each peak is same as well. However, if
the electroactive area is different, in spite of the liquid uniformly
flowing in all channels, peak heights and shapes might not be the
same. For this reason, the contributions from the slightly different
electroactive surfaces were zeroed by normalization and only the
time separation was utilized for further evaluation.

The 4-channel cell provides four peaks as a response to the sam-
ple injection. The mutual time separation for this quartet of the
peaks was taken as a measure of the uniformity of flow rates —
the bigger time difference among peaks, the worse distribution.
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Fig. 2. (A) Detail of the 4-channel flow-through electrochemical cell with its com-
ponents: upper PMMA part (1), sealing (2), screen-printed sensor (3), lower PMMA
part (4), inlet (5), outlet (6), screw (7), fluidic system (8), disc electrode (9), flow
channel (10), channel outflow (11), collecting chamber (12), end-stop (13) and ref-
erence electrode (14). (B) Photography of the assembled cell (for sectional view of
the cell and detail photo of the fluidic system see Supporting Information).

Each peak was normalized, the background current was zeroed by
baseline subtraction and characterized by three time parameters
t1, t; and t3 (Fig. 3). The parameter t; was obtained as an inter-
section of the slope of the growing current of the peak with the
level of signal corresponding to the background (here considered
as zero current); t3 was obtained similarly, but using the slope of
the peak tail. Finally, t; was determined as the x-axis coordinate of
the intersection of both slopes.

3.3. Interpretation of data and role of the collecting chamber

The uniformity of the liquid distribution was expressed as a
percent difference of flow rates in channels. The flow rate in each
channel was calculated according to the derived equations consid-
ering that flow rate in the channel m was higher than flow rate in
the channel n, vy, > vy, thus time for liquid to travel some constant

t(m) t(n)

A

1.0

Normalized current

=

g

1 t2 t3

Fig. 3. Data analysis - meaning of the t; parameters, obtaining of t; parameters from
the highlighted peak of current m and At; values as a difference between t;(m) and
ti(n).

Time

distance s was higher for channel n, t, > ty;. The difference in flow
rates was:
s S
Av= — — — 1
i (1
and based on the assumption that the flow rate is distributed lin-
early over the multiple channels:

VUm + U,
Vopt = m2 u (2)

where vy represents flow rate in any channel at optimal condi-
tions, when flow rate in all channels is the same. The combination
of Egs. (1) and (2) provides:

topt At

0= t,% - tn(topt —At)+ —5 (3)
together with
topttn
= — 4
tn = 552 (4)

where At stands for the At; parameters determined experimen-
tally (Fig. 3) and top is time value corresponding to vope. With these
known parameters (time difference and distance) all flow rates and
their following differences can be calculated and properties of the
cell evaluated.

The collecting chamber represents crucial part of the fluidic
system. Its cross-section area must be in a specific ratio to the
cross-section area of flow channels for proper function of the whole
cell. From the viewpoint of the liquid distribution, the outlet from
the collecting chamber divides four flow channels into two equal
groups in our case. Hence it divides the fluidic system into two mir-
ror parts and the function of the chamber affects flow parameters
in both branches in a similar way, but separately. If the collecting
chamber does not work properly, the channel closer to the outlet
becomes preferred. On the other hand, the more distant channel
is not preferred since its pressure loss is higher and therefore its
flow rate becomes lower. This complication can be solved by careful
adjustment of the cross-section area of the chamber.

The assumption of the preferred and non-preferred chan-
nels was also confirmed by the data analysis. Results measured
with collecting chamber not working properly indicated that the
four electrodes formed two pairs of preferred and non-preferred
channels according to the outlet location (data not shown). The
cross-section of both channels forming fluidic pathway of the par-
ticular system (one half of the 4-channel flow system) were taken
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as a standard, to which cross-section of the collecting chamber was
rationalized.

The proposed behavior was probed by the CFD modeling and
by the experiment with six different cross-section areas of the
chamber. The experimental error represents standard deviation
obtained from two sets of three sample injections including dis-
assembling and re-assembling of the electrochemical cell. Fig. 4A
presents the data obtained from flow-through experiments with
the cross-section areas of the collecting chamber equal to 0.50,
1.00 and 5.79 mm?. The cross-section of the individual flow chan-
nel was constant 0.58 mm?. Slight differences between peaks
within preferred and non-preferred channels were caused by
fabrication imperfections. It is clearly visible that the fluidic sys-
tem with smaller collecting chamber did not work properly. In
Fig. 4B, there are presented results from the experiments and
from the analytical calculation of the flow rate difference between
preferred/non-preferred channels. These data are plotted against
the dimensionless cross-section areas ratio. The meaning of the
percent difference of the flow rates in channels can be expressed
on the example of two channels. If the difference is 100% - liquid
is flowing only through one of them, if the difference is 0% - lig-
uid is divided into both at equal flows (more details in Supporting
Information).

As it can be seen from a plot in Fig. 4B, three t; parameters
were utilized for calculation of percent difference of the flow rates.
The influence of the collecting chamber was apparent until the
chamber/channels cross-section ratio reached the value of 1.55.
Further increase of the chamber cross-section area above this limit
did not provide detectable improvement of the behavior and the
position of the common outlet did not influence the liquid dis-
tribution. A high agreement of the experimental data with CFD
simulations was achieved, especially for the t; value as it is less
burdened by the error of random diffusion. For further expression
of experimental data only results based on the t; parameter were
considered.

The final architecture of the cell consisted of collecting cham-
ber and single channel cross-sections of 5.79 mm?2 and 0.58 mm?,
respectively (ratio 4.98). The employed dimensions were chosen
from the region where no evident effect on the liquid distribution
was observed. The behavior of the fluidic system was modeled in
detail at flow rate of 150 wLmin~!. In Fig. 5, the outputs obtained
from the program ANSYS are presented. The wall shear at Fig. 5A
refers to the shear stress in fluids defined by Newton, which is
proportional to the strain rate. The constant of proportionality in
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Fig. 4. Difference among flow rates in particular channels visible from the peak
separation is influenced by the used collecting chamber. The values of its absolute
cross-sectional area and the ratio of collecting chamber/channels cross-section (in
brackets) are indicated for each set of traces (A). Plot of the percent difference of
flow rates in preferred and non-preferred channels in dependence on the ratio of
the collecting chamber/flow path cross-sections (B).
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Fig. 5. CFD simulation of the final fluidic cell with 4 measuring channels at flow rate 150 wLmin~'; wall shear stress in the fluidic system (A); inset - plan view with the
visualization of the flow rates in channel termini and the collecting chamber; modeling of streamlines (B).
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Fig. 6. Plot of differences of flow rates among four channels in dependence on the
total flow rate through the system (x-axis in log scale for better visualization).

this case of Newtonian fluid is viscosity. The no-slip condition was
defined for all walls, i.e. velocity at the wall equals to zero. Veloc-
ity of the flow in the collecting chamber is depicted in the inset of
Fig. 5A. The similar fluidic behavior is expressed as a similar color
in all channels. In Fig. 5B, there can be seen results of simulation
of streamlines, i.e. lines that are at all points tangent to the veloc-
ity vector of the fluid. In the course of the modeling, the difference
of 1.11% between preferred and non-preferred channels was found.
The experimental performance of the cell with the final architecture
can be seen in Fig. S-3 (Supporting Information).

3.4. Effect of flow rate on performance of the cell

Although the architecture of the introduced electrochemical cell
was similar to cells working in the wall-jet regime, the principle
is not the same. The 4-channel cell was working in the thin-layer
regime, therefore the interval of applicable liquid velocities was
widened, especially towards the slower values. This influence was
tested in order to find the interval of utilizable flow rates (Fig. 6).
Simulation with CFD modeling revealed that none of the employed
flow rates affected distribution of liquid and the obtained differ-
ences were below 1.12%. A higher experimental differences for the
flow rate of 1000 pLmin~! were attributed to the inappropriate
usage of sampling times utilized for 600 wLmin~! (see Table S-1
for details) and to limitations of the instrumentation.

Compared to Fig. 4B, the percent difference in this case means
rather the random error among channels than systematic differ-
ence between preferred/non-preferred channels. No systematic
preference of some channel was found as in the case of probing
of an influence of the collecting chamber.

4. Conclusions

The principle of the uniform liquid distribution for the multi-
channel systems was proposed, experimentally studied and
modeled and the optimized 4-channel flow-through electrochem-
ical cell was developed on its basis. The introduced fluidic solution
with collecting chamber enables to construct the cell with the

single inlet and single outlet and thus simplifies its incorporation
into automated analysis. The unique design absolutely eliminates
cross-talk. The crucial ratio of collecting chamber to flow path
cross-section was determined as 1.55. This is generally applicable
for any dimensions (macro to microfluidic systems) and for lami-
nar flow regimes, i.e. Reynolds number less than 400 [19]. The range
from 24 to 1000 wL min~! was tested without detecting any devia-
tion from the ideal behavior. When minimal volume of liquid in the
system is required and therefore the collection chamber with low
cross-section area cannot work properly, the compensation of the
irregular flow distributions has to be performed. The cross-section
area of the channels should be modified proportionally to the over-
flow or underflow in the particular channel. However, this approach
demands precise fabrication of all components and cannot be real-
ized without additional preliminary tests.

Furthermore, the fluidic system allowed simple change of dis-
posable SPE sensors (rejection of any electrode fouling effects,
change of the electrode modification layer). These findings seem
promising for the bioelectronic tongue constructed in our labo-
ratory. Electrodes as a part of the wall of channel were used in
this study, but it is important to note that the proposed system is
equally useful for alternative applications with various designs and
principles of detectors.
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