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Abstract

This dissertation focuses on the development of methods for the design and opti-
mization of pixelated microwave structures. A novel optimization algorithm, Binary
Ink Stamp Optimization (BISO), was proposed and demonstrated strong perfor-
mance on benchmark problems as well as in practical antenna and filter designs.
A design strategy for SIW horn antennas employing pixelated dielectric loads was
introduced and validated through the design of three antennas. An automated pro-
cedure for waveguide filter design based on pixelation was developed and applied
to two X-band filters. All prototypes were fabricated using 3D printing. The TR
method was used to characterize the electromagnetic properties of the 3D-printed

materials used for the design of the aforementioned structures.

Keywords
pixelated microwave structures, SIW horn antennas, waveguide filters, evolutionary

algorithms, binary optimization, 3D printing

Abstrakt

Tato disertacni prace se zaméruje na vyvoj metod pro navrh a optimalizaci pixe-
lovych mikrovinnych struktur. Byl navrzen novy optimalizac¢ni algoritmus nazvany
Binary Ink Stamp Optimization (BISO), ktery prokézal své vlastnosti jak na testo-
vacich tlohéach, tak i v praktickych navrzich antén a filtri. Byla predstavena navr-
hova procedura pro SIW trychtyrové antény vyuzivajici pixelové dielektrické zatéze
a ovérena na navrhu tif antén. Byla predstavena automatizovana procedura pro na-
vrh vinovodovych filtri zaloZenych na pixelaci, ktera byl aplikovana na navrh dvou
filtrtt pro pasmo X. Vsechny prototypy byly vyrobeny pomoci 3D tisku. Pro charak-
terizaci elektromagnetickych vlastnosti 3D tisténych materialii pouzitych pro navrh

vyse zminénych struktur byla vyuzita TR metoda.

Klicova slova
pixelové mikrovinné struktury, SIW trychtyrové antény, vinovodné filtery, evolucéni
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Introduction

The field of 3D printing technology is currently experiencing significant growth.
Previously, 3D printing found applications mainly in the industrial and academic
sectors, primarily due to the cost of acquiring 3D printers. The advantage of 3D
printing is undoubtedly the ability to manufacture almost any computer-generated
model. In the development teams of technology companies, 3D printing is primarily
used in the prototyping process, significantly shortening it.

3D printing finds applications across a spectrum of industrial and scientific sec-
tors, including aerospace, automotive, healthcare, and even the fashion industry.
Its applications lie mainly in the aforementioned development process, as well as in
simplifying the production of complex-shaped components.

As the development of 3D printing itself progresses, the variety of usable mate-
rials also increases. The most widespread is printing with thermoplastics, such as
Acrylonitrile Butadiene Styrene (ABS) or Polylactic Acid (PLA), but metals, ceram-
ics, sand, and glass can also be used for printing. Different printing processes are
naturally used for various materials. For example, for printing with thermoplastics,
the Fused Deposition Modeling (FDM) technology is employed, which involves lay-
ering melted plastic pushed through a nozzle. Other technologies use processes such
as heat sintering, ultraviolet radiation curing, chemical catalyzed curing, electron
beams, or adhesive.

The principle of 3D printing implies that, unlike traditional manufacturing pro-
cesses such as machining, it is an additive process. Material is layered using one of
the mentioned approaches to achieve the desired structure. The most widespread
3D printing technology is undoubtedly the aforementioned FDM. A relatively broad
range of thermoplastics can be used for printing. Printing materials are available in
the form of a string wound on a spool. This string is fed into a heated nozzle, where
the material is melted and extruded at positions specified by the print program. In
this way, individual layers are printed, from which the entire model is subsequently
formed. Stereolithography (SLA) serves for high-resolution product printing. In
this technology, the curing of a photopolymer resin using ultraviolet radiation is
employed for printing. The printing material is in liquid form.

In recent years, 3D printing has also found its application in the field of micro-
wave technologies leading to a significant increase in publications focusing on 3D-
printed microwave structures. These publications explore various aspects of 3D
printing and its impact on the parameters of printed microwave structures. This
includes deviations in material permittivity when using different printing profiles,
changes in the electromagnetic properties of 3D-printed material over time, printing

resolution, surface roughness of 3D-printed structures, and more. Due to the vari-



ations in electromagnetic parameters of materials from different manufacturers and
even among different colors of the same material from one manufacturer, it is nec-
essary to perform a custom characterization of the electromagnetic properties of
3D-printed materials. The establishment of suitable measurement methods is par-
ticularly challenging for composite 3D-printed materials. It has become standard to
utilize 3D printing to manufacture prototypes of published microwave structures to
expedite the production process. With advancements in 3D printing technologies,
its utilization in higher frequency bands is becoming feasible. For example, 3D-
printed microwave structures operating in the submillimeter wave band have been
published. Currently, there are also available 3D printing technologies combining
multiple materials, including combinations of dielectric and metallic materials. This
allows for the printing of complete structures, such as antennas with PCB boards, at
once. These aforementioned facts suggest that 3D printing in the field of microwave
structures is firmly established, and its future utilization is poised for growth due
to the opportunities it offers compared to conventional manufacturing methods.
As mentioned earlier, 3D printing enables the production of unconventional struc-
tures, making it practically possible to print any 3D object created using computer-
aided design. For the design of unconventional structures, unconventional methods
must also be sought. Pixelization is one of these methods. In principle, it involves
dividing the area dedicated to the final structure into small elements (pixels) and
adjusting the properties of these elements to achieve the desired characteristics of
such a structure. The simplest case is binary pixelization, where pixels can be in
one of two states. For example, it may involve the presence of material where a
pixel is either filled with material or not. A further stage is multi-state pixelization,
where there are multiple discrete states. An example could be a perforated struc-
ture where each pixel is described by an area with a hole whose diameter can have
one of several predefined values. The final stage is continuous pixelization, where
pixels can take on a value within a predefined continuous interval. However, this
method of pixelization is the most demanding in terms of design and physical real-
ization of such a structure. Generally, the biggest challenge for an effective method
of designing pixelated structures is the number of possible combinations of pixels.
Describing an area with a larger number of pixels increases the number of possible
realizations exponentially, and these possibilities need to be explored, which can be
computationally intensive. With the rapid growth in performance of common PCs

or workstations, the design of such structures becomes feasible.



1 State of the Art

This chapter reviews the state of the art in the four main fields addressed in this the-
sis: the use of pixelated structures in microwave applications, Substrate Integrated
Waveguide (SIW) antennas, waveguide filter design, and 3D-printed material char-
acterization. For 3D-printed microwave structures, unconventional solutions such as
pixelization offer new possibilities, and the first part of this chapter discusses the ap-
plication of pixelated structures in microwave technology as well as methods for their
optimization. SIW horn antennas are valued for their ease of manufacturing and
integration with planar circuits, though they typically suffer from high side and back
lobes and unequal radiation patterns in principal planes; therefore, recent methods
to improve these parameters are reviewed, along with state-of-the-art 3D-printed
structures based on SIW technology. In the field of microwave waveguide filters,
automation and machine learning approaches are becoming increasingly important
for design efficiency, and recent advancements in these areas are explored, with an
emphasis on how flexible manufacturing approaches such as 3D printing support
unconventional designs. For both fields, pixelization may lead to unconventional
solutions that could address the aforementioned limitations. Finally, for effective
microwave structure design, knowing the electromagnetic parameters is crucial, so
state-of-the-art methods for characterizing 3D-printed materials and their properties

are summarized.

1.1 Pixelated Microwave Structures

A pixelated structure can be thought of as one that is created by dividing the space
dedicated to the implementation of the structure into elements (which may or may
not be the same size) whose properties are independently controlled to achieve the
desired response. The simplest case is binary pixel structures where pixels can be
in two states. An example of a binary pixelated structure in the field of microwave
applications is a planar Printed Circuit Board (PCB) structure where the elements
may be in two states—either with or without copper (as shown in Fig. . When
each element is described by more than one bit, the structure becomes multi-state.
An example of a microwave multi-state pixelated structure is the pixelated dielectric
resonator antenna presented in [3], shown in Fig. Each pixel may have a height
in the range of 2 mm to 30 mm.

For example, in microwave antenna design, pixel structures have demonstrated
their versatility primarily in planar form. Works published in [4]-[6] showcase the
use of pixel structures in designing multiband and narrowband monopole planar

antennas. The proposed antennas exhibit high Bandwidth (BW) at dimensions



comparable to conventionally designed antennas and maintain good gain stability
over the entire operating BW. Another application of planar pixel structures is il-
lustrated in m where they are utilized for antenna miniaturization. The proposed
loop antenna, operating at 900 MHz, showed a remarkable 60% reduction in dimen-
sions. In [1], a planar pixelated structure is employed to reduce the mutual coupling
between two microstrip antennas. After applying the resonant structure, mutual
coupling between the antennas was significantly reduced. This serves as an example
of the significant advantages of pixelization approaches where properties can be im-
proved without adding any components or increasing dimensions, solely by applying
pixelation to the space between the antennas. The work presented in focuses
on a pixelated planar antenna tailored for Internet of Things (IoT) applications.
Instead of the common square geometry, cross-shaped pixels are used, providing ad-
vantages due to potential singularities at the cell corners. A microwave waveguide
filter based on pixelated planar inserts is presented in @H The optimization process

involves selectively turning pixels on (copper) and off (no copper) on the dielectric
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Fig. 1.1: Example of binary pixelated microwave structures in planar form. Adopted
from [1] and [2].

Fig. 1.2: Wideband circularly polarized dielectric resonator antenna composed of
8x8 dielectric square bars. Adopted from .



sheet resulting in three identical pixelated structures that provide the desired fil-
ter response. In the field of sensing applications, [10] presents a pixelated angular
displacement sensor. This sensor is realized as a planar complementary split-ring
resonator with an inner pixelated structure achieving a significant enhancement of
the sensor sensitivity.

Pixelated structures in non-planar forms were employed in [3] and [11]. The
work in [3] introduces a wideband circularly polarized pixelated Dielectric Resonator
Antenna (DRA), composed of 8x8 dielectric square bars (Fig. [[.2). The lengths of
these bars are optimized to achieve desired performance characteristics. A similar
strategy is applied in [11] for designing a linearly polarized DRA where the pixelated
structure is organized in a 13x13 grid. Both studies emphasize that the pixelated
structure enhances antenna performance, such as BW or gain while maintaining the
dimensions of conventional DRAs.

Many state-of-the-art works deal with optimization procedures for these struc-
tures. The optimization of pixel structures involves a key aspect. A flowchart of a
typical optimization process for pixelated microwave structures is shown in Fig. [1.3
In [12]-[14], the impact of individual components in the global optimization process
on the design of pixel antennas is thoroughly examined. The examined compo-
nents were the chosen optimization method, the selected criterion function, and the
parameters set for the Genetic Algorithm (GA). For the design of a phase-gradient
metasurface lens in [15], the GA is employed to optimize pixelated unit cells as
well. The lens matrix comprises seven cells each optimized for different transmis-
sion phases. The work in [16] introduces the utilization of a Multi-Objective Binary
Particle Swarm Optimization (MOBPSO) algorithm, a modification of Binary Par-
ticle Swarm Optimization (BPSO) based on Pareto dominance. This algorithm is
employed to optimize a dual-band planar antenna, and the authors emphasize its
ability to deliver satisfactory antenna performance with weak dependency on the
initial antenna geometry. In [2], a pixelated RF planar filter is presented. In this
study, a search algorithm named Direct Binary Search (DBS) was utilized for the
optimization of the pixelated structure. The principle of this algorithm involves flip-
ping a predefined number of pixels. After each flip, the pixelated structure undergoes
evaluation by the fitness function. If improvement is detected, the flipped pixels are
retained; conversely, if the fitness function worsens, the change is discarded.

In the realm of pixelated structure design, the integration of Artificial Intelli-
gence (AI) has also been explored. In [17], a planar pixelated dual-band antenna is
designed using Convolutional Neural Network (CNN) regression. It is noteworthy
that the training data for the CNN is based on a pixelated design derived from
another article with limited allowable changes, specifically in the filling of empty

pixels. The total number of geometries included in the training dataset was 5016.



In [18], a CNN is employed for designing a pixelated matching network for a power
amplifier. The authors mention that the CNN was trained on approximately 70,000
randomly generated geometries, a process that can be time-consuming especially
when a full-wave simulation is needed for geometry evaluation.

Recent work shows that pixelation can enhance the performance of microwave
structures. Pixelization is versatile and can be applied in various forms, from planar
to 3D structures. It often results in an unexpected shape, especially for structures
in limited or unexplored environments. Recent studies have demonstrated that
satisfactory designs can be achieved with low dependence on the initial structure,
allowing for the design of these structures without predefined templates. When
combined with 3D printing, this approach offers tremendous design variability. The

main goal of pixelization is to find a structure with the desired performance. As the
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Fig. 1.3: Typical flowchart of an evolutionary optimization process of pixelated
structures. Adopted from .



number of pixels increases, the number of possible structures grows exponentially,
necessitating an efficient optimization process. The most widely used algorithm in
this field is the GA which employs selection, crossover, and mutation procedures
during the optimization process. While this algorithm treats all bits with equal
importance, this can be inefficient for real pixel structures where some bits may
significantly affect the structure’s response more than others. Therefore, it would
be advantageous to develop an optimization process that considers the importance
of each bit during optimization. The mentioned DBS algorithm may be inefficient
for pixelated structures with a large number of pixels. This process is similar to
the Greedy algorithm which is effective at finding the global minimum, but requires
a large number of fitness function evaluations. This can be very time-consuming,
especially when full-wave simulation is necessary to evaluate the structure, making
its suitability for pixelization questionable. On the other hand, approaches using
CNN promise a fast optimization process, but the network needs to be trained,
which also requires a large number of evaluated combinations. For optimization,

some binary heuristic algorithms seem most appropriate.

1.2 Substrate Integrated Waveguide Horn Antennas

Substrate Integrated Waveguide SIW technology is an advanced technique that com-
bines the benefits of rectangular waveguides and planar transmission line structures.
SIW structures are created by embedding metallic via holes in a dielectric substrate
to form a waveguide. These via holes connect the top and bottom metallic layers,
effectively guiding the electromagnetic waves through the substrate in a manner sim-
ilar to conventional waveguides but within a planar form factor, as shown in Fig.[1.4]

This integration allows for the compact and low-cost realization of high-frequency

Vias

Fig. 1.4: Demonstration of Substrate Integrated Waveguide and its electric field

distribution.



components and systems. SIW technology offers several advantages including ease
of integration with other planar circuits and the potential for high performance
with reduced size and weight. Moreover, SIW structures exhibit low loss and good
shielding properties which are crucial for high-frequency applications.

Horn antennas are widely used in wireless applications due to their simple struc-
ture, high gain, efficiency, and wide BW. However, conventional waveguide-based
horn antennas suffer from large volume, heavy weight, and high fabrication costs.
Promising alternatives are SIW horn antennas. They are electrically similar to con-
ventional horn antennas based on rectangular waveguides, easily integrable with
planar circuits, and can be fabricated using a low-cost printed circuit board process.
Unfortunately, SIW horn antennas have a narrow BW, high levels of side and back
radiation lobes, and primarily unequal radiation patterns in the E- and H-planes
(Fig. [L.5)).

To enhance the performance of SIW horn antennas, various techniques can be
exploited. Higher gain and narrower beamwidth can be achieved by adding a di-
electric load in front of the antenna aperture [19]. By adjusting the shape of the
dielectric load or perforating it (Fig. , a higher gain can be achieved. Printed
metal periodic transitions on top and bottom of the load are also a feasible approach
to gain enhancement of SIW horn antennas . Periodic transitions for antenna
performance enhancement are also used in (Fig. [L.7). In [23], a combination of
microstrip transitions in front of the antenna aperture and metalized blind via holes
provide enhancements of antenna gain while reducing its longitudinal dimension.
Although all these approaches improve the radiation properties of SIW horn an-
tennas, such structures still provide unequal beamwidths in E- and H-planes. SIW
horn antennas with equal beamwidths in E- and H-planes were presented in [24]
and . Unfortunately, these structures are multi-layered devaluing the main ben-

efits of one-layer SIW horn antennas, such as easy manufacturing and a low profile

(Fig. [L.8).

Fig. 1.5: Typical radiation pattern of SIW horn antenna.
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Several works employ 3D printing for the manufacturing of structures based on
SIW. In , SIW components manufactured using 3D printing technology are
demonstrated for the first time. The letter presents a SIW cavity resonator and
interconnect with four E-plane bends, both manufactured using 3D printing tech-
nology. In [27), 3D-printed SIW filters with different infill factors are presented.
By changing the infill factor, the effective dielectric constant of the material may
be modified, even locally. In [28], the minimization of the insertion loss of the 3D-
printed SIW is investigated by using a non-uniform honeycomb-shaped substrate. A
microwave microfluidic sensor based on a SIW cavity manufactured using 3D print-
ing technology is presented in [29]. Another 3D-printed microfluidic sensor based on
a SIW structure with a cavity is presented in . The uniqueness of this work lies
in using a novel 3D print process that enables dielectric and conductive materials
to be printed simultaneously. In [31], a 3D-printed SIW horn antenna with applied

hard and soft walls to improve its directivity and front-to-back ratio is presented.

Fig. 1.6: SIW horn antenna with perforated dielectric load. Adopted from
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Fig. 1.7: SIW horn antenna loaded with tapered multistrip transition and dielectric
slab. Adopted from .
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(b)

Fig. 1.8: Photographs of the fabricated and assembled SIW horn antenna with equal
beamwidths in E- and H-planes. (a) Side view. (b) Perspective view. (c) Each
element before assemblage. Adopted from .

The authors mention that this antenna design is unable to be manufactured by con-
ventional machining methods. The authors used FDM 3D printing technology, and
the antenna was manufactured using very commonly used material PLA.

SIW horn antennas are a promising technology for future communication systems
since they can serve as directional antennas in planar form. Their performance may
be enhanced by using a proper dielectric load in front of the antenna aperture.
This leads us to the possible exploitation of 3D printing for these loads since the
technology can manufacture very complex dielectric structures. In the realm of
3D-printed SIW horn antennas, investigations seem to be at the beginning, leaving
much space to explore the possibilities. Moreover, the 3D printing industry is still
advancing, and new technologies will open new possibilities. For example, today
we are already encountering technologies that can produce entire PCBs using 3D
printing (Fig.[1.9), enabling the manufacture of PCBs integrated with SIW horn

antennas at once.

1.3 Microwave Waveguide Filters

Microwave filters are crucial for modern communication devices controlling the fre-
quency response of the system by providing transmission in the passband and atten-
uation in the stopband [33]. One class of microwave filters is waveguide filters. The
conventional design process consists of several steps : choosing a suitable approx-
imation for the filter specifications, synthesizing an equivalent circuit model, finding

its physical realization in the waveguide, and optimizing the filter to meet desired

12



responses. All these steps require specific experience from the designer (Fig. [1.10)).

In recent years, there has been a significant increase in papers dealing with arti-
ficial intelligence approaches for microwave filter design [34], aiming for some level
of automation. In , the design procedure directly optimizes the shape of the
waveguide filter using the shape deformation technique. In Fig. [I.11] the optimiza-
tion error per iteration and the starting and the deformed structure are shown.
However, predefined parameters for optimization, determining the number of cav-
ities inside the filter, are required. In and [37], topology optimization is used
for metallic microwave insert filters requiring the designer to define the number of
poles in some way.

Since artificial intelligence approaches may lead to unconventional and complex
structures, conventional manufacturing processes may be unsuitable. However,
additive manufacturing seems suitable for rapidly fabricating such structures. In
, Selective Laser Melting (SLM) metal 3D printing is employed to create a waveg-
uide filter based on cavity resonators. Similarly, in [35], SLM 3D printing is utilized

for the aforementioned shape-optimized filter. Both papers present waveguide filters

Human
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Re-Design

Fig. 1.10: General traditional design flow for microwave filters. Adopted from .
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for the K, band and demonstrate good agreement between the measured and sim-
ulated data. While SLM shows promise in K, band applications, surface roughness
might pose challenges at higher frequencies (Fig. . SLA 3D printing technology
can print precisely with good surface roughness. In and , authors presented
twisted waveguide filters for the K, band. Both structures serve polarization twist-
ing and filtering simultaneously. These structures couldn’t be manufactured using
conventional methods. Moreover, the filters are lightweight due to the polymer
material. Additionally, the work in [41] introduces a monolithic 3D-printed filter
with a twisted metal-insert bandpass design (Fig. . In , a SLA 3D-printed
waveguide filter for the W band is presented. The filter has a perforated construc-
tion with very tiny elements (0.5mm wide slots). The SLA 3D printing process

14
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Fig. 1.11: Optimization error per iteration step during the filter shape deformation
technique. Adopted from .
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Fig. 1.12: SLM 3D-printed waveguide filter (a) and its cross-section (b). Adopted

from .

14



provided precise structure resulting in good agreement with simulated data. A filter
for the X band based on spherical resonators is presented in . 3D printing en-
ables the manufacturing of a special topology of the filter. Measurements also show
very good agreement with simulated data. However, one limitation of these designs
lies in the necessity for metal plating. For microwave waveguide filters, FDM 3D
printing is also a viable choice. In , a customizable 3D-printed insert that can be
placed into a standard WR-90 waveguide to realize a waveguide filter is presented.
The plastic inserts were coated with nickel spray and electroplated with copper. A
relatively high insert loss was achieved, attributed to the surface roughness of the
3D-printed structure. A waveguide filter manufactured using FDM print technology
is presented in , manufactured in two pieces cut in the E-plane. The impact of
E-plane and H-plane cuts on the filter performance of 3D-printed waveguide filters
manufactured with FDM is examined in . The authors recommend manufactur-
ing filters separated in the E-plane, providing better and more consistent results.
As evident, all these designs require the metalization of the printed parts which may
also pose a challenge.

The current trend in microwave waveguide filter design is moving towards au-
tomation with a focus on achieving fully autonomous procedures. Artificial intel-
ligence approaches often result in unconventional and complex structures, necessi-
tating the use of 3D printing technology. Recent advancements demonstrate the
suitability of 3D printing for manufacturing microwave waveguide filters. However,
future investigations need to address challenges such as surface roughness in metal
3D printing technologies, metal coating of 3D-printed dielectric structures, and po-

tential dielectric losses in 3D-printed materials.

Fig. 1.13: Prototype of twist-component filter. Left image depicts prototype made
from translucent-green photo-polymer resin while center and right images depict

prototype with a base layer of copper aerosol-spray. Adopted from .

15



1.4 3D-Printed Materials and Their Characterization

For the design of microwave structures, it is essential to know the properties of the
used dielectric materials. Therefore, in the case of 3D-printed materials, a suitable
characterization process of electromagnetic properties is necessary. Thermoplastics
are the most commonly used materials for FDM 3D printing technology. Conse-
quently, the majority of published works focus on characterizing these materials.
Since thermoplastics are non-magnetic, only their complex permittivity is typically
considered in their characterization. The published results are summarized and
discussed in this section. The state-of-the-art results are listed in Table [L1l

In [47], the results of complex permittivity measurements of PLA in the DC-
18 GHz band are presented. For measurements, the Transmission-Reflection (TR)
method is used. This method is based on the measurement of the scattering pa-
rameters of a sample located in a sample holder. A piece of waveguide or a coaxial
line can be used as the sample holder (Fig. [I.14)). In [50], the TR method is used
and incorporated with an optimization process to minimize measurement error. The
algorithm finds the best €, that minimizes the mean squared error between the mea-
sured scattering parameters and the model based on Nicholson-Ross-Weir (NRW)

equations [55]. Measurements of a wide range of materials, some intended for 3D

Material & () & () fr(-) | 7 (5) | f(GHz) | Ref
PLA 2.75 0.041 ] ] 0-18 | [47] |
PLA 2.75 0.03 ; = | 0520 | 48]
PLA 2.75-2.93 | 0.033-0.045 | - . 40 | 48]
PLA 2.57 0.024 ; ~ | 3050 | 48]
PLA 2.74-3.05 | 0.039-0.051 | - : 60 | [48]
PLA 3.47 0.25 : : 0-10 | [49]

PLA cond. 6.81 3.36 ] ] 0-10 | [49] |

PLA mag. 3.65 0.68 ] ] 0-10 | [49] |
ABS 2.4 0.013 ] ~ [ 3050 |50] |
Porcelite 3.3 0.086 ] ~ | 5595 |51 |
Vorex 2.6 0.049 - ~ | 5595 |51 |

NinjaFLEX 2.95 0.177 - - 24 | [52] |

TW-CON175BK | 9.93-10.3 | 2.88-2.58 | 1 0 812 | [53] |

CopperFill 8 0.48 0.7 | 007 | 10 | |54 |

BrassFill 8.15 0.12 125 | 025 | 10 | [54] |

Tab. 1.1: Comparison of published values of complex relative permittivity and per-

meability of 3D-printed materials.
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printing, have been made in the 30-50 GHz band and presented in this work. The
TR method is very sensitive to the geometric accuracy of the measured samples. If
the material sample does not completely fill the sample holder cross-section, air gaps
are created around the sample which can lead to significant measurement errors.

In [48], the results of measurements of the complex permittivity of PLA in the
band 0.5-20 GHz are presented. For the characterization, a microstrip structure with
two coupled resonators is used. The complex permittivity of the material is extracted
using an optimization process. A numerical model of the structure is optimized, and
the difference between measured and simulated scattering parameters is used as a
fitness function. One disadvantage of this method lies in the necessity of applying
the optimization process during the extraction.

In [52], a flexible 3D-printed material "Ninja FLEX" is characterized using a
method that employs a planar circular resonator. The dielectric constant of the ma-
terial is extracted from the shift of the resonant frequency. The main disadvantage
of this method is that it is a narrowband measurement technique.

Composite materials designed for 3D printing, created by mixing thermoplas-
tic with suitable additives, may contain metallic additives. The determination of
complex permittivity and complex permeability of the materials measured in [53]
and [54] utilized the TR method. Measurement of parameters of ABS with carbon
additives intended for 3D printing is published in [53]. The material exhibits very
specific properties. In the X-band, the real part of permittivity is about 10 and

slightly decreases with increasing frequency. The addition of carbon increases the

0oag
god
0oao

VNA

MUT

X

Fig. 1.14: Transmission-Reflection measurement setup where a piece of waveguide

Calibration planes

is used as a sample holder.
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imaginary part of the permittivity, leading to dielectric losses of about 0.27. This
material is used to design a matched load in a rectangular waveguide in this work.
In [54], measurements at 10 GHz of two materials based on PLA with the addition
of metal powders are published. The measured materials are "CopperFill" with the
addition of copper powder and "BrassFill' with the addition of brass powder. For
"CopperFill," the extracted real part of permittivity is 8, the electric loss tangent
0.06, the real part of permeability 0.7, and the magnetic loss tangent 0.1. The
"BrassFill" material exhibits the real part of permittivity 8.15, the electric loss tan-
gent 0.015, the real part of permeability 1.25, and the magnetic loss tangent 0.2.
The behavior of the materials is explained by percolation phenomena in the mi-
crowave regime. The conductive particles tend to form clusters, which cause eddy
currents and therefore provide effective magnetic behavior with artificial effective
relative permeability.

Drawing from state-of-the-art findings, it becomes evident that the permittivity
of 3D-printed materials can exhibit variations even within the same material type. It
is plausible that materials sourced from different manufacturers might possess slight
compositional differences resulting in distinct electromagnetic properties. Addition-
ally, the color of a given material could introduce further variations. Consequently,
before delving into investigations of 3D-printed microwave structures, it becomes
imperative to employ a suitable process for the material characterization of the 3D-
printed materials. The TR method using NRW calculation seems a suitable solution
[56]. The procedure enables extraction of complex permittivity as well as complex
permeability. The method is adept at providing broadband measurements and is
applicable up to 100 GHz utilizing a designated waveguide as a sample holder. For

lower frequencies, coaxial lines can be employed.
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2 Objectives

The previous state-of-the-art chapter briefly summarized the potential of pixelated
structures in terms of microwave applications. A crucial aspect is an effective op-
timization procedure, where there seems to be room for the development of an
optimization algorithm that automatically accounts for the varying significance of
individual pixels. Pixelated structures may be promising for a wide range of SIW
horn antennas. The use of pixelated structures can lead to unconventional solu-
tions and help address certain limitations of SIW horn antennas such as unequal
radiation patterns in the principal planes. Since pixelated structures can provide
non-traditional solutions tailored to the desired parameters of the final design, they
are also promising in terms of automated design procedures for microwave struc-
tures such as waveguide filters. Based on these considerations, three objectives of
this dissertation thesis can be formulated.

As discussed in the last subchapter of the state-of-the-art section, the electro-
magnetic parameters of materials must be known in order to design microwave
structures. Since this dissertation focuses on 3D-printed microwave structures, the
first logical step is to determine the electromagnetic properties of the 3D-printed

materials. Therefore, the third chapter focuses on this topic.
Objective 1

Development of an Efficient Optimization Procedure for Pixelated

Structures.

As evident from state-of-the-art literature, pixelated structures hold significant
promise in the realm of microwave technology. They can significantly enhance per-
formance, reduce size, or mitigate undesired effects. When coupled with 3D printing,
a spatial realization of pixelated structures becomes feasible. As structures become
more complex, the need for an efficient optimization procedure becomes apparent.
Therefore, it is desirable to establish an efficient optimization algorithm suitable for

pixelated structures.
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Objective 2
Design Procedure for Pixelated SIW Horn Antennas.

Pixelated structures offer significant flexibility in the final shape. Utilizing a
dielectric load with a pixelated arrangement for SIW horn antennas holds unique
promise for antenna design. The structure can be implemented as a dielectric lattice
with each cell either filled or unfilled. By introducing an air inclusion into the filled
cell, its effective permittivity can be reduced [57] resulting in a pixelated structure
with multistate permittivity. From the state-of-the-art literature, it can be inferred
that one of the drawbacks of SIW horn antennas, namely unequal beam widths in
principal planes, has not been adequately addressed. Therefore, the focus of this

objective will be directed toward resolving this issue.
Objective 3

Automated Design Procedure for Waveguide Microwave Filters Based

on Pixelation Strategy.

Despite attempts presented in state-of-the-art works, a fully automated design
procedure for microwave waveguide filters has not yet been established. While pixe-
lation is capable of achieving structures with sufficient performance and weak depen-
dence on the initial state the design of a waveguide filter starting from a non-resonant
structure could be feasible. This would open up the possibility of a fully automated

design procedure based only on the given space and the desired filter response.
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3 3D-Printed Material Characterization

For the design of microwave structures, the electromagnetic properties of the ma-
terials must be known. Materials for additive manufacturing can be divided into
two main categories: homogeneous materials and composite materials consisting
of two or more different components. Focusing on the most commonly used 3D-
printing technology, FDM, the homogeneous materials are classical thermoplastics
such as PLA or ABS. In contrast, heterogeneous materials are thermoplastics with
added inclusions. On the market, one can find materials mixed with metal dust
(e.g., [58] or [59]), carbon fibers, or cork. These materials are primarily designed
to create 3D-printed products that resemble wood, copper, and other textures or to
add additional functionality to the material, e.g., to make it electrically conductive,
thermally conductive, or magnetically responsive. Obviously, these inclusions can
affect the electromagnetic properties of the materials.

In the first subchapter, the characterization of a set of common thermoplastic
materials is presented. A Transmission-Reflection (TR) method was used for this
characterization. This method is based on measuring the transmission and reflec-
tion of a Material Under Test (MUT) located in a sample holder (typically a piece
of coaxial line or waveguide). Since thermoplastics are non-magnetic, only complex
permittivity is determined for those materials. In the second subchapter, the same
method is applied to characterize composite 3D-printed materials. For materials
with conductive inclusions, it was observed that the inclusions also affect magnetic
properties if they are made of ferromagnetic or ferrimagnetic materials. Therefore,
the complex permeability has to be included in the parameter extraction process.
Unfortunately, the characterization of 3D-printed composite materials poses signif-

icant challenges, and the method used was found to be unsuitable for this purpose.

3.1 Homogeneous Thermoplastic Materials

In this subchapter, the measurement of the complex permittivity of common mate-
rials used in FDM, such as ABS, PLA, Polyethylene Terephthalate (PET), and the
less common XT co-polyester [60], is presented. The results were published in the
conference paper [JZ61]. The measurements were performed in the frequency range
from 1 to 10 GHz. For the measurement, the TR method was employed [55], which
is based on measuring the scattering parameters of a sample placed in a sample
holder using a Vector Network Analyzer (VNA).

To extract the complex permittivity, an iterative procedure described in [62] was
used. The equations were simplified for the case where the measurement is conducted

in a coaxial line (A, — oc0) and the materials under investigation are non-magnetic
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(ur =1). The complex relative permittivity
e =¢el — jel (3.1)
can be obtained by solving the following equation:

22 -T2

551512 — S11522 = exp [(—270) (Lair — L)] 1= o2

(3.2)

where S51572 — 511992 is the determinant of the scattering matrix. The propagation

constant in air, vy, can be obtained by:

W
c

Yo =7, (33)

where w is the angular frequency, ¢ is the speed of light in air, and L., and L
are the lengths of the sample holder and the measured sample, respectively. The

transmission coefficient z is calculated as:
z =exp(—~L), (3.4)

where the propagation constant in the measured material, v, is given by:

y=13 T, (3.5)
The reflection coefficient I' is obtained by:

c 1
< /L _q

[=2eres (3.6)

c 1 1 ’
clap V € +

In this equation, ¢, is the speed of light in the laboratory environment. This

procedure is independent of the position of the sample in the sample holder. The
real and imaginary parts of the complex relative permittivity must be iteratively
determined for each frequency point.

An N-type male coaxial adapter with an air dielectric was used as the sample
holder, as shown in Fig.[3.1al The samples for measurement were fabricated using a
Prusa 3D printer (Fig. which operates based on the FDM 3D printing technique
with a nozzle diameter of 0.4 mm. The samples were printed using a concentric ring
pattern and a 100% infill factor. Each sample had an outer diameter of 7 mm and an
inner diameter of 3 mm. The printing process was fine-tuned to ensure the samples
fit precisely into the coaxial adapter which is crucial for accurate measurements.

The ABS material is a tough and heat-resistant thermoplastic polymer, typically
printed at a nozzle temperature of 255 °C. However, it has some drawbacks, such as
lower printing resolution and sensitivity to room temperature variations. PET, the

most commonly used thermoplastic polymer, offers durability and excellent layer
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ABS XT PLA Corkfill PET

(a) (b)

Fig. 3.1: (a) Prepared material samples of 3D-printed homogeneous thermoplastic
materials and the sample holder. (b) Prusa i3 MK2 3D printer.
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Fig. 3.2: Measured results of (a) real part of complex relative permittivity and
(b) imaginary part of complex relative permittivity for 3D-printed homogeneous
thermoplastic materials.

adhesion, with a recommended printing temperature of 240 °C. The PLA material
is highly user-friendly due to its low printing temperature of 215 °C, but it has low
heat resistance. Lastly, XT co-polyester is more durable and heat-resistant than
PLA, with a printing temperature range of 240-260 °C and excellent layer adhesion.

The measured results are presented in Fig. [3.2, The real part of the relative
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Complex relative permittivity Ref.

Material Real part (-) Imaginary part (-) frequency
This work  Referenced  This work Referenced range (GHz)
ABS 2.6 2.4 [50. 0.014 0.0132 [50) 30 to 50
2.8 [63] 0.0252 63 2 to 20
PET 2.87 0.024
PLA 2.71 2.75 [47] 0.017 0.041 [47 DC to 18
2.57-2.72 |50 0.024-0.027 50 30 to 50
2.75 [48] 0 0348 2 to 20
XT 291 0.017

Tab. 3.1: Comparison of measured materials with published values.

permittivity for the tested materials ranges from 2.55 to 2.95. The ABS material
exhibited the lowest values of the real part, approximately 2.6, as well as the lowest
imaginary part values. In contrast, the XT co-polyester material showed the high-
est real part values, approximately 2.91. The measurement method proved to be
stable, and the obtained results align well with state-of-the-art findings. Tab.
provides a comparison of the measured results with published data. As is obvious,
the values of the complex permittivity for the same materials may slightly differ.
This is caused by variations in polymer composition, manufacturing tolerances, and
differences in printing parameters such as temperature, layer orientation, or infill
density. Even environmental factors like humidity absorption or thermal aging can
further influence the material properties over time. This highlights the importance
of characterizing materials directly before using them in the design of 3D-printed

microwave structures.

3.2 Composite Materials

In this subchapter, the results and conclusions from measurements of 3D-printed
composite materials are presented. Two materials, Copperfill [58] and Steelfill [59)],
made by Colorfabb, are based on a blend of PLA with Polyhydroxyalkanoate (PHA)
and an admixture of copper and steel powder, respectively. Note that these materials
were developed for printing parts with a metallic-like surface. However, the metallic
admixtures in these materials influence their dielectric and magnetic properties.
For the measurement of complex permittivity and permeability, the TR method
was used. For the extraction, an explicit solution adopted from [56] was applied.

This solution fails if the sample length is a multiple of one-half wavelength within
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the sample caused by resonant effects and phase ambiguity in the calculation. Con-
sequently, the method must be extended to address this problem. One approach is
based on measuring two samples with different lengths and selecting valid values,
excluding ranges where the sample length is a multiple of half the wavelength. An-
other approach involves measuring a relatively long sample and interpolating regions
where the solution fails. A further method relies on measuring a thin sample at fre-
quencies below its first resonance. This requires selecting an optimal sample length
for the frequency band of interest, ensuring the sample’s first resonance is above
this band. However, the sample should also be as long as possible to improve mea-
surement accuracy. Thin samples degrade accuracy, particularly in the imaginary
parts of the complex relative permittivity and permeability. The explicit solution’s
advantage is that extraction is performed directly from the measured data.

The relative complex permeability of the material

py =t — jpiy (3.7)
can be obtained by
1419 1 .
= — (InZ +2 3.8
it =~ (nZ+ 2njn). (33)

and the relative complex permittivity
e =¢el — jel (3.9)

can be expressed as

2
. {(iﬁ) —&=(nZ+ omjn)’
e = . . (3.10)
Hoy

Em‘o

In these equations, 7y is the propagation constant, A. is the cutoff wavelength of the
sample holder, L is the sample length, ¢ is the speed of light, and w is the angular
frequency. The correct value of n can be determined using group delay comparison
as described in the NRW technique [56] or by the thin sample approach discussed

earlier. The transmission and reflection constants Z and I'y are defined as:

x— 72

Iy = — ) ——— A1
> i1 (3.11)

T+ 1 z+1)°
7=t () (12

where

xr = (521512 - 511522) €xXp [ZVO(Lm'r - L)] ) (3'13)
y=(2222) exp ho(Lae — 1), (3.1)
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and the propagation constant in vacuum is defined as

vl -G

In equations [3.13] and [3.14] S}, Si2, Sa1, and Say represent the measured scattering
parameters, and L,;,. is the length of the empty sample holder.

The samples were prepared in the same way as in the case of the homogeneous
thermoplastic materials. The samples were also fabricated using the Prusa 3D
printer with the 0.4 mm nozzle using the concentric ring print style with the 100%
infill factor. A set of samples was made with lengths of 1, 2, 3, and 4 mm. The
ideal length of the samples was determined as described above. The scattering pa-
rameters of the samples, once inserted into the sample holder, were measured, and
the first resonances, which indicate half of the wavelength in the measured mate-
rials, were determined. The ideal length of the samples was 2 mm, which enabled
the extraction of the complex permittivity and permeability up to 10 GHz. The
extracted parameters are shown in Fig. [3.3] Measurements were also conducted in
waveguides R100 and R70 to compare the results. A set of samples (2 mm, 3 mm,
and 4 mm for R100; 2 mm, 4 mm, and 6 mm for R70) was manufactured as in
the previous case to fit the cross-section of the waveguides precisely. The extracted
results for the real parts of the measurements conducted in the waveguides com-
pared with the results obtained from coaxial measurements are shown in Fig.
and Fig.|3.5. The results are shown only for the Copperfill material to demonstrate
the behavior of the composite materials with metal inclusion. A similar behavior
was also observed for the Steelfill material. It can be seen in Fig. [3.4] the results
of the real part of the complex relative permittivity vary between the samples. On
the other hand, the results for the real part of the complex relative permeability
appear quite stable across the waveguide measurements. The measured results of
the Copperfill material were also published in [54] where the Copperfill material was
used for manufacturing a frequency-selective surface. The obtained values are €, = 8
and ;/T = 0.7 at 10 GHz, using the same measurement method, which is compara-
ble with the results presented in this work. The authors also mentioned that they
performed the measurements several times, and the measured results mostly fit best
for the same thickness of the samples (and also for the thickness of the final FSS
structures). Based on these observations, it appears that measurements of compos-
ite materials should be carried out on samples that are as close as possible to the

intended application.
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Fig. 3.3: Measured results of (a) real part of complex relative permittivity, (b)
imaginary part of complex relative permittivity, (c¢) real part of complex relative
permeability, and (d) imaginary part of complex relative permeability for measured

3D-printed composite materials.
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Fig. 3.4: Measured results of real part of complex relative permittivity of 3D-printed
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3.3 Summary

In this chapter, a suitable method for the characterization of homogeneous ther-
moplastic materials was adopted and used to measure a set of materials commonly
used for FDM 3D printing. The results of the measurements in a coaxial adapter
up to 10 GHz were presented in the conference paper [JZ61]. As the next step, the
characterization of 3D-printed composite materials was also examined. Since the
results obtained from measurements conducted with a coaxial adapter as a sample
holder were unstable, measurements using waveguides as sample holders were ad-
ditionally performed. The results varied for different sample thicknesses which was
consistent with the conclusions presented in [54]. Thus, it was concluded that the
measurement of 3D-printed composite materials needs to be tailored to the target
application. The findings and results will be used further in this dissertation.
While practical applications show slight discrepancies in the electromagnetic pa-
rameters of homogeneous thermoplastic materials, future work may focus on the
influence of printing profiles and sample orientation during measurement. In the
printing process, the first and last few layers can introduce inhomogeneities, po-
tentially affecting the measured parameters of composite material samples with dif-
ferent lengths. Mechanically removing these outer layers may standardize results
across samples of various lengths. Alternatively, using a very long sample may help
mitigate the influence of these outer layers. These approaches may be subjects for

further investigation.
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4 Binary Ink Stamp Optimization

In this chapter, a novel heuristic algorithm called Binary Ink Stamp Optimization
(BISO) is described. This algorithm is developed specifically for optimizing binary
patterns. The key feature of BISO is its ability to reflect the significance of individual
bits during optimization. BISO was introduced in the paper [JZ64].

In the first subchapter, the basic principle of the algorithm is presented, and its
specific optimization steps are described. Then, the algoritm’s behavior during the
optimization and influence of the main parameters to the algorithm’s convergency
are discussed. In the final subchapter, BISO is tested on 15 benchmark functions
and the results are compared with six other binary optimization algorithms. The

development of this algorithm is related to the Objective 1 of this thesis.

4.1 Algorithm Description

In state-of-the-art works, Genetic Algorithm (GA) is predominantly used as an
optimization tool for pixelated antenna structures. GA updates a binary vector
using selection, crossover, and mutation procedures [65]. During the optimization
process, each bit is given equal significance. However, in real-world applications
of binary patterns, certain pixels may have a greater influence on the properties
of the structure. In response to this, an evolutionary optimization approach for
binary patterns is proposed. BISO reflects the significance of the bits during the
optimization process providing a key advantage over other algorithms in terms of
optimizing binary patterns.

BISO is a heuristic optimization algorithm designed for binary problems. It draws
inspiration from stamps with varying ink saturation. Each stamp corresponds to
a previously generated individual with its ink saturation determined by its fitness
value. The next generation is determined based on a probability matrix which can
be visualized as an imprint of all stamps overlaying each other. Darker positions
indicate a higher probability of generating a "1" while brighter positions favor the
generation of '0" (Fig. .1

The general steps of BISO are depicted in the flow chart in Fig.
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The following parameters has to be set at the start of the optimization run:

e Npop — the number of individuals in each iteration,

e Nelit — the number of selected elitist individuals,

e Niter — the maximal number of iterations,

e probMin — the minimal probability of generating “1” in the next iteration,

e probMinRST — the minimal probability of generating “1” in the next iteration
when the algorithm gets stuck in a local extreme and the reset routine is
activated,

o rstCoeff — the criteria for activation of the reset routine,

o sigCoeff — the steepness of the sigmoid function.

At the start, an initial population is randomly generated as a binary matrix of
size Npopx Ndim where Ndim is the number of optimized variables. The rows in
this matrix correspond to the individuals of the first population. After the fitness
evaluation, individuals are sorted according to their value. A set of individuals with
a better rank in the ordered set is selected. At this point, the mean Hamming
distance between these elite individuals is determined divided by Ndim and com-
pared with rstCoeff. This part is designed to prevent the algorithm from being stuck
in a local minimum. The decreasing Hamming distance between elite individuals
indicates that the sub-region of the domain space has been exhaustively explored
and the algorithm has reached a local minimum. In the next step, the probability
matrix is determined. To simplify the implementation, the matrix is transformed
into a vector. The vector is defined as a weighted sum of components according to
the best individuals:

1
o , 4.1
Vel = N 2wk it Blite(k,d) = 0 Y

1 Nelit{ [1—w(k)] if Elite(k,q)

where 7 is the index of the variable, Elite is the matrix of the elite individuals, &k
is the index of the individual in Elite, and w denotes the weight of an individual

according to the sigmoid function:

0.5 — 2probMin
1+ expl——+—=f(k) — sigCoef f x meanE]’

meank

w(k) = probMin + (4.2)

where meank is the mean fitness value of the current elite individuals, and f denotes
the fitness value. The range of the sigmoid function 4.2|is from probMin (specified by
the user) to 0.5 — probMin. These two values determine the minimum and maximum
probability of generating “1”. The probMin parameter significantly influences the
convergence rate of the algorithm. For high values of the parameter (probMin > 0.1),

the convergence rate is low, and achieving an optimum requires a high number
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of iterations. However, for low values of the parameter, the algorithm strongly
converges toward the nearest minimum. For this purpose, the so-called “reset”
routine is implemented. If the Hamming distance between the elite individuals of
one population is below Ndim xrstCoeff, the value of the parameter probMin is set to
probMinRST. In the case that the value of probMinRST is 0.5, the next population
is generated randomly.

The new population is generated according to the following equation in every

iteration:

1 if rand < probVect(i)

. o\ (4.3)
0 if rand > probVect(i)

newPop(j,i) = {

where j € {1,2, ..., Npop}.

4.2 Algorithm Behaviour

This subchapter shows the influence of the algorithm’s settings on its convergence
during optimization. A typical algorithm convergence is shown in Fig. The
red curve corresponds to the fitness value of the best individual found so far and
the blue curve corresponds to the mean fitness values of the elite individuals in the
current generation. The peaks visible in the mean value of the elite individuals are
caused by the reset routine, which introduces a much higher degree of randomness

into the next generation once its activation criterion is met (to be discussed later).
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Fig. 4.3: Example of convergence of BISO algorithm over fitness function runs.
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By adjusting the algorithm’s parameters, it is possible to balance between its
ability for exploration and exploitation. In practice, it is advantageous to understand
the complexity of the problem being optimized as this allows the algorithm’s settings
to be better tailored.

Sample runs of the algorithm with different settings were performed to demon-
strate its behavior and convergence. The parameters chosen to illustrate the algo-
rithm’s behavior are those that strongly influence its performance and are unique
to this algorithm. These parameters are minProb, minProbRST, and rstCoef f.
The fpo test function (described in Tab. with a dimension of 100 was used for
the sample runs. The default settings of the algorithm are shown in Tab.

The minProb parameter, which describes the minimum probability of generating
a logic 1, was set to 0.005, 0.01, 0.02, and 0.03. The test runs are shown in Fig. [£.4]
In general, this parameter mainly influences the frequency of reset routines. A lower
value of this parameter results in faster convergence to a local minimum. If the
minProb parameter is set too low, there may be insufficient exploration of subareas
as the algorithm can easily get stuck in a nearby minimum. On the other hand,
setting it to a higher value leads to an overly extensive search of the subregion
which may slow down the overall convergence of the algorithm. For relatively high
values, the individuals in each new generation are formed with such a degree of
randomness that the reset routine condition is very unlikely to be met as can be
seen in Fig. Thus, it is generally preferable to set the minProb parameter to
a lower value. Unless the behavior of the optimization problem is well understood,
the value should not exceed 0.01.

The minProbRST parameter is identical in principle to the previous parame-
ter: it specifies the minimum probability of generating a logical 1. However, the
minProbRST parameter is applied only if the condition for the algorithm’s reset
routine is met. If its value is 0.5, the next generation is generated completely ran-
domly resulting in a true reset of the algorithm run. The test runs were conducted for
minProbRST values of 0.1, 0.2, 0.3, and 0.5 (Fig. . If its value is lower than 0.5,

the next generation still contains some information about the previous generations,

Parameter Value Parameter Value

Nelit 5 minProb 0.01
Niter 200 minProbRST 0.5
Npop 50 stgCoef f 10

rstCoef f 0.01

Tab. 4.1: Basic parameter settings for BISO algorithm for the test runs.
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but it is generated with much higher randomness. This can be advantageous if the
optimization problem contains some very significant bits that strongly influence the
behavior of the optimized function. The fingerprint of these bits will still be present
to some extent in the next generation, so the algorithm does not need to "detect"
the significance of these bits again. The function chosen for the demonstration runs
is an example of this type of problem. This function contains several significant bits

that determine the parameters of a sine function which is used to modulate the rest
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Fig. 4.4: Convergence examples of BISO algorithm with minProb set to (a) 0.005,
(b) 0.01, (c¢) 0.02, and (d) 0.03. Red curve represents fitness value of the best
individual so far, and blue curve represents mean fitness value of elite individuals in

current iteration.
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of the bits. The sum of the modulated bits is then the output of the test function.
Thus, it is more convenient to use a value for minProbRST less than 0.5 for this
type of function. On the other hand, if the optimized problem contains very steep
local extremes setting a lower value may make it more difficult for the algorithm to
leave the region of this extreme. Therefore, in general, it can be recommended to
set the minProbRST parameter to 0.5. This ensures that the algorithm will not

get stuck in a local extreme when a reset routine occurs.
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Fig. 4.5: Convergence examples of BISO algorithm with minProbRST set to (a)
0.1, (b) 0.2, (c) 0.3, and (d) 0.5. Red curve represents fitness value of the best
individual so far, and blue curve represents mean fitness value of elite individuals in

current iteration.
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The parameter rstCoef f specifies the condition for applying the reset routine
of the algorithm. Test runs for rstCoef f values of 0.005, 0.01, 0.02, and 0.03 are
shown in Fig. [£.6] If the mean Hamming distance between the individuals in the
elite group (divided by the dimension of the optimization problem) is less than
rstCoef f, the reset routine is invoked. Thus, this parameter indicates the depth to
which the current subregion is searched. If it is set to a lower value, the individuals

in the elite group must be very close to each other which suggests they are also close
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to the local minimum. If the parameter is set to a higher value, the algorithm is
less likely to reach a local minimum. On the other hand, a higher value allows the
algorithm to leave the subregion faster and explore a larger part of the state space
in fewer generations. In general, it is recommended to set the parameter to 0.01.
However, for less computationally expensive problems, it is possible to set the value

even lower to ensure a higher probability of finding true local minima.

4.3 Benchmark Results

BISO was tested on 15 benchmark functions with binary variables and compared
with 6 other binary optimization algorithms. Most of the benchmark functions
(f1-f13) were adopted from [66]. The selected benchmark functions can be divided
into two categories: unimodal (f;-f7) and multimodal (f7-f13) functions. The uni-
modal functions are useful for examining the convergence rate of optimization al-
gorithms while the multimodal functions benchmark the ability of algorithms to
avoid local minima. Another two test problems (fy, fi2) were proposed to mea-
sure the Hamming distance and weighted Hamming distance between the current
individual and the goal vector, respectively. Definitions of the benchmark func-
tions are listed in Tab. [£.2l The state-of-the-art algorithms for comparison were
Binary Particle Swarm Optimization (BPSO) [67], Genetic Algorithm (GA) [65],
Binary Covariance Matrix Adaptation Evolution Strategy (BCMAES) [68], Binary
Bat Algorithm (BBA) [66], Binary Dragonfly Algorithm (BDA) [69], and Multi-
Verse Optimization (MVO) [70]. The algorithms were tested with four different
dimensions (Ndim = {30,120,300,900}) for each function. Please note that the
results are averaged over 100 independent optimization runs. The obtained results
are graphically illustrated in Fig. and summarized in appendix (Tab. .

From the results, it can be concluded that BCMAES provides the worst results in
most cases. In some instances, MVO has achieved good results, but overall, poorer
performance prevails. BPSO performed well for a lower number of dimensions but
was not always effective for higher-dimensional cases. Similarly, BDA yielded worse
results in some cases with a larger number of dimensions. BISO, GA, and BBA were
the most efficient; however, BBA significantly underperformed in a few cases (e.g.,
fs and fi; for Ndim = 900). BISO and GA consistently achieved very good results
across all tested functions and dimensions. In direct comparison, BISO outperformed

GA in most cases.
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Symbol Function Range Fopt
N
h fi=>a (=100,100) 0
Z]:Vl N
f fo="|wi| + I | (—10, 10) 0
=1 i=1
N i—1 2
E f=> 1>z (—100,100) 0
i=1 \j=1
fa fa=maz; {|z;],1 <i < N} (—100,100) 0
N 2
fs fs=> {100 <$i+1 - 172) + (2 — 1)2} (—30,30) 0
=1
N
f fo=>(z:+05) (=100,100) 0
z]:vl
fr fo=>" iz} (—1.28,1.28) 0
i=1
N
fs fs = —a;sin (\/|T|> (—500,500)  -418.983x N
=1
N
fo fo=3" [#1 = 10cos (27;) + 10] (=5.12,5.12) 0
i=1
1 & 1Y
f1o fio=—20exp [ —0.2 N > a?| —exp [N > cos (27TIZ-):| +20+e (—32,32) 0
=1 =1
1 N ) N T
= — o — = 1 —600, 600 0
Ju =500 ;% ECOS (ﬂ) + ( ,600)
o iz2\ 17"
fi2 fiz == sin (z;) [sin (—‘)} ,m =10 (0, ) -1.801%*
i=1 ™
N N N
Jis fis = { [Z sin’ ('ch)} —exp <— xf) } exp [— > sin® (Mﬂ (—10,10) -1
i—1 i=1 i=1
N
fbl fbl = Z |lz - xi,goal‘ <07 ].> 0
=1
fb2 fb2 = Z $ZA SiHQE (ﬂ> - xi,qoalAqoal Sin2EgM'l ﬂ <O* 1> 0
i=16 P ' ' Pyoar
10
A=1+ —O z; 271
2 =1
Nbi 1 10
[N PR St
2 2=

*Global minimum for N = 2, global minima for N = {8,20,60} are published in [71]

Tab. 4.2: Benchmark functions used for evaluation of BISO algorithm.
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4.4 Summary

This chapter introduced a novel heuristic algorithm, the BISO, designed to optimize
binary patterns with a unique focus on incorporating the significance of individual
bits during optimization. The algorithm’s principle, inspired by varying ink satura-
tions of stamps, allows for a probabilistic representation of solutions that dynami-
cally evolves with fitness-based feedback. The detailed steps of the algorithm were
described including its initialization, probability matrix formulation, and the reset
routine to mitigate premature convergence.

The behavior of BISO was analyzed in relation to its key parameters, such as
minProb, minProbRST, and rstCoef f, which significantly influence the balance
between exploration and exploitation. Sample runs demonstrated how parameter
tuning impacts convergence and highlighted strategies for setting these parameters
based on problem complexity and computational constraints.

Finally, benchmark tests on 15 functions showcased BISO’s robustness and effi-
ciency compared to six state-of-the-art binary optimization algorithms. The results
indicate that BISO consistently performs well across various problem types par-
ticularly excelling in high-dimensional and multimodal optimization tasks. This
establishes BISO as a competitive and effective method for binary optimization
challenges.

Future research may focus on further improving the adaptability and efficiency
of the BISO algorithm. Enhancements could include dynamic parameter tuning
mechanisms to balance exploration and exploitation during runtime. Exploring hy-
bridization opportunities by combining BISO with other optimization strategies,
such as metaheuristics or machine learning, may also lead to significant improve-
ments in performance for complex optimization scenarios.

In the following chapters of this dissertation, the algorithm will be applied in the
design of real microwave devices. Specifically, it will be used for the optimization of
SIW horn antennas loaded with a pixelated structure where this structure will be
optimized using the BISO algorithm to achieve the desired parameters. In Chapter
6, the algorithm will be utilized for the development of an automated procedure
for the design of microwave filters. BISO, as a tool for searching the optimal pixel

arrangement to meet the required specifications, will form the core of this procedure.
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5 Pixelated SIW Horn Antennas

In this chapter, a procedure for the design of pixelated SIW horn antennas based
on BISO algorithm is proposed. The procedure is exploited for the design of three
pixelated SIW horn antennas with almost equal Half Power Beam Width (HPBW)
in principal planes. The first two antennas radiate linearly and circularly polarized
wave and are based on two (binary) stage pixelization strategy |JZ64]. On the other
hand, the last antenna radiating a circularly polarized wave is based on a four-stage
pixelization strategy [JZ72]. Thank to that multistage strategy the designed antenna
exhibits better radiation performance and has smaller dimensions than the antenna
based on two stage strategy |JZ64]. All three presented antennas are designed for the
24 GHz Industrial, Scientific, and Medical (ISM) band. The results of this chapter
are related to the Objective 2 of this thesis.

5.1 Design Procedure Description

This subchapter outlines the proposed procedure for designing pixelated SIW horn
antennas. The procedure can be divided into the following main steps:

« Base SIW Horn Antenna Definition

First, a base SIW horn antenna is defined. This antenna should meet the required
dimensional and operational frequency specifications. The initial dimensions can be
obtained using design graphs for conventional H-plane sectoral horn antennas [73]
or through a simple parametric sweep using numerical simulations. While it is
advantageous to start with a design that achieves maximum directivity within the
specified size constraints this is not strictly necessary.

e Definition of Pixelization Strategy

Next, the pixelization strategy is defined. The pixel structure in the form of
a dielectric load can be placed in front of the antenna aperture. A rectangular
shape can be described by a binary matrix based on the chosen dimensions of the
individual pixels and the overall dimensions of the pixel structure. A more advanced
approach involves embedding a nested pixel structure within the antenna funnel as
demonstrated in the designs presented later in this chapter. At this stage, the
manufacturing process should also be considered. For example, 3D printing allows
complex pixel shapes whereas conventional fabrication techniques typically limit
pixels to circular holes.

e Fitness Function Definition

A fitness function based on the Euclidean distance in terms of the observed
antenna parameters from an ideal solution is then established. This ideal solution

reflects the desired antenna performance—such as a target radiation pattern, gain,
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sidelobe level, etc. Each contributing metric is assigned a weight and deviations are
penalized proportionally in the fitness score.

e Optimization Process

During the optimization process, each design candidate is evaluated using full-
wave numerical simulation to extract its characteristics. To reduce computation
time, the SIW structure can be simplified by replacing vias with continuous vertical
metallic walls which approximate the wave confinement behavior with significantly
fewer mesh elements. Applying symmetry planes during the analysis can also help
significantly.

e Antenna Finalization

After the optimization, the best-performing pixel configuration is translated into
a complete SIW horn structure. This includes reconstructing the SIW sidewalls
using metallized via holes and ensuring compatibility with the chosen fabrication
process. The input transition to the SIW must also be addressed which may involve
a microstrip-to-SIW taper, coaxial probe, or a waveguide port depending on the

application and signal source.

The following subchapters demonstrate the application of this procedure to the
design of three pixelated SIW horn antennas with equal HPBW in the principal
planes. While this requirement is relatively uncommon for this class of antennas,
as highlighted in the state-of-the-art chapter, the versatility of the BISO algorithm

allows it to effectively address such design constraints.

5.2 Pixelated LP SIW Horn Antenna

In this subchapter, the BISO algorithm is utilized to design a Linearly Polarized (LP)
SIW horn antenna with nearly equal beamwidths for the 24 GHz ISM frequency
band. A conventional SIW horn antenna is employed to achieve this objective. The
dimensions of the antenna are optimized for maximal directivity. The antenna is
depicted in Fig. [5.1al The normalized radiation patterns of the simplified version
(where the vias are replaced with solid walls) of the SIW horn antenna are shown
in Fig. .10l The E- and H-plane beamwidths of the antenna are 138.6° and 25.6°,
respectively. The antenna provides a gain of 8.2 dBi (please note that the losses of
the substrate were not considered). The antenna is designed for a substrate with a
thickness of 3.3 mm and a relative permittivity of 2.75.

The pixelated LP SIW horn antenna is designed to achieve equal HPBW in the E-
and H-planes of the radiation pattern with an emphasis on Side Lobes Level (SLL)
reduction. The antenna is axially symmetrical, as shown in Fig. The pixelization

is applied over a grid intersected with the body of the antenna. Cells assigned with
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Fig. 5.1: (a) A simplified model of conventional SIW horn antenna, where vertical
solid walls are used instead of vias (a1 = 24 mm, ayay = 5.8 mm, l; = 31.5 mm,
lyay = 5.8 mm). (b) Normalized simulated radiation patterns of the simplified SIW
horn antenna at 24 GHz. HPBW is indicated by vertical dotted lines.

“17 are filled with substrate material, and cells with “0” are filled with air. The pixel
grid geometry is controlled using parameters [.1-l., which are integer multiples of the
side length of the pixels and therefore refer to the number of pixels in the columns.
Bits of the optimized pattern that are outside the grid become so-called dummy
pixels because these positions are defined as filled with the substrate material and
covered by a metal layer. After several trials, it was observed that the shape of the
grid can be roughly approximated with a parabolic shape; therefore, some of the
pixels are allocated to determine the parameters l.i-l; (these pixels are highlighted
in blue in Fig. . This approach helps to reduce the number of pixels. The
variable [.; is used to determine the length of the edge metallization.

The total number of pixels in the optimized pattern is 6 x 28. The fitness function
is defined as the Euclidean distance from the optimal solution using normalized

components. The fitness function f is specified as follows:

f= \/f5112+fHPBW2+fSLL2+fG2, (5.1)

where fs11, fapew, fsrr, and fg are the normalized components corresponding
to all considered antenna parameters. All components (except fyppw) are defined
within the range of 0 to 1. A value of 1 indicates that the parameter meets only
the minimum required value or worse while a value of 0 means that the parameter
meets or exceeds an excellent threshold chosen to be marginally realistic for the

given configuration.
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The reflection coefficient component fg1; is defined to have a value of zero when
the reflection coefficient is -15 dB. For any higher (i.e., worse) value the component
increases above zero. The fyppw component, representing the difference between
HPBW in the E- and H-planes, is defined as the HPBW difference divided by 10. As
a result, this component can exceed 1 and therefore has the most significant impact
on the overall fitness.

For the SLL component fsrr, the approximate maximum achievable value was
first estimated to be 14 dBi. Based on this, two threshold values are chosen: 8 dBi
(the minimum acceptable value for design) and 20 dBi (providing margin in case
the maximum estimate was too low). The component value is then calculated as
a linear function between these thresholds. Any SLL less than 8 dBi is rated as 1,
and any greater than 20 dBi is rated as 0.

The gain component fs is defined analogously. The estimated maximum gain
was 11.5 dBi, with a lower limit of 8 dBi and an upper limit of 15 dBi.

Fig. 5.2: Simplified model of the proposed pixelated LP SIW horn antenna.
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Parameter Value Parameter Value

Nelit 5 minProb 0.01
Niter 250 minProbRST 0.5
Npop 25 sigCoef f 10

rstCoef f 0.01

Tab. 5.1: Parameter settings for BISO algorithm during the optimization of pixe-
lated LP SIW horn antenna.

The components are defined by the following equations:

S11 :
S if S11> —15
=4 B - : 5.2
Tsn {0 it S11<—15 52)
A
fuppw = ==, (5.3)
10
1 if SLL <8
fsir =19 —2EE+2 if 8<SLL<20 , (5.4)
0 if SLL > 20
and
1 if G<8
fa=4 -S$+2 if 8<G<15 (5.5)
0 if G>15

where S11 is the reflection coefficient at 24.125 GHz in dB, Ay ppy is the difference
between HPBW in the E- and H-planes at 24.125 GHz in degrees, SLL is the SLL
at 24.125 GHz in dB, and G is the gain in the main direction at 24.125 GHz in dBi.

The settings of the BISO algorithm, as well as the antenna model for optimization,
were determined through several trial runs. The parameters of the BISO algorithm
during the optimization were set as shown in Tab.[5.1] The parameters were adjusted
to achieve a tradeoff between the algorithm’s ability to explore and exploit the search
space. After this tuning process, four independent runs with the same settings were
conducted. To obtain the parameters of individuals, the electromagnetic simulations
were performed using CST Studio Suite. For the sake of the speed of the design
process, a simplified model of the SIW horn antenna with vertical solid walls was
utilized. The optimization process was controlled by an in-house MATLAB code.
An example of an optimization run is shown in Fig. [5.3] This figure illustrates
the best individuals from three independent generations, along with the probability
matrix that governs the generation of the next population (the black corresponds to
the highest probability of generating "1", and the white corresponds to the highest
probability of generating "0"). The first sample is from generation #106 which occurs
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immediately after the reset routine. It can be seen in the radiation pattern, the
antenna exhibits relatively high sidelobe levels. Additionally, the probability matrix
indicates that the next generation will be formed with a relatively high degree of
randomness. After twenty more generations, the antenna exhibits a more directive
radiation pattern. A distinct scheme begins to emerge in the probability matrix
particularly in the region defining the shape of the pixelated grid (see the lower
right corner of the probability matrix). The best individual from generation #210 is
shown at the upper right corner. The antenna demonstrates an excellent directional
characteristic. Furthermore, the probability matrix reveals that the algorithm is
intensively exploring a very limited region of the state space as very few positions
in the matrix remain undecided.

The optimized pixelated pattern is shown in Fig. [5.4a] The simplified model
was transformed into the SIW structure, and the coaxial-SIW transition was added
(Fig. . Dimensions of the optimized model are listed in Tab. Note that
the coaxial feed probe length in the substrate [;, is 1.8 mm. Values in parentheses

1.4

Iteration #210
12 FEFE
1 L
:(,) :*:
208 He
<
>
206
£
Z
0.4
0.2
0 ’I 1 1 1
0/ 50 100 150
/' Number of iterations (-)

Iteration #126

Fig. 5.3: Example of convergence curve from an optimization run for LP antenna
with pixelated load. Red line represents fitness function value of the best individual
so far while blue line represents mean fitness value of elite group. For three selected
generations, best individual and probability matrix used for forming next generation

are shown.
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represent the optimal lengths found for [.;-l.;. The E-field distributions at the center
frequency of the 24 GHz ISM band are shown in Fig. [5.4d Obviously, the E-field is
focused by the pixelated part.

To verify experimentally the optimized antenna, its dielectric part antenna was
made of an XT co-polyester from Colofabb using a FDM 3D printer Prusa i3
MK3S with a 0.25 mm nozzle. The dielectric part was fully printed without any

post-processing steps such as drilling, grinding, etc. The top and bottom metal
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Fig. 5.4: (a) Optimized binary pattern for the pixelated LP SIW horn antenna. (b)
Optimized linearly polarized antenna with SIW structure and coaxial-SIW transi-
tion.(c) Normalized E-field distribution of the pixelated LP SIW horn antenna at
24.125GHz in H-plane (left) and E-plane (right).

Parameter mim Parameter mim
(pa 2 les 22-36 (22)
A, 34 leg 0-14 (14)
i 24.2 ler 0-14 (0)

d 0.8 lin 1.8
L 94.3 L, 83.3
Iy 46 Lyiw 13.5
Iy 42-56 (50) p 2.5
leo 42-56 (54) s 1.5
les 42-56 (52) w, 0.5
les 36-50 (42) Wi 6.4

Tab. 5.2: Parameters of the proposed pixelated LP SIW horn antenna.
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layers were made of copper foil and their optimized shape was cut. The vias of
the SIW structure were created by a copper wire with a diameter of 0.8 mm. The
individual vias were soldered to the top and bottom metal layers of the antenna,
and the SMA connector was soldered.

The manufactured LP antenna (Fig. was measured in an anechoic chamber
to experimentally verify its performance. The comparison of the measured and sim-
ulated reflection coefficient over the frequency band 22-26 GHz is shown in Fig. [5.5b]
The measured reflection coefficient of the proposed antenna is below -18 dB in the
whole 24 GHz ISM band. The measured radiation patterns (Fig. show good
agreement with the simulated ones. A small discrepancy between the measured and
simulated results is caused by the inaccuracy of the fabrication technology and fur-
ther by the fact that losses of the substrate were not considered during the design
process of the antenna. The measured gain of the antenna is 14.2 dBi at the cen-
tral frequency of the 24 GHz ISM band, the SLL is below -15 dB, E- and H-plane
beamwidths are 26.5°and 25°; respectively. The nearly equal HPBW in the E- and
H-plane is achieved for the single-layer configuration of the antenna.

Compared to the state-of-the-art works listed in Tab. the proposed antenna
stands out with its single-layer design, which simplifies fabrication and minimizes
overall dimensions. It provides a competitive gain of 14.2 dBi, and the achieved low
sidelobe level is comparable to other state-of-the-art designs, ensuring a well-defined
radiation pattern. Overall, the proposed antenna offers a trade-off between simplic-

ity, high gain, and directional performance with nearly equal HPBW in principal
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Fig. 5.5: (a) Manufactured prototype of the pixelated LP SIW horn antenna. (b)
Measured and simulated reflection coefficient of the pixelated LP SIW horn antenna.
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planes making it a strong alternative to more complex multi-layer antennas. In this
scope, the proposed antenna outperforms the state-of-the-art works. Note that the
SMA connector used for the antenna feeding is rated up to 26.5 GHz which is suf-
ficient considering the fact that the antenna is designed for the 24 GHz ISM band.
However, the measured impedance BW for the reflection coefficient lower than -10
dB cannot be considered valid because it is beyond the connector’s operating range.
Consequently, the presented values of -10 dB S11 BW are according to the simulated
data.
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Fig. 5.6: Normalized measured and simulated radiation patterns of the pixelated LP
SIW horn antenna at 24.125 GHz in (a) E-plane and (b) H-plane. Vertical dotted
lines indicate measured HPBW.

Number F -10 dB Gain  SLL HPBW (°)

Ref  of Dimensions () dueeY g1 Bw alr_l H-plane/
(GH2) (dBi) (dB)

layers (%) E-plane
[74: 1 (5.62 x 1.68 x 0.23) 22 41 14.7 -15 25.8/34.7
75 1 (4.92 x 149 x 0.26)  24.15 137 154 -145  27/35
[76] 8 (9.22 x 2 x 1.5) 35.1 3 131 24 33/33
25 7 (5.6 x 3.9 x 2.5) 32.78 69.7 102 -10  20/20
This

® 1 (7.66 x 2.72 x 0.27)  24.125 49% 142 <15 25/265

work

*Presented -10 dB S11 BW is according to simulated data.

Tab. 5.3: Comparison of the proposed pixelated LP SIW horn antenna with state-

of-the-art works.
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5.3 Pixelated CP SIW Horn Antennas

In this subchapter, BISO algorithm is used to design two circularly polarized SIW
horn antennas with nearly equal beamwidths in principal planes. Compared to the
design procedure of the LP SIW horn antenna presented in the previous subchapter,
the design procedure of the circularly polarized antennas differs in its topology. The
difference lies in the configuration of the top and bottom metal layers. In this case,
the layers are antipodal. The antenna with the antipodal structure is inspired by [77]
where the ability of the antipodal structure to generate Circularly Polarized (CP)
wave is presented. Two prototypes of antennas are presented in this subchapter.
The first antenna using binary pixelization, as in the case of the LP antenna, and
the second antenna is proposed using a four-state pixelization. Both antennas were
also made of XT co-polyester material with a relative permittivity of 2.75 using the
3D printer Prusa i3 MK3S with a 0.25 mm nozzle.

5.3.1 CP Antenna with Binary Pixelated Load

The simplified antenna model used for the optimization is shown in Fig. 5.7 The
pixel grid geometry is controlled using parameters [.; — [.;3 which determine the
number of pixels in the columns along with parameters [.; — [ that define the
remaining adjusted part of the metal layer. The pixels corresponding to parameters
le1 — leag are highlighted in blue in Fig. [5.9a]

The total number of pixels for the optimized pattern is 6x28. The parameters
for the BISO algorithm were set as in the case of the LP antenna (Tab. [5.1)). The
fitness function f is defined similarly to the previous case. The main difference is the
inclusion of a component for the axial ratio of the antenna instead of a component
for side lobe suppression. The fitness function is defined as the Euclidean distance

of the normalized components:

f= \/fSll2 + fupew® + far® + f&*, (5.6)

where fs11 and fyppw are defined same as for the LP antenna:

S+l if S11 > —15,

fsn = (5.7)
if S11 < —15,
and A
fapBw = $7 (5.8)

where S11 is the reflection coefficient at 24.125 GHz in dB, and Agppw is the
difference between the HPBW in the principal planes at 24.125 GHz in degrees.
Components for the Axial Ratio (AR) and gain are defined as a linear dependency
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between two threshold values. The threshodls for AR component f4r are 10 dB
(far = 1) and 3 dB (far = 0). Consequently, the normalized component for the

axial ratio fag is defined as:

1 if AR > 10,
far=1{48 -2 if3< AR <10, (5.9)
0 if AR < 3,

nn
n
n
n
n
u
n

Fig. 5.7: Simplified model of the binary pixelated CP SIW horn antenna.
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where AR is the axial ratio in the main direction at 24.125 GHz, in dB. The expected
gain for this design is 10.5 dBi and the thresholds are 8 dBi (fe=1) and 13 dBi
(fe=0). The fq is defined as:

1 if G <8,
fo=q-¢+1 if8<G <13, (5.10)
0 if G > 13,

where G is the gain in the main direction at 24.125 GHz in dBi.

The assumption was that the behavior of the optimization (mainly due to the
assumed parameter settings and the same number of pixels in the optimized matrix)
would be similar to the optimization of the LP antenna. Similarly, four independent
runs of the algorithm were performed, and the best variant was selected for the
prototype relay. An example of a run of the algorithm is shown in Fig.[5.8] It can be
seen, the algorithm tends to get stuck in a local minimum. This is mainly due to the

large number of dummy pixels which makes it quite difficult to meet the conditions
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Fig. 5.8: Example of convergence curve from optimization run for CP antenna with
binary pixelated load. Red line represents fitness function value of the best indi-
vidual so far while blue line represents mean fitness value of elite group. For three
selected generations, best individual and probability matrix used for forming next

generation are shown.
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for the reset routine. The best individuals of the three selected generations are
shown. Generation #109 was the first generation after the reset routine. It can
be seen that this individual has relatively poor radiation characteristics, and the
probability matrix shows that the next generation will be generated with a relatively
high degree of randomness. Comparing the next two individuals (generations #131
and #225) again shows that the first step of the algorithm was to find a suitable
plating shape and then to determine the best configuration for the pixelated part. It
can also be seen from the probability matrix for generation #225 that even though
the algorithm has already converged to a very narrow subspace, there are still a non-
negligible number of "undecided" pixels. This is mainly due to the larger number of
dummy pixels.

The optimized pattern is shown in Fig. [5.9a] and the dimensions of the proposed
CP antenna are listed in Tab. [5.4] Values in parentheses denote the found optimal
lengths for the parameters l.; — l.13. The simplified model of the CP antenna was
also transformed into the SIW structure, and the coaxial-SIW transition was added
(Fig. [5.9b)). The length of the feeding coaxial probe in the substrate l;, is 1.8 mm.
The E-field distribution of the proposed CP antenna is shown in Fig. [5.9¢, The CP
antenna provides a less uniform E-field at the aperture compared to the LP antenna.

The antenna was manufactured in the same way as the LP antenna presented
in the previous subchapter using co-polyester 3D-printed material and copper foil.
The fabricated prototype of the antenna is shown in Fig. [5.10]

Parameter mm Parameter mm
Apy 2 lcg 12-26 (22)
Ay 30 lcy 8-22 (22)
Asin 25.1 leio 6-20 (20)

d 0.8 leiy 4-18 (8)
L 94.3 lcro 0-14 (14)
lo 46 lcys 0-14 (6)
ley 32-46 (34) lin 1.8
lco 30-44 (32) Ly 83.3
lcs 26-40 (28) lsiw 13.5
ley 24-38 (26) P 2.5
les 20-34 (30) S 1.5
leg 18-32 (28) Wy 0.5
ler 14-28 (20) Weiw 6.4

Tab. 5.4: Parameters of the proposed binary pixelated CP SIW horn antenna.

o7



The measured and simulated reflection coefficient over the frequency band 22-
26 GHz is shown in Fig. [5.11a] The measured reflection coefficient remains below
-12 dB for the entire 24 GHz ISM band. The measured and simulated axial ratio
(Fig. |b.11b)) are below 3 dB over the operating band. The measured radiation
patterns (Fig. in the principal planes are in good agreement with the simulated
ones. The antenna radiates the Right-Handed Circularly Polarized (RHCP) wave.
As in the case of the LP antenna, a small discrepancy between the measured and
simulated results is caused by the inaccuracy of the fabrication technology. The
measured RHCP gain of the antenna is 8.9 dBi at the center frequency of the 24 GHz
ISM band. The measured HPBW in the principal planes are 33.4°and 30.6°.
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Fig. 5.9: (a) Optimized binary pattern for the binary pixelated CP SIW horn an-
tenna. (b) Optimized binary pixelated CP antenna with SIW structure and coaxial-
SIW transition. (c¢) Normalized E-field distribution of the binary pixelated CP SIW
horn antenna at 24.125 GHz in xy plane (left) and yz plane (right).

Fig. 5.10: Manufactured prototype of the binary pixelated CP SIW horn antenna.
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5.3.2 CP Antenna with Multistate Pixelated Load

The optimization process of the previous antenna resulted in a relatively high num-
ber of dummy pixels (Fig. . Therefore, during the design of the second CP
antenna, the focus was on efficiently defining the optimized matrix. Furthermore,
in the optimization of the previous antenna, the gain and axial ratio were evaluated
at only one frequency point. As a result, the antenna may be narrowband in terms
of these parameters meaning that even a small frequency deviation could lead to a
significant degradation of the realized antenna parameters. To address this issue,
the fitness function in the second CP antenna’s optimization is modified to account
for a wider frequency range.

The CP antenna based on multistate pixelization has a topology similar to the
previous CP antenna based on binary pixelization. The main difference is obvious:
four-state pixelization instead of the binary approach (Fig. . The four-state
pixelization is achieved by splitting the optimized binary matrix into Most Signif-
icant Bit (MSB) and Least Significant Bit (LSB) parts (Fig. [5.13b). Each pixel is
then defined by 2 bits and, therefore, can take on 4 states. Every single pixel can be
represented as being filled with the substrate material or as a hole with a diameter
of 0.6 mm, 1 mm, or 1.6 mm.

The CP antenna based on multistate pixelization is also designed to radiate an
RHCP wave with equal HPBW in the principal planes. The observed parameters
included the reflection coefficient over the desired frequency band, AR, and the
maximum gain at the center of the 24 GHz ISM band. Additionally, the 3 dB AR
BW and the min-to-max gain ratio in the vicinity of the operating band are con-
sidered. The model for the optimization procedure is depicted in Fig. The
size of the optimized binary matrix is 6x26. As in the case of the previous antenna,
some bits are allocated to determine parameters l; — l13 and [..,.. These bits are
highlighted in blue in Fig. Based on the experience with the optimization
of binary pixelated antennas presented in the previous subchapters, the BISO algo-
rithm settings are modified. The parameters for the BISO algorithm are given in
Tab. The first difference is the number of individuals per generation and the
reduction in the proportion of selected elite individuals. In this case, the number of
individuals per generation is set to 100 with the number of elite individuals reduced
to 10. This allows for greater exploration of subregions in the state space defined by
the current probability matrix from which a smaller percentage of elite individuals
are selected. As a result, the probability matrix is based on only the top 10% of in-
dividuals. Another difference is the definition of min ProbRST as 0.1. Thus, during
the reset routine, new individuals are not generated completely randomly; instead,

information from previous generations is retained to some extent. The intention
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is to preserve the approximate shape of the metal plating between generations, so
that it would not need to be rediscovered from random structures. Moreover, the
parameter rstCoef f is set to 0.07 for multistate antenna optimization. Setting
rstCoef f to a higher value helps suppress the effect of dummy pixels that make it
more difficult to activate the reset routine.

As mentioned above, the fitness function has been defined to take into account a

wider frequency band. The fitness function f is specified as follows:

f= \/fsn2 + fupew® + f&* + far® + far" + farsw’. (5.11)

The fitness function is again defined as the Euclidean distance from the ideal solu-
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Fig. 5.13: (a) Simplified model of the multistate pixelated CP SIW horn antenna.

(b) Process for determining four-state structure from binary matrix.

Parameter Value Parameter Value

Nelit 10 minProb 0.01
Niter 200 minProbRST 0.1
Npop 100 sigCoef f 10

rstCoef f 0.07

Tab. 5.5: Parameter settings for BISO algorithm during multistate pixelated CP

SIW horn antenna optimization.
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Fig. 5.14: (a) Optimized binary matrix for the multistate pixelated CP SIW horn
antenna (top) and resulting pixelated part (bottom). (b) Optimized multistate pix-
elated circularly polarized antenna with SIW structure and coaxial-SIW transition.
(¢) Normalized E-field distribution of the multistate pixelated CP SIW horn antenna
at 24.125 GHz in xy-plane (left) and yz-plane (right).

tion. The desired -10 BW S11 is 1 GHz. Above this threshold, the fg;; is 0, else
it is a linear depedency between 0 GHz (fgeo = 1) and 1 GHz. The normalized
component for the S11 BW is defined as:

1—S11BW if SI11BW < 1,
hnz{ (5.12)

0 if SIIBW>1 '’

where S11BW is the -10 dB S11 BW. The component for HPBW is similar to

previous cases:
10
with the only difference being that Agyppw represents the average HPBW over the

fHPBW =

operating band, ensuring that this parameter remains satisfactory across the band.

The component f¢ is defined as in case of the binary pixelated CP horn antenna:

1 if G>38,
fo=3 ¢+ if 8<G<13,, (5.14)
0 if G>13

where GG is the maximum gain over the 24 GHz ISM band. To ensure stable gain
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across the entire frequency band, a component fgr of the form:

1 if GR >4,
for=4 %€ -1 if 1<GR<A4, , (5.15)
0 if GR<1

is defined, where GR is the min-to-max gain ratio over the desired frequency band.
When the GR is below 1 dB value of the component is 0. On the other hand, while
GR has value 4 dB and worse, it is considered unacceptable and the component
takes the value 1. Between these thresholds, the component corresponds to the
linear dependence. The last two components are defined to evaluate the antenna in

terms of axial ratio. The component:

(5.16)

A .
4 if AR <10

1 if AR > 10,

far =
accounted for the AR in the main direction at 24.125 GHz. The component has
been modified to has a bigger influence in the context of the fitness function. To

account AR BW into the fitness function, the component fsgrgw of the form:

1 —ARBW if ARBW <1,

| , (5.17)
0 if ARBW >1

fARBW = {

where ARBW denotes the 3 dB AR BW, is defined. When the AR BW is 1 GHz
and greater, the farpw is 0, otherwise it grows linearly towards to BW of 0 GHz.

The optimization was performed in the form of four independent runs from which
the best design for the physical prototype was selected. Fig. [5.15|shows an example
of an optimization run with the above settings. The convergence curve primarily
illustrates the influence of the minProbRST parameter where the average fitness
values after the reset routine do not reach the same levels as those of the randomly
generated population at the beginning of the optimization. Additionally, a higher
value of rstCoef f results in more frequent reset routines. The figure presents three
selected generations, their best individuals, radiation patterns, and the correspond-
ing probability matrices. During the optimization process, one can observe an initial
phase focused on determining the shape of the coating followed by the fine-tuning of
the pixel structure configuration. The transition between generations #28 and #29,
where generation #29 is the first after the reset routine clearly demonstrates the
transfer of the plating trend to subsequent generations. As expected, the probability
matrix reveals a slightly increased level of randomness.

The optimized binary matrix and the resulting pixel structure are shown in
Fig. The model transformed to the SIW structure is depicted in Fig. [5.14b]
The multistate pixelated antenna provides a much more uniform E-field at the aper-
ture (Fig. compared to the binary state pixelated antenna (Fig. [5.9¢|). The
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Fig. 5.15: Example of convergence curve from optimization run for CP antenna with

a multistate pixelated load. Red line represents fitness function value of the best

individual so far while blue line represents mean fitness value of elite group. For

three selected generations, best individual and probability matrix used for forming

next generation are shown.

Parameter mm Parameter mm
Apy 2 leg 8-22 (16)
Ay 34 leg 4-18 (14)
Qsiw 24.6 lcyo 4-18 (4)

d 0.8 lein 0-14 (8)
L 66.8 lcyo 0-14 (10)
ley 12-26 (12) lcyo 0-14 (0)
leo 12-26 (16) leone 30-44 (44)
les 12-26 (24) lsinw 4.9
ley 10-24 (24) P 3.1

les 10-24 (24) S 1.5

lcg 10-24 (20) Wi 6.4

les 8-22 (14)

Tab. 5.6: Parameters of the proposed multistate pixelated CP SIW horn antenna.
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Fig. 5.16: Manufactured prototype of the multistate pixelated CP SIW horn an-

tenna.
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Fig. 5.17: Measured and simulated reflection coefficient (a) and axial ratio (b) of

the multistate pixelated CP SIW horn antenna.

dimensions of the optimized model are shown in Tab. Values in parentheses are
optimized values for parameters l; — l.on.. Note that the distance between centers
of pixels is 2 mm.

The manufactured prototype of the antenna is shown in Fig. [5.16| Even this
configuration with relatively tiny holes was the Prusa i3 MK3S 3D printer able to
manufacture. The antenna was also measured in the anechoic chamber. The simu-
lated and measured results of the reflection coefficient over the frequency band 21-27
GHz are shown in Fig. The measured impedance BW for the reflection coeffi-
cient lower than -10 dB is 21.4%. The simulated and also measured AR (Fig.
shows that it remains below 3 dB over the whole 24 GHz ISM band. The compari-
son of the simulated and measured radiation patterns in principal planes (Fig. |5.18))

shows good agreement. A nearly equal HPBWs are achieved.
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Fig. 5.18: Normalized measured and simulated radiation patterns of the multistate
pixelated CP SIW horn antenna at 24.125 GHz: (a) yz plane and (b) xy plane.
Measured HPBW is indicated by vertical dotted lines.

Dimensions ~ F y 0P Gan zapar 1PV
Ref HHensions reauency S11 BW (111'1 in principal Note
(M) (GHz) ] (dBi) BW (%)
(%) planes(°)
{74] (Tx4.73x0.12) 25 20 8 8.9 - multiple antenna elements
|75 (7.35%3.95%0.12) 24 5 8.5 5.9 22.5/45% multiple antenna elements
{76] (2.22x3.23x0.13) 12 7.5 7.5 5 58.4/72% additional antenna element
125 (3.78%2.87x1.23) 28 40 7.8 30 33.5/103.7% polarizer in front of antenna aperture
|77 (2.58x1.96%0.22) 24 40 11.2 45 40.3/46.4* simple single-layer
Binary CP
mary (7.66x2.4x0.27)  24.125 19%% 89 2.4 30.6/33.4 simple single-layer
antenna
Multi CP
i (5.14%2.4%0.27) 24.125 21.4%* 9.5 10.8 37.5/38.1 simple single-layer
antenna

*Values were determined from published radiation patterns. **Presented -10 dB S11 BW is according to simulated data.

Tab. 5.7: Comparison of the proposed pixelated CP SIW horn antennas with state-

of-the-art works.

The comparison of the proposed pixelated CP SIW antennas with state-of-the-
art designs is presented in Tab. 5.7 The proposed antennas are based on a simple
single-layer structure which is advantageous in terms of manufacturing. However,
the parameters of the proposed antennas are roughly comparable to those of the
state-of-the-art designs. As illustrated, the four-state pixelated antenna outperforms
the binary pixelated antenna in all parameters, even when its length is reduced.
Further investigations may identify the optimal design parameters for pixelated CP

SIW horn antennas.
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5.4 Summary

In this chapter, the procedure for the design of pixelated SIW horn antennas is
presented and exploited for the design of three pixelated SIW horn antennas. The
main goal was to achieve nearly equal HPBWs in the principal planes of single-
layered SIW horn antennas. This goal is successfully achieved, and three antennas
were optimized and experimentally verified to demonstrate the process.

The algorithm presented in the previous chapter, BISO, is employed to optimize
three pixelated SIW horn antennas designed for the 24 GHz ISM band. One LP and
two CP antennas are proposed. All three antennas were manufactured by a low-cost
FDM 3D printing technology. The measured data fit very well with the simulated
ones.

The method of pixelization appears promising for SIW horn antennas. The fitness
function may incorporate the desired features of the proposed antennas, as pixeliza-
tion has the ability to find unconventional solutions to meet specific requirements.

Future work could focus on exploring different materials for the substrate and
examining the limitations of pixelated SIW horn antennas. Additionally, the use of
alternative pixel shapes could unlock new possibilities for improving performance.
Another potential avenue of research could involve designing a pixelated SIW horn
antenna with an integrated RF circuit, fabricated entirely using an all-in-one method
with 3D-printed PCBs.
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6 Pixelated Waveguide Filters

In this chapter, an automatic design procedure for waveguide filters based on BISO
algorithm is proposed. The procedure is exploited for the design of two X-band
pixelated waveguide filters. First, a multistate pixelated filter is designed [JZ78].
The filter structure consists of a pixelated metal pattern on the wider walls of the
WR-90 waveguide within the given space. The filter was fabricated using SLA
3D printing technology and subsequently metallized. Since the metallization of
dielectric materials can be challenging, especially for complex structures such as
pixelated ones, an alternative filter design was proposed to eliminate the need for
metallization of the pixelated section [JZ79] (submitted). The resulting design is
a waveguide filter based on a 3D-printed dielectric insert placed in an evanescent-
mode waveguide. The results of this chapter are related to the Objective 3 of this

thesis.

6.1 Design Procedure Description

The procedure presented in this chapter is capable of finding a suitable solution
within a given waveguide space based solely on the desired filter characteristics. It
consists of the following steps:

« Waveguide Definition

First, the cross-sectional dimensions and the total length of the waveguide in
which the filter will be implemented must be defined. The cross-sectional dimensions
are directly determined by the cutoff frequency of the dominant T'E;y mode which
sets the lower bound of the operating frequency band. Mechanical or integration
requirements usually constrain the waveguide length. These parameters define the
physical space available for placing the filter elements. In the case of a filter based
on a waveguide operating in the evanescent mode, the cross-sectional dimensions
must be reduced so that the entire operating frequency band lies below the cutoff
frequency of the dominant mode.

o Filter Pixelization Strategy

In the next step, the form of pixelization is defined. Two different approaches
are considered in this thesis. The first approach is a metalized multi-state pixelized
structure where the filter is formed by dividing the waveguide into discrete sections
(pixels) each described by multiple bits to enable multi-state pixelization [JZ7§].

The second approach is an evanescent-mode filter with a binary pixelated dielec-
tric insert [JZ79]. In this case, the waveguide dimensions are such that the cutoff
frequency lies above the desired operating band. The inclusion of dielectric mate-

rials locally increases the relative permittivity which introduces frequency-selective
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behavior and thus the desired filter characteristic is formed.

« Fitness Function Definition

The fitness function is directly derived from the desired frequency response. Spe-
cific forbidden regions has to be defined for reflection (S11) and transmission (S21)
coefficients over the frequency band of interest. These regions represent unaccept-
able levels of insertion loss or return loss. If the simulated response of a candidate
design crosses into any of these regions the fitness function assigns it a non-zero
value indicating a deviation from the target behavior.

e Optimization Process

During the optimization process, populations of candidate filters are iteratively
evaluated using numerical simulation. For efficiency, it is crucial to simplify the
electromagnetic model wherever possible. This may involve applying simplified ge-
ometry only to the interior space of the filter or symmetry assumptions to reduce
computational time while capturing the underlying physical behavior.

o Filter Finalization

In the final step, the best-performing pixel configuration is translated into a phys-
ical structure ready for fabrication. This may include adjustments to accommodate
manufacturing constraints, integration of suitable input/output transitions (such as
waveguide flanges or coaxial probes), and possibly fine-tuning of the pixel shapes
or materials based on detailed full-wave simulations. These post-optimization re-
finements help to ensure that the fabricated filter meets both electromagnetic and

mechanical requirements.

Each of these steps will be illustrated in the following subchapters through the

design and optimization of two example filters using different pixelization strategies.

6.2 Fitness Function Definition

Both filters presented in this chapter are designed to have a BW of 1 GHz, a center
frequency of 10 GHz, a passband loss of 0.5 dB, and a reflection coefficient of -15 dB.
The fitness function was defined based on forbidden regions (Fig. in the S11
and S21 responses of the filter.

The fitness function is expressed as the sum of penalties for each frequency point.
If S11 or S21 at a given frequency point falls within a forbidden region the penalty

for that point is greater than zero. The fitness function is defined as:

F = \/Fs11* + Fs21%, (6.1)
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where Fg11 and Fgop are

0.941-S11,
0.944
0.708—S11,
0.708
1 N
Fsi1 =+ >Xn=1
S11,,—0.177
0.823
0
and
521,—0.1
0.9
521,,—0.708
0.292
_ 1 N
Fso1 = & 201
0.944—S521,,
0.944
0

sub-fitness functions defined as:

if S11, <0944 & (f, <9 OR f, > 11)
if S11, <0.708 & (9 < f, < 9.5 OR 10.5 < f, < 11)
(6.2)
if S11, < 0.177 & (9.6 < f, < 10.4)
else
if 521, < 0.1 & (fn <9 OR f, > 11)
if 521, <0.708 & (9 < f, <9.5 OR10.5 < f, < 11)
(6.3)
if 521, < 0.944 & (9.6 < f,, < 10.4)
else

where N is the number of frequency points, f,, is the frequency at the point in GHz,

and S11,, and S21,, are the magnitudes of the reflection and transmission coefficients

at the frequency point, respectively.

The filters are modeled in CST Studio Suite to obtain the scattering parameters

S11 and S21. These para
scribed in equations (6.2)

meters are then used to compute the fitness functions de-
and (/6.3)) using an in-house Matlab script. The parameters

of the BISO algorithm during the optimization were set as shown in Tab. [6.1} The

parameters were selected

after several test runs of the optimization to achieve an
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Fig. 6.1: Forbidden regions for S11 (red) and S21 (green) parameters.
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optimal balance between the algorithm’s ability to explore and exploit the search

space for this type of task.

6.3 Multistate Pixelated Waveguide Bandpass Filter

The multistate pixelated bandpass filter can be viewed as a 60 mm long section
of a WR-90 waveguide (¢ = 22.86 mm, b = 10.16 mm, cutoff frequency of the
dominant mode f. = 6.557 GHz ) with an internal pixelated structure (Fig. .
The pixelated structure consists of two identical parts, each containing a 16 x40 pixel
grid, positioned on the bottom and top walls of the waveguide. Each individual pixel
is a block with a square base measuring 1.43 mm per side (1/16 of the width of the
WR-90 waveguide) and a height of either 5.08 mm (half the height of the WR-90
waveguide), 3 mm, 2 mm, or 1 mm.

To achieve four states for each pixel, the optimized binary matrix is split into MSB

Parameter Value Parameter Value

Nelit 5 minProb 0.005
Niter 250 minProbRST  0.15
Npop 50 stgCoef f 10

rstCoef f 0.01

Tab. 6.1: Parameter settings for BISO algorithm during filter optimization.

Pixelated
structure

Fig. 6.2: (a) Cross-section of the proposed multistate pixelated waveguide filter. (b)

Assembly scheme.
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and LSB parts (corresponding to the most and least significant bits). The values in
this matrix define the pixel heights according to the following rules: 00 — 1 mm,
01 — 2mm, 10 — 3 mm, and 11 — 5.08 mm. As mentioned earlier, the
structure consists of 16x40 pixels; however, due to symmetry along both the X and
7 axes, the optimized pixelated matrix contains only 8x20 pixels. Since each pixel
is represented by two bits, the total size of the optimized binary matrix is 16x20
bits.

In addition to the optimization setup described above, two additional features
are implemented to improve convergence in the initial phase of the optimization.
The first is adjusting the probability of a "1" occurring in the initial generation to
only 15%. If the probability were set to 50%, most of the generated structures
were non-transmissive across the entire observed band. As a result, it took longer
for individuals containing passband regions to become dominant which delayed the
optimization of the filter response.

The second feature is the automatic discarding of individuals with zero passband
regions in the observed band. This is enforced by the condition that if at no fre-
quency point S21 > S11 then F = 1. This mechanism prevented the retention
of individuals with very low transmission coefficients across the band which would
otherwise achieve relatively good fitness function values in the early stages.

With the final setup, four independent optimization runs were performed and the
best individual was subsequently implemented as a physical prototype. An example
of an optimization run is shown in Fig. [6.3] For the three selected generations, the
best individual and the probability matrix used to create the next generation are
shown. As seen in the figure, the algorithm initially explores a coarse filter structure
through randomly generated configurations followed by a steep convergence phase.
The probability matrices confirm the low density of ones as discussed earlier. It can
be observed that the algorithm initially converges to a two-pole solution; however,
after the first reset routine (iteration #40) a third pole emerges.

The optimized binary matrix is shown in Fig. [6.4f The simulated E-field distri-
butions of the proposed filter at 8, 10, and 12 GHz are shown in Fig. [6.5al clearly
illustrating suppression below and above the passband.

The proposed pixelated filter was manufactured using SLA 3D printing technol-
ogy. The filter was fabricated as four independent parts (Fig. which were
assembled using screws. The parts were subsequently electroplated with copper.
One side of the manufactured filter is shown in Fig. before copper plating and
in Fig. |6.5d after copper plating.

The manufactured filter was measured using a VNA Rohde & Schwarz ZVL13
with Through-Reflect-Line (TRL) calibration applied. The measured and simulated

results are shown in Fig. [6.6l The measured insertion loss within the passband is
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below 0.75 dB, and the reflection coefficient is below -10.4 dB. The measured BW is
1.02 GHz (9.51 - 10.53 GHz). A good agreement between the simulated and mea-

sured results can be observed with minor discrepancies attributed to imperfections

in the manufacturing process.
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Fig. 6.3: Example of convergence curve from optimization run for multistate pix-
elated waveguide filter. Red line represents fitness function value of the best indi-
vidual so far while blue line represents mean fitness value of elite group. For three
selected generations, best individual and probability matrix used for forming next
generation are shown.
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Fig. 6.4: Optimized binary matrix (left) and the resulting pixelated structure (right).
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Fig. 6.6: Simulated and measured results of the proposed multistate pixelated filter.

6.4 Evanescent Mode Waveguide Bandpass Filter

The metallization of a pixelated structure can present significant challenges. There-
fore, a simplified waveguide filter is introduced from this perspective. The configu-
ration of the proposed filter (depicted in Fig. is based on a 100 mm long piece of
WR-90 waveguide with a width of @ = 22.86 mm, a height of b = 10.16 mm, and the
cutoff frequency f. = 6.557 GHz. This waveguide includes an integrated narrowed
section, measuring 12 mm in width, designed to increase the cut-off frequency of the
fundamental TE;q mode (f, = 12.49 GHz). As a result, the operational frequency
band of the filter lies below this cut-off frequency. To achieve the desired filter
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response, a 3D-printed pixelated component is inserted into this narrowed section.
This component consists of a grid of 6 x40 positions where each position can either
be filled with material or remain void. Each pixel is a block with a square base of
2x2 mm? and a height of 10.16 mm. Due to the symmetry of the pixelated section,
the optimized binary matrix consists of 6x20 bits.

Unlike the multistate filter, in this case the initial generation was created with
an equal probability of generating "1" and "0". Due to the operating principle of the
filter, the probability of generating a structure without any pass areas across the
entire monitored frequency band is very low. Therefore, the condition S21 > S11
was also not implemented. Four independent optimization runs were performed
and the best result was selected for prototype implementation. An example of an
optimization run is shown in Fig.[6.8] The reflection and transmission coefficients of
the best individuals, as well as the probability matrix used for generating the next
generation, are shown for three selected generations. Compared to the multistate
filter optimization, the average fitness value of the elite group after the reset routine
is lower and the convergence appears to be more gradual. This can be attributed
to the fact that, in the case of the dielectric-insert filter, individual pixels have a
less significant impact on the filter characteristics. Even after the reset routine, the
influence of the previous generation remains significant which was not as apparent
during the optimization of the multistate filter.

The resultant optimized binary matrix is depicted in Fig. [6.9a] The E-field dis-
tribution of the proposed evanescent mode filter is shown in Fig. As can be

(a) (b)

Fig. 6.7: Proposed evanescent mode waveguide filter with pixelated structure. (a)

Cross-section of the filter. (b) Assembly scheme.
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seen, at frequencies below the operating band, suppression occurs at the interface of
the narrowed section due to the frequency being below the critical threshold. At the
center of the operating band, the optimized structure acts as a series of transitions.
At 12 GHz, the suppression is achieved due to the dielectric insert.

To simplify the manufacturing process, the optimized pixelated component was
produced in two parts (Fig. . Fabrication was carried out using a low-cost FDM
3D printer, specifically the Prusa MK3 model, with XT copolyester filament from
Colorfabb [60]. During the optimization, the dielectric constant was set to 2.9 and
the loss tangent to 0.005. To reduce prototype production time, the evanescent mode
waveguide was also 3D printed and subsequently coated with a layer of copper foil
(Fig. . Given its relatively simple geometry, this component can alternatively
be manufactured using a CNC milling machine. Moreover, a waveguide section with
an appropriate cut-off frequency could also serve as a viable substitute.

The manufactured prototype of the proposed filter was measured using a Rohde
& Schwarz ZVAG67 vector network analyzer with TRL calibration. The comparison

between the measured and simulated results is presented in Fig.[6.11] The measured
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Fig. 6.8: Example of convergence curve from optimization run for pixelated evanes-
cent mode waveguide filter. Red line represents fitness function value of the best
individual so far while blue line represents mean fitness value of elite group. For

three selected generations, best individual and probability matrix used for forming
next generation are shown.
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transmission coefficient within the passband is below -1.67 dB, and the measured
passband spans 1.03 GHz (from 9.48 GHz to 10.51 GHz). Spurious resonances
appearing above 12 GHz could potentially be mitigated through adjustments to the
fitness function. Specifically, elevating the desired attenuation at the band edge
could help.

As can be seen, this approach suffers from relatively high passband losses. This
is attributed to the use of a low-cost thermoplastic material in the fabrication pro-
cess, which has a somewhat higher loss tangent. However, this limitation can be
effectively addressed by utilizing specialized 3D printing filaments designed for RF
applications. Tab. summarizes the simulated passband transmission coefficients
based on varying loss tangents. Notably, the use of XT copolyester with a loss
tangent of 0.005 should theoretically yield a transmission coefficient of -1.18 dB. It’s

g
! WW"WW,

10 GHz

12 GHz

(a) (b)

Fig. 6.9: (a) Optimized binary matrix representing one half of the insert inside the
filter. (b) E-field distribution of the filter.

Fig. 6.10: Manufactured prototype of the proposed evanescent mode waveguide filter

with pixelated structure. (a) Assembled prototype. (b) Disassembled prototype.
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Frequency (GHz)

Loss tangent [-]

Transmission coefficient [dB]

0 -0.02
0.0025 -0.59
0.005 -1.18
0.0075 -1.77

0.01 -2.36

Tab. 6.2: Simulated transmission coefficient based on loss tangent.

worth mentioning that the additional loss observed might be due to the imperfect
realization of the waveguide structure. Alternatively, employing CNC manufactur-
ing for the waveguide, coupled with materials possessing a suitable loss tangent,

should make it feasible to achieve a passband transmission coefficient of -0.5 dB.

6.4.1 Sensitivity Analysis

To uncover the discrepancy between the simulated and measured results, additional
analysis is carried out. Firstly, extra material is added at the corner junction of
two pixels, as depicted in Fig. [6.12al Due to the printing process, small gaps occur
at these junctions. Since different printing profiles may lead to changes in the
effective permittivity of the printed material, this is also included in the analysis

of the manufacturing process. The printing profile of the filter insert is shown in
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Fig. As can be seen, most parts of the pixelated structure consist only of
brim traces, which are printed concentrically, while the inner print style (depicted
in purple) is rectilinear. It is expected that these parts will have slightly different
effective relative permittivity. Another effect of the printing process is the rounding
of the corners as illustrated in Fig. Due to the manufacturing of the insert in
two pieces, a gap between them may occur. Therefore, this effect is also modeled as
well as a possible gap between the insert and the waveguide in the H-plane.

The parameters for the sensitivity analysis are listed below:

o The radius of the corners r. € (0.2,0.6) mm

« The gap between the parts of the insert gap;, € (0,0.05) mm

o The gap between the insert and the waveguide gapy,,: € (0,0.05) mm

o The difference in the effective permittivity eqirr € (—3,3) %

The influence of the parameters is shown in Fig.[6.13] The default model param-

Fig. 6.12: (a) Ilustration of added material on corners to ensure their connection.
Detail of numerical models in CST (top) compared with prepared data for 3D print-
ing in Prusa Slicer environment (bottom). (b) Printing profile of filter insert showing
variations in printing style. (c) Illustration of corner rounding. Detail of numerical
model in CST (left) compared with 3D-printed structure (right).
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eters are: 7. = 0.4 mm, gap;,, = 0.025 mm, gap,y = 0.025 mm, ezpp = 0 %.
Based on the results, it is clear that the gaps have a negligible influence on the
resulting response as shown in Fig. [6.13pb,c. Their effect is limited to a slight fre-
quency shift of the filter response. On the other hand, rounding the corners causes
almost no frequency response shift but the effect on the filter poles can be observed
Fig. [6.13h. Therefore, the effect of corner rounding is more significant as it cannot
be assumed to be linear. The most influential factor on the filter response is the
difference in the effective permittivity of segments of the pixelated part as shown
in Fig. [6.13d. The sweep of this parameter leads to frequency shifting as well as
changes in the poles.

When comparing the measured filter response with the results of the sensitivity
analysis, the discrepancies (especially the suppression of the lowest pole of the filter)
can be attributed to the combined effects of the corner rounding and the differences

in the permittivity of the pixelated part segments.

6.5 Comparison with State of the Art

The proposed filters are compared with similar state-of-the-art filters in Tab. [6.3]
Compared to state-of-the-art designs, this approach does not require any predefined
filter template or filter order. Notably, in [36], the authors highlight the difficulty of
generating a multipole design using non-resonant structures due to optimization’s
tendency to get stuck in a local minimum with only one pole. In contrast, the
procedure presented in this work can autonomously determine the required number
of poles to meet the desired filter response. The main issue is the relatively high
passband loss in the case of the evanescent mode filter which is mainly caused by

the dielectric losses of the material used.

Reference Frequency (GHz) Size (\) FBW (%) Passband Sy (dB) Manufacturing technique Metalization

Multistate filter 10.02 2.00 10.2 <-0.75 SLA YES
Evanescent mode filter 10 3.33 9.7 <-1.67 FDM NO
180! 10.24 2.79 6.8 <-1.05 FDM YES

181 10.05 4.37 5 <-0.11 SLA YES

82| 10.26 0.71 5.1 <21 Polyjet YES

183 3.68 3.57 3.26 <-3.7 FDM NO

183 3.68 3.57 3.26 <-4.3 FDM NO

|84 32 2.99 1 <-0.56 SLA YES

184 32.01 3.84 5 <-0.58 SLA YES

184] 32.17 3.84 5 <-0.43 SLA YES

184 32 3.63 3 <-0.43 SLA YES

139 32 3.52 3.12 <-0.84 SLA YES

Tab. 6.3: Comparison of the proposed filters with published 3D-printed waveguide
filters.
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6.6 Summary

In this chapter, a unique design procedure for waveguide filters is presented. The
procedure is based on a pixelization strategy with a high degree of automation and
is solely driven by the required filter response.

The design procedure is verified through the design of two X-band waveguide
filters. First, a multistate pixelated filter is introduced. The filter structure is
realized as a pixelated metal structure on the wider walls of the WR-90 waveguide
within the available space. The filter was manufactured using SLA 3D printing
technology and subsequently metalized. Since metalizing dielectric material can be
a challenge, especially when the structure is as complex as the pixelated design, the
next filter is proposed to eliminate the need for metalizing the pixelated part. The
result is a waveguide filter based on a dielectric 3D-printed insert in an evanescent
mode waveguide.

The proposed filters demonstrate the ability and versatility of the procedure for
designing microwave structures. However, further exploration of its limits should
be the subject of future research. The procedure may also be applicable to other

microwave waveguide products, such as power dividers, diplexers, etc.
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7 Conclusions

This dissertation successfully addressed the set objectives by developing novel meth-
ods for the design and optimization of microwave pixelated structures, as well as
investigating the material properties of 3D-printed components. The main contri-

butions of this work are summarized as follows:

Objective 1: Development of an Efficient Optimization Procedure for

Pixelated Structures

An optimization algorithm tailored for pixelated structures was developed and
validated. Binary Ink Stamp Optimization algorithm demonstrated strong perfor-
mance in both unimodal and multimodal problems. Based on benchmark results,
BISO outperforms other algorithms in most cases. The key feature of the algorithm
for the optimization of the binary patterns is that the algorithm reflects the sig-
nificance of the bits during the optimization process. The robustness of BISO was
demonstrated through its application in antenna and filter designs, contributing to
significant advancements in the field of microwave optimization. The algorithm was

presented in the journal paper |JZ64).
Objective 2: Design Procedure for Pixelated SIW Horn Antennas

A novel design procedure for SIW horn antennas based on pixelated loads was de-
veloped and successfully implemented. By using a pixelated dielectric lattice, horn
antennas with nearly equal HPBWs in the principal planes were realized, overcom-
ing a key limitation in the design of SIW horn antennas. Three antennas, including
one linearly polarized and two circularly polarized designs, were optimized and fab-
ricated using FDM 3D printing technology. The experimental results showed good
agreement with simulations, confirming the validity of the design and optimization
procedure. This approach demonstrated the potential of pixelation as a powerful
tool for designing compact and efficient antennas with unconventional yet effective
solutions. The LP pixelated SIW horn antenna and the CP pixelated SIW horn
antenna with binary pixelated load were published in the journal paper [JZ64]. The
improved design of the CP horn antenna with multistate pixelated load was pre-

sented in the conference paper [JZ72].

Objective 3: Automated Design Procedure for Waveguide Microwave

Filters Based on Pixelation Strategy

An automated design procedure for waveguide microwave filters based on the

pixelation strategy was proposed. This method does not rely on predefined templates
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or filter order and autonomously determines the number of poles required to meet
the desired filter response. The procedure was successfully applied to the design of
two X-band waveguide filters. One was a multistate pixelated filter using metalized
3D-printed structures, while the other was an evanescent mode filter that avoided
the challenges of metalization of the pixelated part by using a dielectric insert. While
the evanescent mode filter exhibited relatively high passband losses due to dielectric
material properties, the overall approach opens new possibilities for the automated
design of complex waveguide filters. The pixelated multistate filter was published in
the journal letter [JZ78] and the paper with the evanescent mode filter is submitted
[JZ79].

Overall Conclusion

The methods and procedures presented in this dissertation contribute to the field
of microwave engineering. The development of an efficient optimization algorithm
and automated design strategies for pixelated structures enables the creation of
highly optimized antennas and filters with minimal human intervention. The re-
sults of this work pave the way for further exploration and refinement of pixelated
designs with the potential for widespread adoption in future microwave and antenna

technologies.
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Appendix — Benchmark Function Results

This appendix contains the results of testing the proposed BISO algorithm on 15

benchmark functions and a comparison with several other optimization algorithms,
namely BPSO, GA, BCMAES, BBA, BDA, and MVO. The list of benchmark func-
tions used for evaluation is provided in Table [£.2] The results are presented in the

form of average values and standard deviations over 100 independent runs. The

data are organized into four tables corresponding to different dimensionalities of the

benchmark functions: 30, 120, 300, and 900. This layout allows for a comprehen-

sive evaluation of the performance and robustness of each algorithm across various

problem sizes.

Ndim = 30 BISO BPSO GA BCMAES BBA BDA MVO
£ 0 0 0 1.31 0 0 5.20E-01
(0) (0) (0) (2.96) (0) (0) (7.03E-01)
f 0 0 0 1.94 0 0 6.12E-03
(0) (0) (0) (2.63) (0) (0) (1.43E-02)
fs 0 1.23E-05 0 5.84E+02 0 4.10E-06 6.38E-02
(0) (1.19E-04)  (0) (1.01E+03) (0) (3.04E-05)  (3.20E-01)
fa 0 6.71E-04 0 1.32E4+01 0 3.66E-04 7.61E-02
(0) (5.05E-03)  (0) (1.69E+01) (0) (1.46E-03)  (1.39E-01)
s 3.51E-03  1.80E-01 5.96E-01 1.63E+04  2.26 7.56E-02 3.90
(4.92E-03) (1.08) (1.76) (7.00E+04) (4.75) (2.74E-01)  (5.22)
fs 3.01E-06  4.23E-04 3.0lE-04  220E+02  6.70E-05 2.98E-04 2.23E-02
(8.43E-06) (1.86E-03)  (1.87E-03) (3.86E+02) (1.58E-04) (1.33E-03)  (4.03E-02)
fr 0 0 0 1.68E-02 0 0 3.83E-11
(0) (0) (0) (4.76E-02)  (0) (0) (1.93E-10)
fs -8.38E+02 -8.38E+02 -8.37TE+02 -6.49E+02 -8.38E402 -8.38E+02 -8.25E+02
(6.85E-03) (8.35E-02) (1.18E+01) (1.50E+02) (7.87E-02) (7.39E-02) (3.30E+01)
fo 5.80E-03  3.92E-02 1.59E-01 7 2.85E-01 0 7.46E-01
(3.98E-02) (2.13E-01)  (3.93E-01)  (6.08) (6.77E-01)  (0) (8.32E-01)
10 8.88E-16 8.88E-16  5.16E-02  2.86 8.88E-16  8.88E-16  1.93E-01
(0) (0) (3.63E-01)  (3.92) (0) (0) (5.66E-01)
fir 3.34E-03  1.08E-02 1.40E-02  2.87 1.37E-02 1.47E-02 6.48E-02
(3.77E-03) (9.33E-03)  (1.31E-02) (4.88) (9.53E-03)  (1.15E-02)  (8.01E-02)
fio -1.8 1.8 1.8 1.29 1.8 -1.8 -1.79
(6.19E-08) (1.35E-04) (1.86E-04) (4.84E-01) (3.25B-02) (1.35E-04)  (4.58E-02)
f13 933501  -9.80E-01  -8.80E-01  -3.87E-02  -6.70E-01 -1 7.35E-01
(6.05E-02)  (1.41E-01) (3.27E-01) (2.41E-01) (4.73E-01)  (0) (4.38E-01)
I 7.45E-02 5.93E-02  7.87E-02  2.34 4.38E-01 2.07E-01 9.58E-01
(6.34E-03)  (3.31E-02) (2.45E-02) (2.04) (5.39E-01)  (3.04E-01)  (6.20E-01)
fr2 0 0 0 1.0SE+03 0 0 3.21E+01
(0) (0) (0) (1.05E+03)  (0) (0) (5.66E-+01)
Tab. 1: Results for benchmark functions for Ndim = 30.
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Ndim =120 BISO BPSO GA BCMAES  BBA BDA MVO

h 0 421 0 570E-01  7.70E-01 3.42 1.53E+01
(0) (1.49) (0) (5.7) (7.50E-01)  (1.69) (2.91)

fo 0 LI2E01 0 2.14E403  5.74E-04 7.83B-02 187
(0) (6.70E-02)  (0) (1.02E+04) (7.35E-04)  (7.39E-02)  (9.15E-01)

fs 1.01E+01 442E+01  3.61E+02  9.28E+03  2.51 7.10E4+01  9.46E+02
(1.64E+01)  (6.33E+01) (3.87E+02) (6.61E+03) (8.77) (1L11E+02) (7.24E402)

fi 1.46E-03 217 229E-02  4.55E+01  9.11E-02 11 LATE+01
(3.02E-03)  (1.34) (2.81E-02)  (243E+01) (4.05E-02)  (1.03) (6.88)

fs 1.10E4-01  146E+02  5.35E+01  3.88E+06  3.38E+01 7.11E401  1.06E+04
(1.79E+01) (1.76E+02) (9.71E401) (6.45E+06) (5.01E+01)  (9.84E+01) (3.23E404)

fs 3.27E-02 122 7.57E-02  2.62E+03  3.58E-02 502B-01  1.57E+02
(2.07E-02)  (1.54) (7.74E-02)  (3.05E403) (3.91E-02)  (1.04) (1.70E+02)

fr 8.12E-17  6.29E-07 0 1.35 3.39E-15 103E-06  5.09E-03
(1.86E-16)  (2.26E-06) (0) (2.78) (LOTE-14)  (8.32E-06) (1.91E-02)

fs -3.26E403  -3.11E4+03 -3.17E+03 -2.24E+03 -3.33E+03  -3.14E4+03  -2.74E+03
(6.79E+01)  (1.26E+02) (1.18E402) (5.23E+02) (4.38E+01) (1.50E+02) (2.41E402)

fo 3.34 8.5 5.78 428E401  4.42 9.15 2.19E401
(1.14) (5.01) (2.92) (2.03E+01) (3.73) (4.19) (8.79)

fo 2.79E-05  1.53 5.69E-01  2.92 3.15E-02 6.60E-01  5.95
(2.79E-04)  (8.31E-01) (1) (4.75) (1.85E-01)  (6.85E-01) (2)

fu 1.38E-02  521E-01  232E-01  239E+01  1.05E-01 2.67E-01  2.07
(2.17E-02)  (2.04E-01) (L.57E-01) (2.77E+01) (7.26E-02)  (1.23E-01) (1.42)

fi2 -7.34 -7.05 -7.34 -4.98 7.2 -7.09 -6.34
(1.32E-01)  (3.06E-01)  (2.00E-01)  (1.44) (2.00E-01)  (3.15E-01)  (5.70E-01)

fis 1.69E-05  141E-04  272E-05  139E-02  6.32E-05 6.13E-05  4.79E-04
(5.08E-05)  (1.70E-04) (6.30E-05) (1.88E-02) (1.57E-04)  (1.09E-04) (2.99E-04)

fn 1.45E+01 151E4+01  273E401  8.76E+01  4.98 148E+01  9.14E401
(1L18E+01)  (L.19E+01) (1.85E401) (3.23E+01) (7.53) (1.03E+01) (2.34E+01)

Fo 1.81 5.69E4+03 0 6.48E+04  9.52E+01 5.19E403  4.42E+04
(4.02) (3.13E+03) (0) (5.41E+04) (1.32E+02)  (3.66E+03) (1.19E+04)

Tab. 2: Results for benchmark functions for Ndim = 120.
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Ndim =300 BISO BPSO GA BCMAES  BBA BDA MVO

h 5.10E-01 442E401 0 8.71 3.93E+01 347E4+01  6.67E-+01
(5.02E-01)  (4.05) (0) (1.12E+01)  (3.06) (4.26) (5.15)

2 1.02E-01 421 3.24E-03  1.29E+10 12 2.94 2.27E+01
(1.85E-02)  (1.19) (2.58E-03)  (6.77E+10) (2.62E-01)  (1.08) (7.73)

f3 259E+03  6.63E+03  6.88E+03  4.07E4+04 2.44E4+03  487E+03  141E+04
(142E+03)  (252E+03) (2.29E+03)  (2.70E+04) (1.30E+03) (2.23E+03) (4.75E403)

fi 9.16E-01  2.02E+01  7.61 7.76E401  6.15 1.90E+01  4.90E+01
(1.92E-01)  (4.64) (3.93) (L54E+01)  (1.02) (6.27) (8.22)

f5 9.11E401  4.85E+04  2.00E+02 L14E+07  6.56E+02 1.90E+04  2.91E+06
(6.44E401) (6.68E+04) (2.34E+02)  (L82E+07) (4.47E+02)  (3.31E+04) (3.25E406)

fo 7.10E-01 323E+02  2.78E-01  4.32E4+03  1.65E+01 1.90E+02  3.51E+03
(L73E-01)  (L49E+02) (1.10E-01) (5.03E+03) (6.93) (1.25E+02)  (1.59E403)

fr 9.22E-08 1.22E-02  2.43E-10  5.76 2.15E-05 7.49E-03  9.66E-01
(4.79E-08)  (LI1E-02) (4.64E-10) (8.01) (L72E-05)  (L50E-02) (7.72E-01)

fs -7.66E4+03 -621E+03 -7.32E+03  -5.37E+03 -T.14E+03  -6.65E+03 -5.39E-+03
(2.41E402) (4.19E+02) (3.33E+02)  (9.72E+02) (3.23E+02)  (3.77E+02) (4.82E+02)

fo 1.60E+01  6.66E+01  3.54E+01 LI3E+02  4.27E401 530E+01  1.01E+02
(4.57) (152E+01) (1.19E+01)  (4.26E+01) (9.12) (146E+01) (1.86E401)

fio 2.08E-01  6.11 1.53 LO3E+01  2.68 483 1.27E+01
(4.39E-02)  (9.46E-01)  (1.01) (7.17) (3.62E-01)  (1.13) (1.68)

fin 8.06E-01 3.90 8.72E-02  476E+01  1.14 2.85 3.45E+01
(9.33E-02)  (1.52) (1.14E-01)  (4.17E401) (6.63E-02)  (1.33) (1.49E+01)

fi2 -1.76E4+01  -147E+01 -1.76E4+01  -1.25E401 -1.60E+01  -1.54E+01 -1.25E+01
(4.55E-01)  (8.94E-01) (5.61E-01)  (2.92) (6.69E-01)  (9.55E-01)  (1.15)

fis 8.54E-09 1.85E-08  6.99E-09  4.94E-04  9.81E-09 1.43E-08  5.60E-08
(L74E-09)  (6.71E-09) (2.23E-09) (1.13E-03) (2.11E-09)  (5.69E-09)  (4.00E-08)

fun 1.11E+01 7.63 8.67 7.00E4+01  2.93 2.26 1.30E+01
(5.12) (7.22) (6.71) (3.20E+01) (2.95) (2.51) (5.04)

oo L7IE+04  T7A4IE+05 1.73E+02  1I12E+4+06  5.24E+05 5.73E405  1.51E+06
(4.44E+03)  (9.7TE+04) (2.88E402) (7.77E+05) (5.83E+04)  (1.24E+05) (1.59E405)

Tab. 3: Results for benchmark functions for Ndim = 300.
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Ndim =900 BISO BPSO GA BCMAES  BBA BDA MVO
h 2.41E401  251E4+02  1.02E4+02  3.75E+02  246E+02  2.27E+02  2.89E-+02
(1.83) (8.95) (6.25) (1.22E+01) (6.26) (8.92) (1.04E+01)
o 6.91 7.66E+01  7.03 2.07E4+34  5.31E+01  5.77E+01  1.46E+02
(5.39E-01)  (9.82) (1.42) (1.89E+35) (4.81) (9.87) (1.85E+01)
fs 6.11E+04  121E4+05 6.54E+04  244E+05 6.93E+04  7.48E+04  1.25E+05
(8.98E+03) (1.97E+04) (L.09E404)  (1.39E405) (1.15E+04) (1.39E+04) (2.42E404)
fi 2.45E+01  6.58E4+01  5.82E+01  9.40E+01  4.28E+01  5.91E4+01  7.77E+01
(2.28) (4.03) (5.13) (6.15) (2.81) (4.81) (4.72)
fs 1.21E405 172407  4.44E4+04  9.71E407  3.77E+06  1.12E+07  8.97E+07
(245E+04)  (6.8TE+06) (2.24E+04) (4.26E407) (1.11E+06) (5.72E+06) (2.86E+07)
fs 6.17E+02 153E+04  3.46E+02  4.95E4+04 8.35E+03  1.08E+04  4.08E+04
(8.79E+01)  (2.33E+03) (9.87E+01) (1.54E+04) (1.23E403) (2.48E+03) (7.49E403)
fz 9.18E-02 1.53E+01  3.02E-02  1.01E4+02  2.84 9.2 7.85E+01
(2.06E-02)  (5) (1.63E-02)  (5.59E+01) (8.25E-01) (5.27) (2.50E+01)
fs -2.13E404  -127E+04 -201E4+04  -1.20E404 -137E+04 -147E4+04 -1.17E+04
(5.59E+02) (8.79E+02) (7.23E402)  (1.50E403) (7.39E+02) (8.86E+02) (9.88E+02)
fo 9.54E+01  417E4+02 1.88E+02  5.19E+02  4.03E+02  3.30E+02  4.92E+02
(1.16E+01) (4.10E+01) (3.15E401)  (6.32E401) (2.90E+01) (4.11E+01) (4.95E401)
fo 5.26 147E401 4.3 2.02E+01  1.25E401  1.31E+01  1.78E+01
(2.36E-01)  (8.23E-01) (4.40E-01) (6.49E-01) (5.70E-01)  (1.09) (6.42E-01)
fu 6.73 1.35E402  4.16 479E+02  7.73E+01  9.74E4+01  3.61E+02
(6.98E-01)  (2.83E+01) (9.24E-01) (1.49E402) (1.19E+01) (243E+01) (6.38E+01)
fi2 -482E4+01  -280E+01 -4.93E401 -2.53E+01 -281E4+01 -3.28E+01 -2.63E+01
(9.13E-01)  (2.23) (1.35) (4.14) (1.4) (1.7) (1.75)
fis 2.95E-25  209E-22  8.42E-25 9.33E-11  3.21E-23  1.99E-23  1.54E-20
3.13E-26  438E-22  6.94E-25 9.22E-10  3.69E-23  233E-23  4.80E-20
fn 2.68E+01  6.06E+01  5.78E401 2.10E402  1.59E+01  9.55 3.67E+01
(4.59E+01)  (2.20E+01) (6.85E401)  (2.59E401) (1.65E+01) (2.3) (1.10E+01)
fio 5.70E4+06  524E+07  1.36E+07  8.42E+07  5.00E+07  457E4+07  6.73E+07
(3.79E+05) (2.46E+06) (1.19E+06)  (7.79E+06) (1.94E406) (3.01E+06) (4.03E406)

Tab. 4: Results for benchmark functions for Ndim = 900.
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