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Summary
In the field of magnonics, which is a novel research topic utilizing the physics of spin
waves, there is an increasing interest in developing functional spin-wave devices with
unique properties. These devices allow us to control the spin-wave flow and are needed
for future spin-wave-based information processing. However, their technical realization
is highly challenging with conventional approaches. They rely on planar magnonic struc-
tures, where the magnetic properties are exclusively given by the intrinsic parameters of
used materials. Thus, properties like uniaxial magnetic anisotropy cannot be directly con-
trolled. The presented thesis exploits a novel approach of inducing the effective magnetic
interaction by the curvature of the system. The corrugation-induced uniaxial magnetic
anisotropy is studied in structures with modulated surfaces prepared by focused electron
beam-induced deposition and electron beam lithography. The potential of the local con-
trol over the magnetization direction using the 3D nanofabrication approach is universal
and can be used with any commonly used magnetic material. Furthermore, the spin-
wave propagation in the Damon-Eshbach geometry without an external magnetic field
is demonstrated in corrugated magnetic waveguides by means of Brillouin light scattering
microscopy. The broadening of the ferromagnetic resonance peak and extraction of the
damping parameter is presented for the planar and corrugated structures. Finally, the
comparison of the spin-wave propagation length measurement in corrugated waveguides
with the total damping measurements, and with analytical calculations is shown. The
decrease of the propagation length for the waveguides with larger modulation amplitude
is associated to the increase of the damping parameter α.

Abstrakt
V oblasti magnoniky, nového výzkumného oboru využívajícího fyziku spinových vln, roste
zájem o vývoj funkčních zařízení s unikátními vlastnostmi . Hlavní překážkou pro budoucí
generace výpočetní techniky založené na spinových vlnách je řízení toku spinových vln.
Technická realizace je však u konvenčních přístupů velmi náročná, jelikož spoléhají na
rovinné magnetické struktury, kde jsou magnetické vlastnosti dány výlučně vlastnostmi
použitých materiálů. Vlastnosti jako jednoosá magnetická anizotropie tedy nelze přímo
ovládat. Předkládaná dizertační práce využívá nový přístup k indukci efektivní magnetic-
ké interakce zakřivením systému. Jednoosá magnetická anizotropie, která je způsobena
vlnitostí systému, je studována ve strukturách s modulovanými povrchy připravenými
depozicí indukovanou elektronovým svazkem a elektronovou litografií. Potenciál lokální
kontroly směru magnetizace pomocí přístupu 3D nanofabrikace je univerzální a lze jej
použít s jakýmkoli běžně používaným magnetickým materiálem. Kromě toho je demon-
strováno šíření spinových vln v Damonově-Eshbachově geometrii bez aplikace vnějšího
magnetického pole ve vlnitých magnetických vlnovodech pomocí mikroskopie Brillouino-
va rozptylu světla. Rozšíření šířky píku feromagnetické rezonance a získání parametru
tlumení je uvedeno pro rovinné a vlnité struktury. V poslední části práce je srovnáno
měření délky šíření spinových vln ve vlnitých strukturách s měřením parametru tlumení
a s analytickými výpočty. Snížení délky šíření spinových vln u vlnovodů s větší amplitudou
modulace je spojeno se zvýšení parametru tlumení α.
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Introduction

The search for truth begins with belief.
– Star Wars: Clone Wars, Episode: A Distant Echo

Today’s computing electronics and integrated logic circuits are based on complementary
metal-oxide-semiconductor (CMOS) transistors because of their low power consumption,
high density, and low fabrication cost [1]. The information in current computing sys-
tems is represented by electric charge or voltage, and the charge movements provide the
computation. However, the further development of the CMOS technology is expected
to decelerate [2] because of the unsustainable power densities or economic inefficiency [3].
Despite the slowdown, the International Roadmap for Devices and Systems (IRDS), which
summarizes the roadmap for future developments, does not expect the CMOS scaling to
end in the next decade or beyond [4].

Magnonic circuits, utilizing magnons (also called spin waves), i.e., collective oscilla-
tions of magnetic moments in magnetically ordered material, are increasingly attracting
interest for their possible applications in low-power wave-based computing technology
and information processing [5, 6]. Owing to their potential, they are considered as a com-
plementary technology to CMOS, or even a candidate for beyond CMOS generation of
logic circuits [7–10]. That is because no Joule heat is produced during operation as there
are no moving charges involved, and a non-linear regime is easily accessible, allowing for
manipulation of one signal by another [11].

Thanks to recent advances in nanofabrication technology, many spin wave-based de-
vices, such as all-magnon transistor [11], frequency filter [12] or a majority gate [13] have
already been demonstrated. Nevertheless, conventionally used approaches rely on pla-
nar magnonic structures with very well-defined dimensions. The magnetic properties are
exclusively given by the intrinsic parameters of used materials and by the shape of de-
sired structures. In general, the control of the demagnetizing field in such structures
is challenging.

In order to overcome the strong effect of the demagnetizing field, an external magnetic
field must be applied. However, one of the elementary premises of complex magnonic cir-
cuits is a need for operation in the absence of an external magnetic field. Additionally,
suppose an external magnetic field is used to stabilize the magnetic ordering in a nanos-
tructure. In that case, even a simple circuit element such as a spin-wave turn will be
affected due to the mismatch of the orientation of the external magnetic field to the re-
gions before and after the turn, which will lead to a mismatch in dispersion. Therefore, it
is essential to locally control the effective field and stabilize the magnetization of different
parts of the magnonic circuit in the desired direction to prevent the dispersion mismatch.

In our work, we exploit the recently presented approach of inducing the effective
magnetic interaction by adding the curvature to the system [14]. The curvature-induced
effects [15] can be used to adjust the static and dynamic response of a magnetic system.
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The applicability of the surface curvature can be found, e.g., in control of the direction and
the magnitude of the magnetic anisotropy [16]. The introduction of the curvature-induced
uniaxial magnetic anisotropy has been previously observed in various experiments using
ion beam induced erosion [14, 17–19]. However, in these experiments the whole sample
area was irradiated by the broad ion beam. Similarly, the forming and the control of the
uniaxial magnetic anisotropy has been demonstrated via field sputtering or field annealing
[20–22]. Using these types of induced anisotropies, it is difficult to locally control the
magnetic anisotropy direction and magnitude on small scales.

Recent advances in 3D nanofabrication introduce the methods of structure prepara-
tion with shapes and properties unobtainable by standard lithography approaches [23–27].
In this work, we study corrugated magnonic waveguides prepared by the novel combina-
tion of the focused electron beam-induced deposition (FEBID) and the electron beam
lithography. The magnonic waveguides are deposited on a sinusoidally modulated sub-
strate prepared by FEBID. We can locally control the magnitude and the direction of the
uniaxial magnetic anisotropy just by changing the parameters of the surface modulation.
We are utilizing curvature-induced effects to achieve unprecedented spin-wave propaga-
tion in narrow waveguides in the Damon-Eshbach geometry in the absence of an external
magnetic field.

The thesis is organized as follows: Chapter 1 provides a brief introduction to the the-
oretical background needed for the understanding of the experimental part of the thesis.
We first outline the basic concepts of magnetostatics. We continue with micromagnetic
theory and description of different magnetic energies governing the behavior of the mag-
netic system. Then we introduce additional energy contributions describing mesoscopic
magnetic effects not fully covered by the micromagnetic theory. Further, the Stoner-
Wohlfarth model of magnetic anisotropy is discussed. The following sections are devoted
to the magnetization dynamics. We introduce the Landau-Lifshitz equation, and then we
apply it in finding the analytical solution of the collective oscillations. We continue with
the description of the ferromagnetic resonance and especially the influence of a uniaxial
magnetic anisotropy. The last part of the chapter introduces the concept of spin waves
and discusses spin-wave dispersion in magnetic thin film and magnonic waveguides.

Chapter 2 deals with the experimental methods needed for the sample fabrication.
The nanofabrication methods of focused electron beam-induced deposition and electron
beam lithography are discussed. The chapter ends with a brief description of the e-beam
evaporation technique used for the deposition of materials within the presented thesis.

In chapter 3, we focus on the characterization methods employed in the thesis. The
chapter starts with a concise description of the atomic force microscopy (AFM) technique.
It is followed by the basic theory of the magneto-optical Kerr effect (MOKE) and the de-
scription of the essential components for the Kerr microscopy. In the next small section,
the spin-wave excitation using a microstrip antenna is discussed. The following section
is devoted to the Brillouin light scattering (BLS) as it is the fundamental technique used
to study spin-wave propagation. The chapter ends with presenting the vector network
analyzer (VNA) measuring principles and the description of vector network analyzer fer-
romagnetic resonance (VNA-FMR) experimental setup.

Chapter 4 is dedicated to the experimental results. In the first part, we show how it
is possible to fabricate curved geometries before the deposition of the magnetic material.
We present the FEBID technique and prove that the modulation period can be tuned
down to 40 nm while the sinusoidal shape of the modulation is preserved. We use atomic
force microscopy to analyze the overall shape of the grown modulation and the relation
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between the number of e-beam scans per line and the modulation amplitude. In the
next part of the chapter, we investigate the prepared magnetic structures with curved
geometries using Kerr microscopy. We study the magnetization reversal processes and
quantify the corrugation-induced uniaxial magnetic anisotropy depending on the corru-
gation parameters. Moreover, we design and experimentally test a system for spin-wave
propagation in Damon-Eshbach geometry in the absence of an external magnetic field.
For that, we use corrugated magnonic waveguides with the aspect ratio of 1:10, where the
corrugation-induced anisotropy is used to overcome the shape anisotropy. We study the
influence of modulation amplitude on the spin-wave propagation length. In the final part
of the chapter, we use the VNA-FMR method to extract the damping of the planar and
corrugated magnetic structures and analyze if there is any dependence of the damping on
the modulation amplitude.

The final chapter gives a conclusion which also contains a summary of the most im-
portant results and an outlook for future studies.
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1. Theoretical background

A lesson learned is a lesson earned.
– Star Wars: Clone Wars, Episode: Holocron Heist

This chapter provides a brief introduction to the theory of magnetism. It is crucial for the
understanding of the methods employed in the experimental parts of the thesis. It provides
the theoretical background to both magnetization statics and dynamics. The theoretical
topics covering the magnetostatic regime are magnetic energies and the Stoner-Wohlfarth
model. This part follows well-established textbooks on magnetism and solid-state physics
[28–33]. The magnetodynamic part, together with the physics of spin waves, is based on
the books by Hillebrands & Ounadjela [34], Stancil & Prabhakar [35], and Demokritov &
Slavin [36].

1.1. Magnetization and magnetic materials
Magnetized materials are characterized by the magnetization M, which is the effective
contribution of all the atomic magnetic moments µ of a sample averaged over a given vol-
ume V . The essential task in magnetism is to find the magnetization M and the magnetic
field H. The connection between M and H is provided by the magnetic susceptibility χ̂.
It is a dimensionless tensor of the material. The relation is given by

M = χ̂ ·H . (1.1)

For the isotropic material and M ∥ H, the tensor χ̂ is replaced with scalar χ. Moreover,
when an alternating field is applied, the susceptibility can have both real (χ′) and imagi-
nary (χ′′) parts. The real component reflects the in-phase contribution, and the imaginary
component corresponds to the out-of-phase or loss contributions. The susceptibility clas-
sifies magnetic materials into distinct magnetic categories. The sign and amplitude of
susceptibility allow us to roughly define the following classes of magnetic materials.

• Diamagnets (χ ≤ −10−5) – small negative χ: Au, Si, water, . . . Due to orbital
magnetic moments of electrons, these materials create a magnetic field which coun-
teracts the external magnetic field H, which leads to the repulsion of the material
from the magnetic field. The special class of diamagnets is ideal superconducting
materials, where χ ∼ −1, i.e., no magnetic field can penetrate superconductor. In
general, all materials are diamagnetic. This effect is feeble, and in most cases, it
is dominated by the atomic magnetic moments’ response to the applied field, which
is much stronger.
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1.2. MICROMAGNETIC ENERGIES

• Paramagnets (χ ∼ 10−5 − 10−3) – small positive χ: Al, Pt, Mg, . . . When no
field is applied the net magnetization is zero. After applying the external mag-
netic field H, uncompensated spins of electrons align parallel to the magnetic field,
which results in a small net magnetization and positive susceptibility. Paramagnetic
materials are attracted by the external magnetic field.

• Ferromagnets (χ ∼ 10 − 104) – χ is large and strongly depends on the magnetic
field H: Fe, Co, Ni, Fe3O4, . . . These materials show spontaneous magnetization,
i.e. the finite magnetization is retained even after the external magnetic field H
is removed. When the external magnetic field H is strong enough, the material
is fully magnetized along the applied field direction (saturated). The maximal
limiting value of magnetization is called the saturation magnetization, Ms.

The alignment of individual atomic spins causes the spontaneous magnetization of ferro-
magnetic materials. However, parallel alignment is not the only type of magnetic ordering.
In an antiferromagnet, two equal but oppositely oriented magnetic sublattices are formed.
It is sometimes possible to switch an antiferromagnet into a ferromagnet with a suffi-
ciently large external magnetic field. This change of magnetic order is commonly known
as a metamagnetic transition. On the other hand, two nonequivalent sublattices with
magnetizations MA ̸= MB can be found in a ferrimagnet, resulting in a net spontaneous
magnetization. The above-described classes of magnetism are schematically illustrated in
Figure 1.1.

(a) (b)

(c) (d)

Figure 1.1: Illustration of classes of mag-
netism: (a) paramagnetism,
(b) ferromagnetism, (c) an-
tiferromagnetism, (d) ferri-
magnetism. Each arrow rep-
resents one atomic magnetic
dipole moment.

The alignment of the atomic magnetic dipole moments does not necessarily need to be
collinear. E.g., in manganese and some of its alloys, helical or spiral magnetic structures
can be found.

The next sections are further devoted to the exceptional phenomenon of ferromag-
netism because the presented thesis deals with spin waves in ferromagnets.

1.2. Micromagnetic energies
For the rigorous treatment of ferromagnetism, the quantum mechanical approach must
be used. In certain cases, the purely quantum mechanical problem can be generalized
in a continuum approximation [37] described by well-developed micromagnetic theory.
The major fundamental energy contributions are Zeeman, demagnetizing field, exchange,
and anisotropy energies. The following section discusses the various magnetic energy
contributions occurring in a magnetic system, emphasizing the dipolar and exchange
energies.
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1.2. MICROMAGNETIC ENERGIES

1.2.1. Zeeman energy
The Zeeman energy is at play when the external magnetic field Hext is present and de-
scribes an interaction of the magnetization M with the external magnetic field Hext. The
energy density is given by

ϵZ = −µ0

V

˚

Ω

M ·HextdV , (1.2)

where µ0 is the permeability of vacuum (µ0 = 4π · 10−7 H/m)1, and V is the volume. The
minus sign indicates the minimum energy found for the magnetization aligned along the
external magnetic field.

1.2.2. Dipolar energy
Dipolar energy describes Zeeman-like mutual self-interaction of all magnetic moments in
a ferromagnet. It is a long-range interaction between magnetic moments. Imagine the
magnetization M inside a finite ferromagnetic material. In the presence of the interface,
it abruptly vanishes, and thus a divergence of M emerges. For Hext = 0 we can write

B = µ0 (M + H) , (1.3)

where B is the magnetic induction. It is another quantity used for the description of
magnetic fields. With the help of one of Maxwell’s equations ∇ · B = 0, we obtain

∇ ·H = −∇ ·M . (1.4)

The situation is similar when the gradient of the magnetization is established inside the
material. In this case, in analogy with electrostatics, we define magnetic volume charges in-
side the magnetic medium. When the gradient is found on the interface, we define surface
charges. Generally, the self-fields are opposite to the magnetization direction; therefore,
they are known as demagnetizing fields. The demagnetizing field largely determines the
formation of magnetic domains inside the magnetic sample. The situation is depicted in
Figure 1.2. As a result of the distribution of the surface charges, the demagnetizing field
Hdem is formed throughout the material’s interior.

In general the task of calculating Hdem from nontrivial spatial distribution of M is com-
plicated and only few cases can be solved analytically. Doing so for a special case of
a uniformly magnetized ellipsoid

Hdem = −N̂ ·M , with N̂ =

Nx 0 0
0 Ny 0
0 0 Nz

 . (1.5)

N̂ is a geometry dependent demagnetizing field tensor. It is given by both the shape of
the sample and the orientation of the magnetization. The trace of this tensor is

Tr N̂ = Nx +Ny +Nz = 1. (1.6)
1In the revised SI system, which has gone into force in 2019, the ampere redefinition led to the

permeability of vacuum becoming a measurable quantity. The experimental value of µ0 is now based on
the dimensionless experimental fine structure constant α, the fixed reduced Planck constant ℏ, fixed speed
of light in vacuum c, and fixed elementary charge e, µ0 = 4παℏ/(e2c) = 1.256 637 062 12(19) · 10−6 H/m.
The uncertainty of µ0 comes from the uncertainty in α and the CODATA (Committee on Data for Science
and Technology) truncation of ℏ and e [38].
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1.2. MICROMAGNETIC ENERGIES
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(a) (b)

Figure 1.2: Schematic illustration of the origin of the demagnetizing field. It is generated
by magnetization and points in the opposite direction. (a) the surface charges
are present due to the magnetization gradient M on the interface. (b) volume
charges are present due to the gradient of magnetization inside the material. The
illustration shows the formation of magnetic domains. In this special case, we
speak about the so-called ”Landau” state.

For the simple geometries of sphere, cylinder and infinite layer, the demagnetization tensor
can be found analytically [29, page 31]

N̂ s =

1/3 0 0
0 1/3 0
0 0 1/3

 , N̂ c =

1/2 0 0
0 1/2 0
0 0 0

 , N̂ l =

0 0 0
0 0 0
0 0 1

 ,

where N̂ s, N̂ c and N̂ l are demagnetization tensors for sphere, cylinder and infinite layer
respectively. In the continuum model [39], the dipolar energy density is described by

ϵdip = − µ0

2V

˚

Ω

M ·HdemdV . (1.7)

The integral goes over all the magnetic volume; therefore, to prevent double-counting of
the demagnetizing field energy from the individual dipoles, the factor 1

2 must be included.
It is clearly visible, that by combining (1.5) and (1.7), the dipolar energy is always

positive. Therefore, any stray field will increase the total energy of the system. This results
in the rather general charge avoidance principle [28, page 238] as the ferromagnetic
systems minimize the total energy to arrive at a stable configuration, the magnetic charges
have to be avoided.

1.2.3. Exchange energy
Any classical theory cannot explain the phenomena of ferromagnetic ordering at room tem-
perature. Despite some initial rather phenomenological models, it was the introduction of
the quantum mechanics and exchange energy terms that finally explained ferromagnetism.
It is a direct consequence of Coulomb’s interaction and Pauli’s exclusion law. The Pauli
exclusion principle states that two electrons (fermions) with the same quantum number
cannot occupy the same quantum mechanical state. If the spins of these two electrons are
parallel, they cannot share a common orbit. This forces the electrons to form separate
orbits and hence reduces the Coulomb interaction. However, if they are antiparallel, the
electrons will share a common orbit, thus increasing the electrostatic Coulomb energy.

The exchange interaction Hamiltonian of such a system can be written as

Hex = −
N∑
i,j

JijSi · Sj = −2 ·
N∑

i>j

JijSi · Sj , (1.8)
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1.2. MICROMAGNETIC ENERGIES

where Jij is the exchange integral describing the coupling between the neighboring spin
moment vectors Si and Sj. Based on the sign of the exchange integral, the ground state of
the magnetic order is determined. If Jij > 0, the lowest energy state occurs for the spins
aligned parallelly. This applies to ferromagnetic ordering. When Jij < 0, the spins favor
the antiparallel alignment, and the ordering is antiferromagnetic. The exchange integral
highly varies with the spin-spin distance. Therefore, the exchange interaction is of a very
short-range character.

In the continuum limit, the exchange energy density is given by

ϵex = Aex

˚

Ω

(
∇ · M

Ms

)2

dV , (1.9)

where Aex is the exchange stiffness constant. The exchange stiffness constant is positive
in ferromagnetic materials. Therefore, the exchange energy is minimal when the mag-
netization is uniform. In antiferromagnetic materials, the exchange constant is negative.
Hence, when two spins are antiparallel, the energy is minimal.

The competition between the exchange energy Eex and the dipolar energy Edip is char-
acterized by the exchange length lex, which is typically a few nm. The exchange interaction
is dominant at length scales below the exchange length lex forcing the magnetization to
be locally homogeneous. On the other hand, the dipolar interaction dominates at larger
length scales, and domains with different orientations of M can be formed.

The exchange field is given by

Hex = 2Aex

µ0M2
s

∆M = l2ex∆M ≡ λex∆M , (1.10)

where ∆ is the Laplace operator and λex is the exchange constant.
If Eex were the only term to consider, there would be no incentive for the orientation of

M to vary, and the magnetization would remain uniform. However, Edem is ever-present,
and it tends to reduce the net moment of an isotropic sample to zero.

1.2.4. Anisotropy Energy
Magnetocrystalline anisotropy

In oriented crystalline substances, a ferromagnetic sample’s magnetization usually lies
along some energetically preferred direction(s) due to the spin-orbit interaction. This
property is called magnetic anisotropy. In the description of anisotropies, symmetry
plays a major role. Therefore, expansions in terms of spherical harmonics are often
used to describe the most important contributions. The simplest case is the uniaxial
anisotropy, where the energy density depends only on the angle ϑ, which is the angle
between magnetization and the uniaxial anisotropy axis. Generally, the tendency for
magnetization to lie along an easy axis is represented by the energy density term

ϵuni = Ku1 sin2 ϑ+Ku2 sin4 ϑ+ . . . , (1.11)

where Ku1 and Ku2 are anisotropy constants. For magnetic particles with uniaxial mag-
netic anisotropy, as described by the Stoner-Wohlfarth model later in section 1.4, the Ku2
constant is usually negligible, therefore does not need to be considered. For the sake of
simplicity, the constant Ku1, being the only constant left, is denoted as Ku. There are
even cases where no term is considered, e.g., in NiFe (Permalloy) films, where the random
orientation of grains (crystallites) results in no net in-plane anisotropy.

8



1.3. GEOMETRY-INDUCED ANISOTROPY

1.2.5. Total energy
To conclude the description using the micromagnetic theory, the total energy density ϵtot
of the system is sum of all the individual contributions

ϵtot = ϵZ + ϵex + ϵdip + ϵani . (1.12)

The magnetic ground state of the magnetization might be determined by finding the
minima in (1.12). Now we can introduce the total effective magnetic field Heff . It is defined
as the functional derivative of ϵtot with respect to magnetization M as

Heff = − 1
µ0
∇Mϵtot = − 1

µ0

(
∂ϵtot

∂Mx

ex + ∂ϵtot

∂My

ey + ∂ϵtot

∂Mz

ez

)
. (1.13)

For equilibrium, M is parallel to Heff . In the dynamic case, the magnetization M does
not lie in the direction of Heff , yet Heff defines the precessional axis of the magnetization.

1.3. Geometry-induced anisotropy
The system that we need to describe is far from trivial. Therefore, the following section
addresses the simplification needed to get the contribution of shape and topography in-
dividually. The effective anisotropy comprises all contributions to the anisotropy energy
into one resulting anisotropy.

1.3.1. Aharoni model of rectangular prism
If the geometry of the sample is to be considered, the combination of (1.5) and (1.7) gives

ϵdem = µ0

2
(
NxM

2
x +NyM

2
y +NzM

2
z

)
. (1.14)

Here, depending on the demagnetizing factors, the energy will differ for different mag-
netization orientations. This leads to an effective anisotropy of the system called shape
anisotropy. The role of the shape anisotropy is non-negligible and starts to play an im-
portant part when dealing with mesoscopic magnetic structures. In such structures, the
magnetization prefers to lay in the direction parallel to the longer axis of the rectan-
gle. The analytic treatment of the demagnetizing field problem in a magnetic thin film
structure of rectangular cross-section is not at all easy task. Nevertheless, it has already
been done by Aharoni[40]. He provided the solution for the demagnetizing factor in the
z-direction of a magnetic rectangular prism as

πNz = b2 − c2

2bc
ln
(√

a2 + b2 + c2 − a√
a2 + b2 + c2 + a

)
+ a2 − c2

2ac
ln
(√

a2 + b2 + c2 − b√
a2 + b2 + c2 + b

)

+ b

2c
ln
(√

a2 + b2 + a√
a2 + b2 − a

)
+ a

2c
ln
(√

a2 + b2 + b√
a2 + b2 − b

)
+ c

2a
ln
(√

b2 + c2 + b√
b2 + c2 − b

)

+ c

2b
ln
(√

a2 + c2 + a√
a2 + c2 − a

)
+ 2 arctan

(
ab

c
√
a2 + b2 + c2

)
+ a3 + b3 − 2c3

3abc

+ c

ab

(√
a2 + c2 +

√
b2 + c2

)
+ (a2 + b2 − 2c2)

√
a2 + b2 + c2

3abc

− (a2 + b2)
3
2 + (b2 + c2)

3
2 + (c2 + a2)

3
2

3abc
.

(1.15)

9
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In his assumptions, he considered the total length of 2a, the total width of 2c, and the
total thickness of 2b. The other two demagnetizing factors Nx and Ny can be derived by
applying twice cyclic permutation c→ a→ b→ c. The demagnetizing field calculated for
rectangular prism using (1.15) is depicted in Figure 1.3. However, later in the experimental
section, the demagnetizing field calculated using the Aharoni model and demagnetizing
field measured by Kerr magnetometry will be compared with a poor agreement. The
strong assumption of the homogeneously magnetized body employed in the model by
Aharoni is not valid for micron-sized structures. Nevertheless, it provides great insight
into the problem and serves as an important starting point in the experiment’s design.
This model must be employed with great care, and one cannot expect a quantitative
match of the model and the experiment. On the other hand, the model qualitatively
describes the overall trend for rectangular prisms with various aspect ratios. The Aharoni
model gives the magnetic field needed to rotate the magnetization in the energetically
unpreferred direction (in the case of a rectangular prism, the direction perpendicular to
the longer edge).

w

l

t

(a)

Figure 1.3: (a) Geometry of a rectangular prism, l = 2a, w = 2b, t = 2b. (b) Demagnetizing
field, calculated using Aharoni model (1.15) for the following parameters: length
l = 20 μm, thickness t = 10 nm and Ms = 800 kA/m. (c) Variation of both width
and length for the thickness t = 10 nm.

1.3.2. Curvature-induced anisotropy
As we mentioned above, due to the complex shape of our structures, we are not able
to analytically obtain the demagnetizing tensor. We can only measure the total effective
anisotropy and then simplify it as the anisotropy from two individual contributors – shape
and topography. This paragraph is devoted to the latter category.

The shape anisotropy has a significant effect on the ground-state magnetization direc-
tion. Nevertheless, even in the case of strong anisotropy, the magnetization might not
be strictly tangential. For example, in the case of a helical nanowire, which has strong
anisotropy pointing along the wire, the ground state is tilted with an angle, dependent
on the curvature product and the torsion [41, 42]. In the Magnetism in curved geome-
tries review by Streubel et al. [15], 2D geometries with nontrivial topology are discussed.
Bruno [43] theoretically showed that the surface roughness gives rise to an effective dipo-
lar perpendicular anisotropy whose order of magnitude is evaluated as a function of the
parameters characterizing the roughness. However, further studies show that in magnetic
nanostructures with large-scale varying curvature, the magnetization prefers to stay in
a plane tangential to the surface [44–46]. Bisio et al. [47] utilized ion beam erosion to
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induce uniaxial magnetic anisotropy in Fe thin films on a flat Ag(001) substrate. The
selection of an induced in-plane uniaxial magnetic anisotropy direction in a thin film of
Fe grown epitaxially on ripple patterned MgO(001) was reported by Liedke et al. [48].
Vayalil et al. [49] tailored the uniaxial magnetic anisotropy of Permalloy thin films de-
posited on nano rippled Si substrates. Tretiakov et al. [16] summarized it and introduced
the method of surface engineering of an ultrathin magnetic film. Their method uses the
effect of large periodic curvature on the shape anisotropy forming perpendicular or any
other given direction of magnetic anisotropy. The method is solely related to the interplay
of surface curvature and dipolar interactions in the film and, therefore, does not require
any spin-orbit coupling. Basically, using their approach, it is possible to engineer perpen-
dicular magnetic anisotropy or in-plane magnetic anisotropy of any particular orientation
in thin films with periodic curvature just by choosing the surface shape appropriately.

1.3.3. Mixed anisotropies
Now, we further describe the used simplification of individual anisotropy terms, describ-
ing shape and curvature of our complex structure. We consider the case of a rectangular-
shaped polycrystalline NiFe structure with curvature-induced uniaxial anisotropy perpen-
dicular to the longer edge of the rectangle. The shape anisotropy energy density is analo-
gous to the form of the uniaxial anisotropy discussed in equation (1.11). The rectangular
waveguide is magnetized at some arbitary angle, as shown in Figure 1.4. Therefore the
total energy density with the assumption of zero applied field is

ϵT = ϵs + ϵc = K0 +Ks sin2 ϑ+Kc sin2 (π/2− ϑ) = K0 + (Ks −Kc) sin2 ϑ +Kc, (1.16)

where ϵs is the energy density of the shape anisotropy contribution, ϵc is the energy density
of the curvature-induced anisotropy contribution and Ks, Kc are corresponding anisotropy
constants. To find the resulting anisotropy, the first and second derivatives must be found.
They are given by

∂ϵT

∂ϑ
= 2 (Ks −Kc) sinϑ cosϑ , (1.17)

∂2ϵT

∂ϑ2 = 2 (Ks −Kc) cos 2ϑ . (1.18)

In the trivial case of Ks = Kc, there is no anisotropy or angular dependence, and the
magnetization can point in any arbitrary direction. Nevertheless, if Ks > Kc we can
study two cases. For ϑ = 0, ∂ϵT

∂ϑ
= 0, ∂2ϵT

∂ϑ2 > 0 and the easy axis given by the shape
anisotropy is a direction of minimum energy. For ϑ = π/2, ∂ϵT

∂ϑ
= 0, ∂2ϵT

∂ϑ2 < 0 and the easy
axis given by the curvature-induced anisotropy is a direction of maximum energy. On the
other hand, if Ks < Kc the situation is completely reversed for ϑ = 0 and ϑ = π/2. Finally,
suppose a structure under study has anisotropies arising from different phenomena, and
their respective easy axes are perpendicular to one another. In that case, the resulting
easy direction is not given (as someone might intuitively think) by some intermediate
direction. It is one of the two easy directions, depending on the magnitude of anisotropy
energies.

In summary, when the system has, e.g., two contributing uniaxial anisotropies, two
general rules can be found. First, when the anisotropies have their axes parallel to each
other, the total energy adds up to form an even stronger anisotropy. When the axes of
the contributing anisotropies are perpendicular to each other, the resulting easy axis is in
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the stronger anisotropy direction. The difference between the two contributions gives the
energy.

M

Ks

Kc

ϑ

z Figure 1.4: Schematic representation of
a rectangular waveguide with
curvature-induced anisotropy
magnetized in-plane at the
arbitary angle ϑ. Ks is the
shape anisotropy constant and
Kc is the curvature-induced
anisotropy constant.

1.4. Stoner-Wohlfarth model
In magnetic materials, the magnetization M response to the applied magnetic field H
is in general nonlinear and irreversible. Its value depends both on the history of the
applied magnetic field and the magnetization orientation. Such behavior is captured in
a well-known M(H) hysteresis loop, sketched in Figure 1.5 where the component of M in
the direction of the applied field H is plotted. From the shape of a loop, one can already
analyze the magnetic system. The curve starting at the origin is known as a virgin

H

M

Ms

Mr

Hc−Hc

−Mr

Figure 1.5: Schematic representation of
a hysteresis curve of a typical
ferromagnetic material. The
virgin curve is represented by
the dashed curve. Saturation
magnetization Ms, remanence
Mr and coercivity Hc are
shown. Adapted from [29].

magnetization curve. It can be measured only for the case of a sample never exposed
to the magnetic field or for a fully demagnetized sample. When H is high enough, all
magnetic moments are aligned with the direction of the external magnetic field H, and
the component of magnetization reaches the saturation value Ms. Lowering the applied
magnetic field H will result in the decrease of the magnetization component in the arrow’s
direction (see Figure 1.5). The remanent magnetizaton or remanence Mr is the remaining
magnetization projection when the applied magnetic field reaches zero. In order to reduce
the magnetization to zero, the coercive field Hc must be applied.

The modeling of the hysteretic behavior has historically been performed by empirical
models where Stoner and Wohlfarth have used a newly developed micromagnetic theory
as a first to do so. Their model is called the coherent rotation model and it is a sim-
ple, nevertheless compelling micromagnetic model. It considers magnetization processes
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1.4. STONER-WOHLFARTH MODEL

governed by the magnetization vector’s rotations or switching and is essentially based on
micromagnetic energies [50, 51]. A detailed description of many micromagnetic models
is given in the book [52]. This model’s main assumption is that the material is made up
of magnetized elliptical nanoparticles with a uniaxial anisotropy constant Ku, sufficiently
separated from each other so that interactions between them are negligible. A key predic-
tion for the Stoner-Wohlfarth model is that the coercive field is equal to the anisotropy
field. That is very strong assumption, and generally, the coercive field is overestimated by
a lot. If a magnetic field is applied at an angle φ to the anisotropy axis, the total energy
density is the sum of the uniaxial anisotropy energy density ϵuni and the Zeeman energy
density ϵZ

ϵ = ϵuni + ϵZ = Ku sin2 ϑ− µ0MsH cos (φ− ϑ) . (1.19)
The magnetization M will always align in the direction of minimal total energy either by
rotation or by switching. The geometry of the elliptical magnetic nanoparticle is shown
in Figure 1.6.

ϕ

ϑ

M

H

anisotropy
axis

Figure 1.6: A Stoner-Wohlfarth elliptical
nanoparticle with magnetiza-
tion M in an external magnetic
field H. Corresponding angles
φ and ϑ are shown with respect
to the anisotropy axis.

In order to find the M(H) loop, the numerical methods solving the minimization of
energy by changing the the angle ϑ must be employed. However, for the simple case of
φ = 0 and φ = π/2 it can be solved analytically using the first and second derivative of ϵ.

∂ϵ

∂ϑ
= 2Ku sinϑ cosϑ− µ0MsH sin(φ− ϑ) = 0 , (1.20)

∂2ϵ

∂ϑ2 = 2Ku cos 2ϑ+ µ0MsH cos(φ− ϑ) ≥ 0 . (1.21)

When the magnetic field is applied in the direction of the anisotropy axis (φ = 0), the
energy density (1.19) has two minima. The first minimum is at ϑ = 0 (→) and the second
at ϑ = π (←). By changing the magnitude of the external field so that the magnetization
goes from the first minimum (→) to the second (←), we can find the value of the coercive
field, where the magnetization flips as

Hext = −Hc = 2Ku

µ0Ms
. (1.22)

Increasing field back to the original value will lead again in the magnetization switch at
the external field Hext = Hc. The resulting loop, called the easy-axis loop, is a perfect
square loop, see Figure 1.7. For φ = π/2 the loop degenerates into a piecewise linear
function. Even though the assumption of a coercive field being equal to an anisotropy
field does not apply in real materials, the anisotropy field can be derived using this model
with a good precision. The anisotropy field Hani is defined as the field needed to reach
the saturation. For fields lower than the anisotropy field, a linear function with slope
dM
dH

= 2Ku
µ0M2

s
is obtained. This hysteresis loop is called a hard-axis loop. The anisotropy

field is then
Hani = 2Ku

µ0Ms
. (1.23)

13



1.5. MAGNETIZATION DYNAMICS

Figure 1.7: (a) Numerical modeling of hysteresis loops using Stoner-Wohlfarth model2 for the
uniaxial magnetic anisotropy case considering Ku = 6 kJ/m3, Ms = 800 kA/m for
the four representative angles from the interval φ ∈ [0,π/2]. (b) The blue solid
polar plot shows the total energy density when no external magnetic field is ap-
plied for the case when only one anisotropy axis is present; K1 = 6 kJ/m3. The
dotted blue polar plot, on the other hand, depicts the case where there are two
anisotropy axis perpendicular to each other; K1 = 6 kJ/m3 and K2 = 3 kJ/m3.
The dependence is depicted for the energy density on the angle between the easy
axis and the magnetization – ϑ. The red solid polar plot shows the relative rema-
nence extracted at the zero external magnetic field from graph (a). The easy and
hard axis directions are clearly visible. Note the difference between the shape of
blue and red plots.

1.5. Magnetization dynamics
This section gives a brief introduction to the theory of magnetization dynamics. It de-
scribes what happens with the magnetization when the time-varying external magnetic
field is applied. The Landau-Lifschitz-Gilbert equation of motion will be introduced, and
the complex dynamic susceptibility tensor will be derived.

When magnetization M and effective magnetic field Heff are non-collinear, the magne-
tization will experience non-zero restoring torque. The torque causes the magnetization
M to move according to Newton’s classical equation of motion [33, page 85]. This yields
the well-known Landau-Lifshitz equation [28, 33]

dM
dt

= −γM × µ0Heff , (1.24)

where γ is a gyromagnetic ratio. This leads to the Larmor precession of M around the
magnetic field Heff with the angular frequency ω = µ0γHeff with a constant cone angle ϑ.

However, equation (1.24) describes an idealized case and does not comprise the dissi-
pation of energy. To account this, a second torque term is added into the Landau-Lifshitz
equation introducing a phenomenological damping torque [53]

dM
dt

= −γM × µ0Heff −
γλ

M2
s

M × (M × µ0Heff) . (1.25)

2The numerical modeling was done in Python, adapting the code from https://github.com/tgwoo
dcock/Stoner-Wohlfarth-Tutorial.
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1.5. MAGNETIZATION DYNAMICS

Here, λ is a phenomenological damping parameter. The damping term derived by T. Gilbert
transforms equation (1.25) to the famous Landau-Lifshitz-Gilbert (LLG) equation [54]

∂M
∂t

= −γM × µ0Heff︸ ︷︷ ︸
precession term

+ α

Ms

(
M × ∂M

∂t

)
︸ ︷︷ ︸

damping term

, (1.26)

where α is the Gilbert damping parameter. The first term in equation (1.26) is a preces-
sional term and the second term (damping term) corresponds to a torque which forces M
to align parallel to Heff . It represents the energy dissipation channels, e.g. the interactions
between spin system and the electrons as well as the lattice (phonons). All these effects
are incorporated in the phenomenological Gilbert damping constant α. Thus, the com-
bined effect of both terms results in a damped spiral motion of the magnetization around
the effective magnetic field toward the equilibrium state, as graphically illustrated in
Figure 1.8.

ϑ

Heff

M

−M × µ0Heff

ϑ

Heff

M

−M × µ0Heff

M × dM
dt

(b)(a)

ω ω

Figure 1.8: Precessional motion of the magnetization M in effective field µ0Heff according to
the LLG equation (1.26). (a) The precession of M around Heff at the angular
frequency ω. (b) The precession of M in combination with the damping torque
term which leads to the overall spiral motion around Heff .

1.5.1. Dynamic susceptibility
Finding an analytical solution for the general form of the Landau-Lifshitz-Gilbert equation
(1.26) is impossible, and it is usually solved numerically. However, the analytical solution
of the collective oscillations in a linear regime is possible. It is done by solving the Landau-
Lifshitz equation (1.24) for the ferromagnetic system under the following assumptions.

• The ferromagnetic system is under the effect of the magnetic field, which consists
of a static part H0 = H0ez applied along the z-axis and of a small harmonic (mi-
crowave) excitation field |h(t)| ≪ H0 oriented in the xy plane. Vector ez is a unit
vector pointing along the z-axis.

• The total magnetic field is then Heff = H0 + h(t).

• The equilibrium magnetization M0 is oriented parallel to the static part of the
magnetic field H0.
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• The dynamic component m(t) of the magnetization is assumed to be small compared
to the saturation magnetization |m| ≪Ms

• m(t) depends harmonically on time t and the precession occurs around the z-axis.

• The total magnetization is then M = M0 + m(t).

Inserting this into equation (1.24) gives

∂m
∂t

= −γµ0

M0 ×H0︸ ︷︷ ︸
0

+M0 × h + m ×H0 + m × h︸ ︷︷ ︸
neglected

 . (1.27)

The first term vanishes because the equilibrium magnetization M0 is parallel to the static
part of applied field H0. The last term can be neglected due to the assumption of h and m
being small compared to the magnitude of static components. The result gives linearized
LL equation

∂m
∂t

= −γµ0 [M0 × h + m ×H0] . (1.28)

Assuming the harmonic time dependence in the form eiωt

iωm = −γµ0 [Msez × h + m ×H0ez] , (1.29)
iωm = −ez × [ωMh − ωHm] , (1.30)

where ωM = γµ0Ms and ωH = γµ0H0. Projecting along the axes of the coordinate system
leads to a set of equations.

iωmx = ωMhy − ωHmy , (1.31)
iωmy = −ωMhx + ωHmx , (1.32)
iωmz = 0 . (1.33)

Rewriting the equations (1.31) – (1.33) in a matrix form gives(
ωH −iω
iω ωH

)(
mx

my

)
= ωM

(
hx

hy

)
. (1.34)

To extract the susceptibility tensor χ̂ after Polder [55], an inverse matrix needs to be
found (

mx

my

)
= m = χ̂ · h =

(
χ iκ
−iκ χ

)(
hx

hy

)
, (1.35)

where
χ = ωHωM

ω2
H − ω2 and κ = ωωM

ω2
H − ω2 . (1.36)

The Polder tensor is a non-diagonal non-symmetric tensor describing the gyrotropic
behavior of the ferromagnetic medium. The microwave magnetic field (hx and hy) creates
not only the dynamical magnetization parallel to it (mx, my, respectively) but also a per-
pendicular components with a π/2 phase shift corresponding to the imaginary unit i in
(1.35). This response to the microwave magnetic field excitation confirms the precessional
motion of M.
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1.5.2. Ferromagnetic resonance
The Polder susceptibility tensor χ̂ described in the previous section is derived under the
assumption of the known field at a given point. However, this is an oversimplification
because the demagnetizing field Hdem depends on the magnetization M inside the sample.
Therefore, the LL equation solution in an ellipsoidal geometry, where the magnetization
is uniformly distributed, will be provided in this section. The ellipsoid’s principal axes
are parallel to the x, y, and z axes. The ellipsoid is depicted in Figure 1.9.

M
M0

m
H0

h

x

y

z

Figure 1.9: The uniform oscillation of mag-
netization M in an ellipsoid.

A static magnetic field H0 = H0ez is applied along the z-axis and a small oscillating
field h is applied in the xy plane. Considering the demagnetizing field (1.5) the effective
field is defined as

Heff = H0 + Hdem . (1.37)
Rewriting equation (1.37) in a vector form leads to

Heff =

hx −Nxmx

hy −Nymy

H0 −NzMs

 . (1.38)

Solving the LL equation following the section 1.5.1, the Kittel susceptibility tensor is de-
rived

h = χ̂−1
K m =

(
hx

hy

)
= 1
ωM

(
ωx −iω
iω ωy

)(
mx

my

)
, (1.39)

where ωx = ωH + (Nx −Nz)ωM and ωy = ωH + (Ny −Nz)ωM .
The resonance frequency can be derived by solving det

(
χ̂−1

K

)
= 0 which yields the

famous Kittel formula

ωres = √ωxωy = γµ0

√[
H0 + (Nx −Nz)Ms

][
H0 + (Ny −Nz)Ms

]
. (1.40)

It is clearly visible that the resonance frequency strongly depends on the sample geometry.
For the simplest spherical geometry where the demagnetizing factors are Nx = Ny = Nz =
= 1/3 the resonant frequency is ωres = γµ0H0. For the in-plane magnetized ferromagnetic
thin film where Nx = Nz = 0 and Ny = 1 the resonant frequency is given by

ωres = γµ0
[
H0 (H0 +Ms)

]1/2
. (1.41)
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The magnetization’s oscillations are unquestionably accompanied by dissipation of
the energy. To account for the dissipation of energy, equation (1.26) must be solved. It
results in the correction of the tensor χ̂ components. It is sufficient to replace the real
frequency ω in (1.36) by the complex quantity ω′ + iω′′. Thus, the χyy component of the
susceptibility tensor χ̂ is given by

χyy = ωM (ωH + ωM − iω)
ω2

res − ω2 − iαω (2ωH + ωM)
. (1.42)

It can be split into the real and imaginary parts χyy = χ′
yy + iχ′′

yy

Re(χyy) = χ′
yy = ωM (ωH + ωM) (ω2

res − ω2)
(ω2

res − ω2)2 + α2ω2 (2ωH + ωM)2 , (1.43)

Im(χyy) = χ′′
yy =

αωωM

[
ω2 + (ωM + ωH)2

]
(ω2

res − ω2)2 + α2ω2 (2ωH + ωM)2 . (1.44)

The imaginary part can be approximated by an assymetric Lorentzian function and its
maximum is found for ω = ωres. The linewidth ∆ω of the Lorentzian peak is connected
with the damping parameter α. In the assumption of ∆ω ≪ ωres, a full width at half
maximum (FWHM) of ω yields

∆ω = α (2ωH + ωM) . (1.45)

The connection of the linewidth ∆ω and the linewidth ∆H is also observed. It is often
interpreted in terms combining the inhomogeneous broadening ∆H0, representing the
extrinsic contributions to the damping, and Landau-Lifshitz or Gilbert damping model
[56]. Therefore

µ0∆H = 4παfres

γ
+ µ0∆H0 . (1.46)

Influence of a uniaxial magnetic anisotropy

The energy of the magnetic anisotropy is also affecting the total effective field. In the
case of the uniaxial anisotropy, the first term of energy density (1.11) can be rewritten as

ϵani = Ku sin2 ϑ = Ku

(
1− M2

i

M2
s

)
, (1.47)

where Mi is the component of M along the anisotropy axis.
The effective field gives

Hani = − 1
µ0

∂ϵani

∂M = 2KuMi

µ0M2
s

ei . (1.48)

In a general ellipsoid case, the uniaxial anisotropy axis ei can point in any direction.
For simplicity, let us limit our calculations to two cases. The external magnetic field
H0 points along the z-axis, and it is either perpendicular or parallel to the anisotropy
axis. The expression for the anisotropy field can be written in a similar form to the
demagnetizing field Hani = −N̂ ani ·M. As we mentioned above, the structure’s complex
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shape (demagnetizing tensor) can be simplified by including the shape and curvature
individually

H ′
ani = −

(
N̂ + N̂ ani

)
·M = −

Nx +Nani,x 0 0
0 Ny +Nani,y 0
0 0 Nz +Nani,z


mx

my

Ms

 . (1.49)

The demagnetizing factors Nx, Ny, Nz in equation (1.40) can be replaced by new factors
N ′

x = Nx + Nani,x, N ′
y = Ny + Nani,y, N ′

z = Nz + Nani,z, respectively. The effect of
uniaxial anisotropy is thoroughly studied in [57, pages 44-45] and [58, pages 22-26]. Here,
they transform the coordinates and perform substitution to express the effect of uniaxial
anisotropy on the ferromagnetic resonance, which gives

ωr = γµ0


[
H0 cos(ϑ− φ) + 2Ku

µ0Ms
cos2 ϑ+ (Nx −Nz)Ms

]

×
[
H0 cos(ϑ− φ) + 2Ku

µ0Ms
cos 2ϑ+ (Ny −Nz)Ms

]
1/2

.

(1.50)

For the case of in-plane magnetized ferromagnetic thin film (Nx = Nz = 0, Ny = 1) with
uniaxial anisotropy parallel to the direction of the applied field (ϑ = φ = 0), the resonant
frequency, employing (1.50), can be then written as

ωres = γµ0

[(
H0 + 2Ku

µ0Ms

)(
H0 +Ms + 2Ku

µ0Ms

)]1/2

, (1.51)

and for the external magnetic field perpendicular to the direction of the uniaxial anisotropy
(ϑ = φ = π/2)

ωres = γµ0

[
H0

(
H0 +Ms −

2Ku

µ0Ms

)]1/2

. (1.52)

It is clearly seen that the term representing the effect of anisotropy shifts the resonant
frequency to either lower or higher magnetic fields, depending on the orientation of the
external magnetic field. If the external magnetic field is collinear with the anisotropy axis,
the resonant frequency is increased. One can look at it as if the effective anisotropy field
Hani is added to the external magnetic field. However, when the magnetic field is perpen-
dicular to the anisotropy axis, the resonant frequency is lowered because, effectively, the
demagnetizing factor Ny is lowered. The dependence of the resonant frequency on the
magnetic field for various geometries is depicted in Figure 1.10. In this figure, the res-
onant frequency of the sphere, out-of-plane magnetized ferromagnetic film, and in-plane
magnetized thin film with no anisotropy and for two cases of uniaxial anisotropy can be
found. The sphere and out-of-plane magnetized ferromagnetic thin film are depicted to
give the full overview of possible geometries. Further, the case of an in-plane magnetized
ferromagnetic film with and without anisotropy will be discussed.

For the external magnetic field being collinear with the uniaxial anisotropy direction,
the most significant difference compared to the thin film without anisotropy is the non-
zero FMR frequency without any external magnetic field. That is possible only due to
the uniaxial magnetic anisotropy. When the field is perpendicular to the direction of the
uniaxial anisotropy, for the fields µ0Hext < µ0Hani the frequency goes down due to the
realignment of magnetization from the uniaxial anisotropy direction to the direction of
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Figure 1.10: Ferromagnetic resonance calculated for various geometries. The red line repre-
sents the case where the magnetic field is collinear with the uniaxial anisotropy
axis. Therefore, the resonant frequency is increased. The black line is the res-
onant frequency for the in-plane magnetized ferromagnetic thin film calculated
using (1.41). The blue line shows the case of the magnetic field oriented perpen-
dicular to the uniaxial anisotropy axis. The green line represents the simplest case
of spherical geometry, and the violet line corresponds to the out-of-plane magne-
tized ferromagnetic thin film. The calculation was done for NiFe. Parameters of
the calculation are: Ms = 800 kA/m, Ku = 12 kJ/m3, and γ/(2π) = 29.3 GHz/T.

the external magnetic field. When µ0Hext = µ0Hani, the thin film is fully saturated in the
direction of the external magnetic field, and the FMR frequency is zero as the applied
magnetic field completely compensates the uniaxial magnetic anisotropy and thus fully
cancels the restoring force acting on the magnetization. Finally, for µ0Hext > µ0Hani, the
frequency increases with the magnetic field, and the behavior is similar to the easy axis
or the thin film without anisotropy cases, but it is shifted to the higher magnetic fields.

1.6. Damping
In this section, the effects incorporated in the most common sources of damping will be
briefly reviewed. In this context, damping represents the dimensionless parameter α from
equation (1.26) usually referred to as the Gilbert damping constant. For those who have
a taste for deeper understanding, Gurevich and Melkov [57], Stancil [59], and Azzawi et
al. [60] deal with this topic thoroughly. The routes for the loss of energy in magnetic
systems can be mediated in many ways. They are commonly described as intrinsic and
extrinsic processes. These damping processes represent two broadly defined classes of
mechanisms. The intrinsic processes are inherent to the system’s fundamental physical
state. They are defined as the Gilbert-type relaxation represented by the damping term
in equation (1.26). Extrinsic damping is the non-Gilbert type of relaxation. It is linked
to defects or other non-uniformities in the magnetic material. The different pathways for
the dissipation of energy end in microscopic thermal motion.

Overall in calculations, the LLG equation application in micromagnetic simulations
utilizes the single value of the Gilbert damping parameter α, which rather empirically
combines all damping contributions.
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Intrinsic damping

Intrinsic relaxation in the ferromagnetic layer originates in spin-orbit coupling (SOC).
Without the SOC, which links the magnon and phonon lattices, there would be no damp-
ing of the uniform mode (k = 0) [61–63]. Kamberský [64–66] explained the mechanism
of intrinsic damping in bulk metallic materials expressing the phenomenological damping
parameter λ from equation (1.25). In his model, he used a torque originating from spin-
orbit interaction to derive the Hamiltonian using the one-electron model. Overall, the
bulk material’s primary intrinsic source of damping is the SOC and the dissipation of the
energy to the lattice caused by the electron-hole recombination.

If an impurity is present, the mechanism comes from modifying the electron-magnon
interaction [67, 68]. It enables the otherwise-forbidden violation of conservation of the
momentum resulting in the dissipation of the energy from the uniform magnon mode
(k = 0) directly to the lattice.

In multilayered thin films, sharp interfaces lead to the higher localization of the inter-
action between the conduction electrons and magnons [69]. This may lead to an increase
of the damping due to the difference in momentum between spin ”up” and ”down” states
at the Fermi level. At the interface, due to the spin-flip process, allowing electrons to
cross the momentum gap between spin-up and spin-down states, the Gilbert damping
parameter is modified [69, 70].

Extrinsic damping

Extrinsic damping processes are connected to the ferromagnetic system’s inhomogeneities
such as defects, impurities, non-uniformity of the sample surface, local anisotropies, local
magnetization orientation, etc. Two magnon scattering describes the interaction be-
tween uniform (k = 0) and non-uniform (k ̸= 0) resonance modes. The uniform spin waves
can be scattered at scattering centers to non-uniform states and dissipate energy into the
lattice [17, 71]. The occurrence of two magnon scattering highly depends on the structure
defects, grain and grain boundaries [72, 73]. The exchange interaction forces magnetiza-
tion in the system to align parallel. In contrast, over longer distances, magnetic moments
interact through dipolar interaction. The combination of these interactions leads to the
formation of magnetic domains, separated by domain walls. In the multi-domain state,
the uniform resonant mode of each domain affects the precession and excites additional
magnon modes. Through these modes, the energy is lost via a two-magnon mechanism3.
The extrinsic relaxation is affected due to grains being the scattering centers for the two
magnon scattering, but grains also increase the damping parameter itself [76].

Another extrinsic contribution to the damping comes from the interaction of the high-
frequency magnetic field associated with the propagation of spin waves with the metallic
nature of the magnetic films used in this thesis. The combination of the high-frequency
magnetic field and conductive layers results in the formation of eddy currents formation
and thus forms another damping channel for the magnetic excitations.The eddy-current
damping has been recognized since the 1960s [77, 78]. It is a contribution to the relax-
ation caused by the screening of the electromagnetic microwave field by the conduction
electrons [79]. According to Faradays’s law, an AC voltage is induced when a conducting

3Two magnon scattering can be suppressed by applying the out-of-plane DC field [74, 75], because
no degenerate modes are available for the out-of-plane geometry. Hence, to eliminate the two magnon
scattering contribution and get the intrinsic Gilbert damping parameter, out-of-plane measurements are
preferable.

21



1.7. SPIN WAVES

material passes through the time-varying magnetic flux created by a microwave magnetic
field and a precessing magnetic moment. Energy dissipation caused by the induced eddy
currents is the so-called eddy-current damping [80]. It highly depends on the thickness
of the material. It is negligible when the film is thin enough; however, thick films have
a higher contribution to this type of damping [81].

Radiative damping is closely connected to the eddy-currents damping because it
similarly comes from the inductive coupling of the excitation antenna and the measured
thin film [80]. However, the radiative damping is caused by eddy-currents induced in the
excitation antenna due to the precessing spin waves and not the film itself. For very thin
films or films with low saturation magnetization, the radiative damping can typically be
ignored [82].

The damping parameter is also enhanced in multilayer systems consisting of ferromag-
netic and adjacent nonmagnetic metallic layers. Owing to magnetization’s precession, spin
currents are generated at the interface between the ferromagnetic and nonmagnetic layers.
The spin angular momentum injected into the neighboring nonmagnetic layer relaxes in
this layer and thus further contributes to the damping [74, 83]. This thickness-dependent
phenomenon is called spin-pumping damping. If the nonmagnetic layer’s thickness
is lower than the spin diffusion length, it is negligible [84].

Overall, what historically started as a phenomenological addition to account the dissi-
pation of energy developed into the whole field of study. Furthermore, the damping is not
constant yet depends on many intrinsic and extrinsic factors (e.g. precession frequency).
All of the above described damping mechanisms contribute to the total damping

αtotal(f) = αint + αTMS + αeddy + αradiative + αspin−pumping + αother . (1.53)

In the broadband experiment, such as VNA-FMR discussed later in the text, the measured
value is the αtotal. Based on the experience and the system properties, the individual
damping channels can be identified, and after that, the measured value can be compared
with the theoretical predictions.

1.7. Spin Waves
Spin waves (SW) are collective excitations of magnetic moments in magnetically ordered
material. The spin-wave quasi-particle, the magnon, is a boson that carries a quantum
of energy ℏω and posses a spin ℏ. In a magnetically ordered system with a temperature
above absolute zero, there is a non-zero population of incoherent thermal magnons. How-
ever, this thesis is mainly interested is in the externally excited spin-wave signals, i.e.,
spin waves that propagate in ferromagnets over distances that are large compared to their
characteristic wavelengths [85]. Unlike a uniform excitation (ferromagnetic resonance),
where all the magnetic moments precess in phase, SW has a phase delay between neigh-
boring magnetic moments so they can carry information. The spin-wave propagation
is depicted in Figure 1.11. The behavior of SW is fully characterized by its dispersion
relation, i.e the dependence of the angular frequency ω on wave vector k. The modes of
the fully saturated homogeneous media were derived by Walker where his approach relies
on finding of the magnetostatic scalar potential [86]

(1 + χ)
[
∂2ψ

∂x2 + ∂2ψ

∂y2

]
+ ∂2ψ

∂z2 = 0 , (1.54)
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(a)

(b)

Figure 1.11: Scheme of the propagation of spin waves in one dimension. (a) tilted view, (b)
top view.

where χ is the susceptibility and ψ is the magnetostatic scalar potential. Solutions of
Walker’s equation (1.54) are commonly referred to as magnetostatic modes [87, 88]. In
the special case of a uniform plane wave propagating in an infinite medium and assuming
the spatial evolution of the scalar potential as ψ ∝ exp(ik · r), equation (1.54) becomes

(1 + χ)(k2
x + k2

y) + k2
z = 0 . (1.55)

If the angle between the direction of the static bias field and the propagation direction
is φ, then

k2
x + k2

y = k2 sin2 φ , (1.56)
k2

z = k2 cos2 φ . (1.57)

1.7.1. Spin-wave dispersion in magnetic thin film
In order to further develop the theory of spin waves, the total wave vector needs to be
discussed first. The total wave vector k consists of an in-plane component kζ and an
out-of-plane component kp. The in-plane component kζ is decomposed in a component
parallel to the in-plane magnetization M, i.e., k∥, and a component perpendicular to the
magnetization, k⊥, by

k2
ζ = k2

∥ + k2
⊥ . (1.58)

The out of plane component kp is quantized due to the finite thickness in the perpendicular
direction

kp = pπ
t

(1.59)

where p = 0, 1, 2, . . . stands for the number of the thickness mode. The magnitude of the
total wave vector k can be calculated from

k =
√
k2

ζ +
(
pπ
t

)2
. (1.60)

In general, two major geometries for an in-plane magnetized system can be distinguished.
The so-called Damon-Eshbach (DE) geometry where M is perpendicular to the kζ and
the backward volume (BV) geometry, where M and kζ are co-linear. The derivations of
dispersions of both modes can be found in [35].

The dispersion relation for the Damon-Eshbach spin waves is given by

ω2
DE = ωH(ωH + ωM) + ω2

M

4
[1− exp(−2k⊥t)] , (1.61)

where ωH = µ0γHeff , ωM = µ0γMs and t is the thickness of the magnetic film. The
name of the backward volume geometry mode is related to the fact that group and phase
velocities have opposite sign. The dispersion relation is then

ω2
BV = ωH

[
ωH + ωM

(
1− exp(−k∥t)

k∥t

)]
. (1.62)
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When the magnetization M is perpendicular to the sample plane, the configuration
is referred to as forward volume (FV) geometry. The dispersion relation is given by

ω2
FV = ωH

[
ωH + ωM

(
1− 1− exp(−kζt)

kζt

)]
. (1.63)

These three geometries are shown in Figure 1.12.

Damon-Eshbach

Backward Volume

Forward Volume

M
kζ

M kζ

M kζ

Figure 1.12: Calculated dispersion relations using (1.61), (1.62), and (1.63) in the dipolar
regime for three magnetostatic modes, two in-plane and one out-of-plane. These
modes differ in the orientations of the magnetization vector M with respect to in-
plane component of the wave vector kζ . In the Damon-Eshbach geometry, M and
kζ are in-plane of the thin magnetic film and M ⊥ kζ . In the backward volume
mode M ∥ kζ , and in the forward volume geometry M is normal to the surface.
Parameters of calculations are: µ0Heff = 20 mT, Ms = 800 kA/m, t = 10 nm,
γ/(2π) = 29.3 GHz/T.

When the wave vector k lies out-of-plane of the magnetic thin film, the modes are
called perpendicular standing spin waves (PSSW) due to reflections at the top and bottom
surfaces which cause standing spin waves and spin wave resonances. As a result of the
geometrical constrain in the perpendicular direction, the out-of-plane component of the
wave vector is quantized, see (1.59). The resonance frequencies are given by the Herrings-
Kittel [89] formula

ω2
PSSW =

[
ωH + ωM + γ

2Aex

Ms

(
pπ
t

)2
] [
ωH + γ

2Aex

Ms

(
pπ
t

)2
]
. (1.64)

Dispersion relations (1.61), (1.62) and (1.63) take only dipolar interaction into account.
The more general approach which also considers the exchange interaction was derived by
Kalinikos and Slavin using classical perturbation theory for the approximate solution of
the system [90]. Using their approach, it is possible to calculate any dispersion relation
independently of the orientation between magnetization M and in-plane wave vector kζ

ω2 =
(
ωH + ωMλexk

2
) (
ωH + ωMλexk

2 + ωMFp

)
, (1.65)
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where
Fp = Pp + sin2 ϑ

[
1− Pp

(
1 + cos2 φ

)
+ ωMPp(1− Pp) sin2 φ

ωH + ωMλexk2

]
. (1.66)

The geometry of the coordinate system is depicted in Figure 1.13. The Pp is called the
propagation factor, ϑ is the angle between the magnetization and the normal of the film,
and φ is the in-plane angle between the magnetization and the wave vector, and λex is the
exchange length.

M

kζ

ϕ

ϑ

x
y

z

t

Figure 1.13: Schematic illustration of the coordinate
systems used to describe spin wave prop-
agation in a thin film

In the case of totally unpinned surface spins, where the spins near the surfaces of
magnetic thin films can freely precess

Pp =
k2

ζ

k2 −
1

1 + δ0p

k4
ζ

k4
2
kζt

[1− (−1)p exp(−kζt)] , (1.67)

where δ is the Kronecker delta, i.e. δ0p = 1 for p = 0, and δ0p = 0 for p ̸= 0. For the
case of totally pinned surface spins, the spins near the magnetic thin film surfaces are not
allowed to precess

Pp =
k2

ζ

k2 +
k2

ζ

k4

(
pπ
t

)2 2
kζt

[1− (−1)p exp (−kζt)] , (1.68)

where p > 0. The difference between totally unpinned and pinned surface spins is often
insignificant. Only when some confinement is present, the boundary conditions differ
[91]. Moreover, the surface pinning can be even more generally described by the pinning
parameter d. For the totally unpinned surface spins d = 0 and for the totally pinned
surface d = ∞. For any value of the pinning parameter from the interval (0,∞) the
partially pinned boundary conditions must be used. Interested reader can find more
information in [90, 92, 93].

Further, spin waves are characterized by the group vg and phase vph velocities defined
as

vg = ∂ω(k)
∂k , vph = ω(k)

k . (1.69)

The calculated dispersion relations of the in-plane magnetostatic modes for φ ∈ ⟨0; π/2⟩
are shown in Figure 1.14(a). The dipolar and exchange interactions by which the spins
are coupled differ in strength and the length scales over which they act. The dipolar
interaction is weak but long-range, and the exchange interaction is strong but relatively
short-range. This difference leads to three characteristic regimes of spin-wave propagation.
For the lower k values (long wavelengths), k < 1 rad/μm, the dominant interaction is the
dipolar one and the dispersion relation is given by ω2

dip = ωH(ωH +ωMFp). As can be seen
from equation (1.66), the factor Fp depends on magnetization orientation; therefore, the
spin-wave properties in the dipolar regime will be anisotropic. In the limit of spin waves
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with k = 0 (infinite wavelengths), the frequency approaches the ferromagnetic resonance.
The modes in this regime are called dipolar spin waves. By contrast, it is clearly
visible that for the higher k values (short wavelengths), k > 10 rad/μm, the dispersion
relation shows a quadratic behavior, because the ωMλexk

2 term from equation (1.65) will
become dominant. Therefore, the dispersion will be governed by this exchange term, and
the modes are called the exchange spin waves. In an intermediate region, where both
dipolar and exchange interactions play a role, we speak about the dipole-exchange spin
waves [6].

Corresponding calculated group velocities are depicted in Figure 1.14(b). For lower k
values, the Damon-Eshbach mode demonstrates high group velocity due to the dispersion
relation’s high slope. On the other hand, the backward volume mode shows negative group
velocity for the dipolar regime [see the inset in Figure 1.14(b)]. Therefore, phase and group
velocities are pointing in the opposite direction, and the spin waves propagating in this
mode are called backward waves. For higher k values, the limiting cases of spin-wave
propagation (DE and BV waves) have similar group velocities in the exchange regime.

Figure 1.14: Calculated dispersion relations (a) and group velocities (b) for thin NiFe film
using equation (1.65). In the Damon-Eshbach (DE) geometry (blue line),
M ⊥ kζ → φ = π/2 and in the backward volume (BV) mode (red line)
M ∥ kζ → φ = 0. The angles, where φ ∈ (0; π/2) are represented by the
lines between these two geometries. The inset of (a) stresses the negativity of the
slope for the BV geometry. The inset of (b) shows the negative group velocity
vg for the BV mode, hence the name of the mode. Parameters of calculations
are: µ0Heff = 20 mT, Ms = 800 kA/m, t = 10 nm, γ/2π = 29.1 GHz/T and
Aex = 16 pJ/m.

As denoted in section 1.5.1, the temporal evolution of the dynamic component of
magnetization m(t) is described by

m(t) = m exp(iωt) . (1.70)

In the simplest case, the spin-wave lifetime τ is inversely proportional to the spin-wave
angular frequency τ ∝ 1

ω
[35]. Nevertheless, if we consider both dipolar and exchange

interactions, the dependence is not so trivial anymore. The main parameter defining the
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lifetime τ is the Gilbert damping α. In section 1.5.2 we discussed that the damping can
be accounted for by replacing the real precession frequency ω in equation (1.36) with the
complex quantity ω′ + iω′′. Thus, the dynamic component of magnetization is

m(t) = m(0) exp(tωα) . (1.71)

In an infinite medium, the lifetime of the uniform circular precession is

1
τ0

= αω . (1.72)

The magnetization precession in thin film is, however, usually elliptic due to the shape
anisotropy. Therefore, following the phenomenological loss theory, the lifetime is [35, page
172][94, page 256]

1
τ

= 1
τ0

∂ω

∂ωH

= αω
∂ω

∂ωH

. (1.73)

The distance, where the spin-wave amplitude falls to the 1/e of its original amplitude
is called the decay length Λ and is calculated as

Λ = τvg . (1.74)

The spin waves are usually studied in magnetic thin films, and the choice of magnetic
material is crucial not only in fundamental but also in applied magnonics. There are
many requirements for magnetic materials [6]:

1. In order to have high propagation length Λ, low Gilbert damping α is essential.

2. For high group velocities vg, large saturation magnetization Ms is needed. The high
saturation magnetization is also vital for magneto-optical or electrical experiments.

3. To provide thermal stability, a high Curie temperature is favorable.

4. To assure repeatability of procedures, simplicity in the fabrication of magnetic films
and the patterning processes is necessary.

There are some magnetic materials, which fulfill those demands. The most commonly
used materials for spin-wave research, together with their selected magnetic properties
and estimated spin-wave characteristics, are shown in Table 1.1. These characteristics are
the saturation magnetization Ms, the Gilbert damping parameter α, the exchange length
lex, the group velocity vg, which, together with the lifetime τ , defines the propagation
length Λ. The listed materials are Co, CoFeB, Fe, NiFe, and YIG.

The Co and Fe are representative ferromagnetic materials. Nowadays, the attention of
the magnonic community is focused on the new promising material, Co40Fe40B20 [95]. It
is an amorphous material with higher saturation magnetization and smaller Gilbert damp-
ing parameter values than other ferromagnetic materials listed in the table. Therefore, it
is very suitable for the purposes of magnonics.

The material used within this thesis is NiFe, a polycrystalline magnetic alloy of nickel
and iron. In our case, it refers to an alloy with about 20% iron and 80% nickel content.
The composition of the permalloy alloy is tailored to minimize the magnetic anisotropy
efficiently, and thus this material is considered a very soft magnetic compound with low co-
ercivity and anisotropies. The Gilbert damping is reasonably low, considering it is a metal,
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Table 1.1: Material properties of selected ferromagnetic materials. Inspired by [91, 94, 96]

Material Ms
(MA/m)

α
(×10−3)

lex
(nm)

vg
(μm/ns)

τ
(ns)

Λ
(μm)

References

Co 1.4 5 4.8 4.6 1.2 5.5 [82, 97–100]
Co40Fe40B20 1.3 4 3.9 3.9 1.7 6.6 [74, 95, 101]
Fe 1.7 60 3.4 5.8 0.08 0.5 [102–106]
Ni80Fe20 (Permalloy) 0.8 7 6.3 2.2 1.4 3.2 [56, 107, 108]
YIG (μm films) 0.14 0.05 17 42 600 25000 [109–113]
YIG (nm films) 0.14 0.2 17 0.3 150 44 [114–120]

and the typical propagation length is in the units of micrometers. It was chosen mainly
to meet the requirement of its substantial simpleness of the fabrication of nanostructures.

The last material listed in the table is Yttrium Iron Garnet (Y3Fe5O12). Table 1.1
shows two rows related to YIG values, one corresponding to the μm films and the other to
nm films. YIG has been an important material for a number of years due to its extremely
narrow ferromagnetic resonance linewidth. The most common way of growing high quality
single crystal YIG films is the liquid phase epitaxy (LPE) [116, 121]. With the recent
development of technologies, it became possible to grow high-quality nm-thick YIG films
by pulsed-laser deposition and, recently, by magnetron sputtering [122] only within the
last years. It is a monocrystalline ferrimagnet insulator with the smallest known Gilbert
damping parameter and a long spin-wave lifetime and propagation lengths. However, the
fabrication of nanostructures might still be cumbersome due to the elevated temperatures
needed for crystalline growth or post-growth annealing.

1.7.2. Spin waves in magnonic waveguides
Moving from the infinite magnetic system to spatially confined structures logically affects
the dispersion of spin waves mainly due to the modification of the internal magnetic field
related to the confinement. Patterned magnetic elements are usually approximated by
ellipsoidal elements with corresponding demagnetizing factors [123] because there is an
analytical solution of the spin-wave spectrum ellipsoidal elements [86, 124]. However,
it has been shown that the dynamic properties of the finite, non-ellipsoidal magnetic
elements are drastically affected by the highly inhomogeneous internal magnetic field
within the element [125].

The problem in confined magnetic structures is selecting the magnetization boundary
conditions for the edges of the waveguide. As mentioned above, there are three possibilities
for the spins at the surface: they are either totally unpinned, partially pinned, or totally
pinned. Additionally, the introduction of the ”effective” pinning boundary conditions by
rigorous calculation of the demagnetizing tensors in rectangular magnetic elements lead to
the redefinition of the boundary conditions [126] in longitudinally magnetized waveguides.

In order to calculate spin-wave dispersion relations in a transversally magnetized spin-
wave waveguide of a finite width w, which is much larger than the thickness t, the total
k vector must be redefined. The term describing the confinement in one direction should
be considered. The total in-plane k vector is then defined as

k =
√
k2

⊢ + k2
n , (1.75)
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where k⊢ is the spin-wave wavenumber along the waveguide and kn = nπ
w

is the perpendicu-
lar quantized wavenumber with n = 0, 1, 2, . . . being the transversal quantization number
in the case of the magnetic waveguide. The parameter w is the width of the waveguide.
The schematic illustration of the coordinate systems used to describe spin-wave propa-
gation in the magnonic waveguide is depicted in Figure 1.15(a). The quantization of
the total k-vector and the transverse profile of the dynamic magnetization is shown in
Figure 1.15(b).

n = 1

n = 2

n = 0
w

mz

(b)

t
w

k`

knϕkϕM
kM

n = 1 n = 2

(a)

mz

mz

Figure 1.15: (a) Schematic illustration of the coordinate systems used to describe spin wave
propagation in magnonic waveguide. It shows the special case for ϑ = 0, φM =
= π/2 and φk = arctan kn

k⊢
. The transverse profile of the mz component of the

dynamic magnetization is schematically shown for n = 1, 2. (b) Representative
sketch of the modes of spin waves in narrow magnonic waveguide. The blue and
red colors represent the mz component of the magnetization M. Due to the
confinement of the spin waves, the propagation vector kn is quantized, therefore
the direction of the propagation of the total k vector changes. It is represented by
the black arrow . The modes with n = 0, 1, 2 are depicted. With kind permission,
adapted from [58].

As discussed above, the behavior and specifically the dispersion relation of spin waves
in waveguides with dimensions comparable or smaller to the wavelength are strongly
affected by waveguide boundaries and lateral confinement effects [127]. Due to these
strong effects, the spin-wave dispersion of a waveguide with finite width w ≫ t and
with a rectangular cross section given by equation (1.65) will be slightly different. More
precisely, in equation (1.66) the φk−φM will be used instead of φ. This will help with the
better description of the total k-vector because in the confined direction it can have only
certain valued components. The thickness of the magnetic layer used withing the thesis
is low, therefore the higher thickness modes with p > 0 are not taken into account. Then,
the factor P from equation (1.67) describing the totally unpinned spins at the surface
is redefined. F is given by

F = P + sin2 ϑ

[
1− P

(
1 + cos2(φk − φM)

)
+ ωMP (1− P ) sin2(φk − φM)

ωH + ωMλexk2

]
(1.76)

and
P = 1− 1− exp(−kt)

kt
. (1.77)

Here k is the total k vector from equation (1.75), φk = arctan
(
kn

k⊢

)
is the angle between

the spin-wave wave vector k⊢ along the waveguide and the long axis of the waveguide,
and φM is the angle between the magnetization M and the long axis of the waveguide.
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1.7. SPIN WAVES

The dispersion relations and propagation lengths calculated for the waveguides are
depicted in Figure 1.16. The confinement is most significant for the small k⊢, see (1.75),
and the dispersion is most influenced by the quantized transverse component kn. There-
fore, for small k⊢ in Figure 1.16(a) the plateau resembling a BV mode is formed. The
dispersions are calculated in the Damon-Eshbach geometry using eqs. (1.65) and (1.75)
to (1.77) while varying the waveguide width from w = 200 nm to w = 10 μm. The plateau
is even more visible in Figure 1.16(b), which shows the dispersion for the waveguide width
w = 2 μm for modes with n = 1, n = 2 and the thin film case for comparison (n = 0).
For higher k⊢, the dispersions for the waveguide modes come back to the Damon-Eshbach
dispersion for the thin film.

Figure 1.16(c) shows the calculation of the propagation length from dispersion using
eqs. (1.69) to (1.74). The same variation of the waveguide width w was employed. Here,

Figure 1.16: Dispersions (a) and propagation lengths (c) calculated for the Damon-Eshbach
mode using eqs. (1.65) and (1.69) to (1.77) for the variation of the spin-wave
wavevector along the waveguide k⊢ and the waveguide width w for the first
transversal mode (n = 1). Dispersions (b) and propagaion lengths (d) calculated
for the waveguide width w = 2 μm. The two different waveguide modes are char-
acterized by the differet n. The dispersion and the propagation lengths for the
uniform zeroth transversal mode (n = 0) are shown for the reference. Calculation
is performed for NiFe waveguide. Calculation parameters are: µ0Heff = 20 mT,
Ms = 800 kA/m, t = 10 nm, γ/2π = 29.1 GHz/T and Aex = 16 pJ/m.

we can see that the combination of the BV and DE modes for small k⊢ ensue the maximal
propagation length for certain value of k⊢. Again, Figure 1.16(d) shows the propagation
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1.7. SPIN WAVES

length for the waveguide width w = 2 μm. When compared with the thin film case, it
is clear that the confinement results in higher propagation length.

For thin waveguides with thickness-to-width aspect ratio ar = t/w ≪ 1, the effect of
”dipolar pinning” is demonstrated at the lateral edges. For the theoretical description,
the thin strip approximation, valid for the uniformly magnetized waveguide along the
lateral direction (BV geometry), was developed [87, 126, 128, 129]. A semianalytical
theory has recently been developed for the waveguides with thickness-to-width aspect
ratio ar = t/w → 1 because the thin strip model of effective pinning is not sufficient [130].
However, waveguides studied within the thesis range are wide enough, and the description
using the equations presented above is adequate.

From eqs. (1.73, 1.74) it is evident, that the propagation length is linearly dependent
on parameter 1/α, where α is the Gilbert damping. Figure 1.17(a) shows the calculation of
the propagation length for the variation of the spin-wave wavevector along the waveguide
k⊢ and the damping parameter α for the first transversal mode (n = 1) in waveguide with
the width w = 2 μm. Figure 1.17(b) shows the comparison of the propagation length in the
thin film and in the waveguide for modes with n = 1, n = 2 for selected k⊢ = 3.1 rad/μm.

Figure 1.17: (a) Propagation lengths calculated in the Damon-Eshbach geometry for the vari-
ation of the spin-wave wavevector along the waveguide k⊢ and the damping pa-
rameter α for the first transversal mode (n = 1) in waveguide with the width
w = 2 μm. (b) Dependence of the propagation lengths on the damping parameter
α for the k⊢ = 3.1 rad/μm. The first (n = 1) and second (n = 2) transversal
mode is compared against the thin film (n = 0). Calculation is performed for
NiFe waveguide. Calculation parameters are: µ0Heff = 20 mT, Ms = 800 kA/m,
t = 10 nm, γ/2π = 29.1 GHz/T and Aex = 16 pJ/m.

Figure 1.18(a) shows the calculation of the propagation length in the waveguide with
the width w = 2 μm dependent on the external magnetic field and damping for the fixed
k⊢ = 3.1 rad/μm and the first transversal mode n = 1. When increasing the external
magnetic field, the propagation length is decreased. This is more visible for the fixed
damping α = 7× 10−3, depicted in Figure 1.18(b), where also the comparison of the thin
film and the first and second transversal modes is made.

To conclude this chapter, we have introduced the basic principles of static magnetism
and magnetization dynamics. Then we moved to the ferromagnetic resonance and disper-
sion of spin waves in thin film and in a waveguide. The spin-wave propagation length in
magnonic waveguides will be under investigation in the experimental section. Therefore,
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Figure 1.18: (a) Propagation lengths calculated in the waveguide with the width w = 2 μm
in the Damon-Eshbach geometry for the variation of the the damping parameter
α and the external magnetic field for the fixed k⊢ = 3.1 rad/μm and the first
transversal mode (n = 1). (b) Dependence of the propagation lengths on the
external magnetic field for the α = 7×10−3 and k⊢ = 3.1 rad/μm. The comparison
of the thin film (n = 0), the first (n = 1) and the second (n = 2) transversal
mode is shown. Material parameters used for the calculation are: µ0Heff = 20 mT,
Ms = 800 kA/m, t = 10 nm, γ/2π = 29.1 GHz/T and Aex = 16 pJ/m.

the parameters influencing the propagation length, such as waveguide width w, damp-
ing parameter α, external magnetic field µ0Hext or the spin-wave wave vector along the
waveguide k⊢ were discussed.
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2. Sample fabrication methods

The best confidence builder is experience.
– Star Wars: Clone Wars, Episode: Rookies

This chapter deals with the experimental methods essential for preparing magnetic sam-
ples with curved geometries. In the scope of the thesis, we deposited magnetic layers on
a sinusoidally modulated substrate and created different structures. The chapter intro-
duces nanofabrication methods of focused electron beam-induced deposition and electron
beam lithography used within the thesis.

2.1. Focused Electron Beam-Induced Deposition
Nanofabrication techniques, which do not require any mask to create a desired pattern on
the substrate, are called direct-write processes. Masks are conventionally in the form of
patterned electron or photon-sensitive resists. Focused electron beam-induced deposition
(FEBID) is a direct-write patterning technique by which a solid material can be locally
deposited onto a solid substrate utilizing an electron-mediated decomposition of a pre-
cursor molecule [131]. Another examples of a direct-write patterning technique are, e.g.,
focused ion beam (FIB) milling or focused ion beam-induced deposition (FIBID).

Although the FEBID process is relatively well-developed, the technique has gained at-
tention and significant recognition in the field only recently. The driving force behind the
increased interest in the technique is the resolution limit of conventional lithography meth-
ods (deep-UV photolithography, electron beam lithography) and the possibility of fabri-
cating 3D nanostructures with shapes unobtainable by standard lithography approaches
[23, 24, 132–134]. The main advantage of FEBID (compared to the other lithography tech-
niques) is the possibility to prepare nanostructures in a rapid single-step, single-machine
maskless lithography technique from a wide range of materials. Another advantage is the
adjustability of the surface. The structure can be defined on the flat as well as patterned
topographical surfaces. Nevertheless, the substantial drawback hindering the method’s
applicability to real-world applications is the low growth rate, restricting FEBID to single-
sample, sometimes even single-structure fabrication. Also, the final deposit composition
is far from ideal. The typical structure created using metal-organic precursors grows in
a matrix of amorphous carbon with embedded metal nanocrystals.

The first report on the successful application of FEBID was in 1934 by Stewart [135].
He observed the formation of insulating films on the substrate surface after the electron
irradiation. He concluded that the insulation layer was carbonaceous, and the polymer-
ization of residual organic vapors caused the deposition in the vacuum chamber by the
electron beam. At that time, it was considered the bane of electron microscopy because
the contamination was ever-present in most vacuum systems. Thankfully, the technology
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2.1. FOCUSED ELECTRON BEAM-INDUCED DEPOSITION

has developed, and it nowadays is possible to considerably minimize the residual hydro-
carbon vapors in the vacuum system. However, the issue of contamination remained in
all forms of scanning electron microscopy (SEM).

First studies that exploited FEBID potentiality as a valuable technique for the in-
tentional deposition of micro and nanostructures were done in the 1960s. Christy [136]
studied the influence of the deposition parameters on the growth rate, and Baker and
Morris [137] were the first who studied the metallic films demonstrating the possibility of
the preparation of conducting materials. In the following decades, the steady increase in
experimental FEBID investigations led to the development of a wide range of usable ma-
terials, resulting in the confirmation of EBID being the promising technique for maskless
nanofabrication.

Despite the long history of using the FEBID as a direct-write technique, detailed
knowledge of the process is still a bit clouded. While the excessive number of materials
has been studied and a vast amount of publications on the focused electron beam-induced
processes published [131, 138], a high level of control over the geometry of the deposit
has been elusive. The helplessness of the situation is most significantly illustrated in con-
fusion around the many names of this technique: FEBID, e-beam induced resist, e-beam
induced metal formation, e-beam assisted deposition, e-beam induced selective deposi-
tion, e-beam induced chemical vapor deposition, e-beam stimulated deposition, e-beam
induced surface reaction, e-beam writing, environmental e-beam deposition, e-beam as-
sisted direct-write nanolithography, contamination lithography, additive lithography, or
3D deposition lithography [138].

In the process itself, artificially injected precursor molecules (most commonly metal-
organic molecules) interact with the substrate and adsorb on the sample surface. The
highly focused electron beam locally exposes the region with adsorbed precursor molecules.
The electrons from the primary beam are scattered upon impact and subsequently par-
ticipate in a dissociation reaction resulting in a solid deposit and a volatile by-product,
which afterward desorbs from the surface and is pumped away. A diagram of a process
is shown in Figure 2.1. The primary beam properties have a real effect on the deposition
rate and the resulting chemical composition of deposits. Furthermore, the combination
of the precursor’s chemical properties and the environmental effects, such as the sample
temperature or the ambient pressure, significantly influence the deposition process. How-
ever, when the parameters are optimized with care, the method allows the fabrication of
individual 3D nanostructures with nanometer resolution in a single step.
(a) (b) (c) (d)

substrate substrate substrate substrate

Electron beam

byproduct

Figure 2.1: Visualization of the FEBID process. (a) Precursor molecules are introduced to
the chamber and (b) adsorb to the sample surface. (c) The interaction with the
focused electron beam leads to the dissociation of adsorbed molecules resulting in
a solid deposit and a volatile by-product. (d) The final deposit. Adapted from
[131]
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2.1. FOCUSED ELECTRON BEAM-INDUCED DEPOSITION

As the FEBID method relies on processes stimulated by a focused electron beam, it
is essential to address the many different interactions between the electron beam and the
sample’s surface. When the precursor molecules are involved, their dissociation, ionization,
adsorption, desorption, and diffusion are the interactions that occur.

In the initial phase of the FEBID process, the beam of primary electrons (PE) is fo-
cused on the sample. Those electrons collide with the solid substrate and are scattered,
i.e., their original trajectory deviates. In the case of inelastic scattering, part of the PE’s
energy is transferred to other electrons in the solid. When the electron is weakly bound in
the electron shell, it can be either excited to a higher energy level or emitted from a solid
as a secondary electron (SE). If the electron’s energy after leaving the sample is higher
than 50 eV, we speak about backscattered electrons (BSE) by convention. The energy
spectrum for secondary and backscattered electrons is shown in Figure 2.2(a). If the
electron comes from the inner shell, its position is subsequently filled by an electron from
a higher energy level. The quantum of excess energy is then either radiated in the form
of electromagnetic energy in the X-ray part of the spectrum or transmitted to an electron
from the outer shell, emitted as a so-called Auger electron (AE). Besides, due to the grad-
ual deceleration, the primary electron emits continuous x-rays called bremsstrahlung. All
these generated signals then form a so-called interaction volume in the solid below the
irradiated spot, the schematic representation shown in Figure 2.2(b). The shape and size
of the interaction volume highly depend on PE’s energy and the substrate. SE and BSE
can escape from the substrate and enter the vacuum resulting in the precursor molecule
dissociation.

N
(E

)

0 50 eV 2 keV E = eU

AE

BSE
SE

LLE

(a)

Electron energy

PE

BSE

SEAE

BSE

(b)

Plasmon
losses

X

Figure 2.2: (a) Schematic energy spectrum of electrons emitted from the solid after the im-
pact of the beam of primary electrons (PE) with energy E = eU . It consists of
secondary electrons (SE) and backscattered electrons (BSE). By convention, the
limit value when distinguishing them is 50 eV. Other significant peaks correspond
to Auger electrons (AE), plasmon excitations, and elastically scattered electrons,
so-called low-loss electrons (LLE). Adapted from [139, page 18]. (b) A simple
representation of a primary electron (PE) beam’s interaction volume in a solid
flat sample. The various signals representing secondary electrons (SE), backscat-
tered electrons (BSE), Auger electrons (AE), and X-ray quanta (X) are illustrated.
Reprinted from [140, page 5].

The effective cross-section σ(E) generally expresses the probability that an electron
will cause the chemical decomposition. In a simplified picture, the larger the effective
cross-section, the greater the likelihood of the molecule decomposition. Nevertheless,
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2.1. FOCUSED ELECTRON BEAM-INDUCED DEPOSITION

determining a cross-section for the adsorbed precursor molecules is complicated as the
cross-section depends on many parameters. It is necessary to think, for instance, about
the energy of bonds within the given molecule, the influence of the environment in which
the reaction takes place, or the specific geometry in which the molecule is adsorbed.
As a result, complete data sets of effective cross-sections for chemical compounds are
barely available, especially for the FEBID method.

Generally, it can be said that the secondary electrons play a crucial role in the de-
position. The emission of secondary electrons significantly affects the smallest possible
size of deposited structures. Depending on the energy, the interaction volume changes,
which leads to the increased emission of secondary electrons over a large area. As a re-
sult, the deposition will occur even in places where the primary beam did not impinge on
a solid surface. Therefore, in a conventional FEBID experiment, it is almost impossible
to prepare a deposit with dimensions comparable to the electron beam spot size. This
phenomenon is all the more significant in the deposition of tall nanopillars. Once the
deposit begins to form, it becomes a source of secondary electrons; therefore, due to the
higher surface area to volume ratio, there is a deposition on the pillar’s entire surface,
which expands the lower base of such a structure (base-broadening) [141].

2.1.1. Experimental Apparatus
An elementary premise for the FEBID method is a controlled vacuum environment limit-
ing the electron scattering. Usually, the FEBID setup utilizes a scanning electron micro-
scope (SEM); however, other possibilities include a transmission electron microscope[142,
143] or scanning tunneling microscope[144]. In the scanning electron microscope, the
energies of the primary beam electrons are usually in the range of 1 keV − 30 keV, the
used current is in the range from pA to nA, and the spot size ranges from units of nm to
hundreds of nm.

Within the thesis range, the FEBID experiments were done using Tescan LYRA3
electron microscope. The microscope is equipped with an electron column with a Schottky
cathode and an ion column with a gallium liquid metal ion source (LMIS). The primary
electron beam energy can be tuned from 200 eV to 30 keV, and the smallest spot size is in
units of nanometers. In particular, the microscope is equipped with a gas injection system
(GIS) that allows precursors to flow to the close vicinity of the sample. It is possible to
store five precursors independently, whether for etching or deposition.

By using various precursors, it is possible to prepare not only metallic but also semicon-
ducting or dielectric structures. The choice of material plays a crucial role when selecting
a desirable chemical precursor. When approaching new material, a list of precursors suit-
able for chemical vapor deposition (CVD) or atomic layer deposition (ALD) methods
is usually the first choice. Throughout the work with chemical precursors, it is necessary
to follow the chemical safety requirements. The main requirement is chemical stability.
When the GIS is not being used, precursor reservoirs are still part of the vacuum system.
Hence, the chemical compound used as a precursor for the FEBID technique must be
stable independently of the precursor state (solid, liquid, gaseous). Besides, contamina-
tion of the vacuum system should not occur. An equally important requirement is the
precursor molecules’ behavior during the decomposition of the molecule by an electron
beam. It is necessary that the decomposition results in a solid deposit and a volatile by-
product, which is easily removed from the microscope chamber by a vacuum pump system.
Another requirement is chemical purity. The chemical composition of the deposits is influ-
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2.2. ELECTRON BEAM LITHOGRAPHY

enced by multiple parameters of both the intrinsic and extrinsic nature. Since this thesis
utilizes the FEBID solely to modify the substrate topography, we will not further discuss
the chemical composition of nanostructures prepared using this technique. Selected pre-
cursors available in the CEITEC Nano research infrastructure in the Tescan LYRA3 are
listed in Table 2.1.

Table 2.1: The table shows precursors for deposition available in the Tescan LYRA3 SEM.

Deposit Precursor Application
Tungsten W(CO)6 • TEM lamella protection
Platinum MeCpPt(Me3)1 • Electrical connections, nanostructures
Silicon PMCPS2 • Electrical insulation

Carbon Phenanthrene • Nanostructures
• TEM lamella protection

Cobalt Co2(CO)8 • Magnetic nanostructures

The flow rate of the FEBID process highly depends on the amount of precursor in the
reservoir. Besides, the flow rate influences the growth rate of prepared nanostructures.
Therefore, it is sometimes necessary to refill the precursor reservoir with an additional
liquid, solid, or gas compound. For this case, it is better to consult the manufacturer of
the available SEM setup. However, if the nanofabrication facility has a chemical glove box
with the possibility of an inert atmosphere, it is possible to do it in-house. The chemical
glove box must be used because most of the chemical compounds suitable for FEBID use
are highly toxic or carcinogenic. It is advised to look up the safety information before any
manipulation with the precursor reservoir and always use personal protective equipment
in the form of a type P3 respirator, face shield, and at least two pairs of rubber gloves.

2.2. Electron beam lithography
All samples and structures discussed in the thesis’s experimental section are prepared
using FEBID and electron beam lithography (EBL). This section serves as a brief descrip-
tion of the EBL technique. Interested reader may consult special chapters devoted to this
technique in books by Utke et al. [139, chapter 27], or Gatzen et al. [145, chapter 6]
dedicated to nanofabrication.

EBL is a versatile technique for fabricating nanostructures in most cases complemented
by layer deposition using sputtering or evaporation. Individual steps of the lithographic
process are schematically depicted in Figure 2.3. Even though the EBL is a serial process
(the desired design is exposed point by point), it is much faster than direct writing using
FEBID. That is mainly due to the slow deposition rate of the FEBID technique. As we are
interested in the rapid prototyping and fabrication of different patterns, both techniques
have the requisite qualities to meet a task. However, the efficiency when exposing large
sample areas is complemented by a relatively high time consumption. For mass production,
none of the techniques mentioned above (EBL, FEBID) is ideal. The ultimate techniques

1Trimethylmethylcyclopentadienyl platinum, Me – methyl, Cp – cyclopentadiene
22,4,6,8,10-Pentamethylcyclopentasiloxane
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Figure 2.3: Schematical illustration of electron beam lithography using the positive resist pro-
cessing steps. First, a thin layer of resist is spin-coated on a clean substrate.
A local exposition by a focused electron beam is then done using a scanning elec-
tron microscope (SEM). The sample is then developed using appropriate chemical
processing. Depending on the type of spin-coated resist, the process is either posi-
tive or negative. In the next step, the sample is covered by the metallic layer using
a physical vapor deposition (PVD) process, such as e-beam evaporation or mag-
netron sputtering. The resist which protected the selected parts of the substrate
is later dissolved using a resist remover, and the deposited material is washed away
along with it. Thus, only the desired metallic structures remain on the substrate
in the end.

for batch production to fabricate identical samples in a large production facility are an
optical lithography or a multi-beam mask writer.

Both optical and electron beam lithography rely on the use of a so-called resist. Most
commonly, the resist is a polymeric chemical compound dissolved in a liquid solvent (usu-
ally anisole, ethyl lactate, etc.). For good reproducibility of the subsequent process, it
is necessary to achieve its uniform distribution on the substrate’s surface without the pres-
ence of defects. Besides the quality of the resist layer, the repeatability of its preparation
is also essential. Spin-coating is one of the most commonly used techniques for apply-
ing electron- (photon-) sensitive resist layers to substrates before the electron (photon)
patterning in the e-beam and optical lithography.

The droplet of the resist is dropped on the substrate surface. Then, the sample is spun,
usually at the spin speed of thousands of rpm. During this rotational movement, the cen-
trifugal force spreads the resist homogeneously over the substrate surface. The thickness
of the resist layer depends mainly on the spin speed and the used resist viscosity. The
centrifugal process is usually preceded by heating the substrate to the desired temperature
to prevent water on the substrate surface and promote the resist layer’s adhesion. The
solvent must be removed from the resist layer in the so-called soft-bake process, preserving
the resist layer in a solid-state suitable for further manipulation.

The next step after the formation of a homogeneous resist layer is the e-beam expo-
sition. The electrons interact with the resist and change its structure on the molecular
level. Depending on the resist properties after the e-beam exposure, two resist types
are recognized – positive and negative. In a positive e-beam resist, the polymeric chain
cleavage after the e-beam exposure leads to molecular weight reduction. Hence, the sol-
ubility of the irradiated parts of the resist is increased. On the other hand, the opposite
phenomenon (polymeric chains crosslink) can be found in the negative resist.

The fundamental parameter controlling the resist exposure parameters is the dose of
electrons, usually given in units of μC/cm2. For each combination of resist and substrate,
the dose needed to successfully remove (preserve) the whole layer of positive (negative)
resist is different. Exposure of the desired structure is followed by resist development.
In this step, the exposed (unexposed) parts of the positive (negative) resist layer are
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selectively dissolved in a suitable solvent – developer. If the electron dose is insufficient
(underexposure), the positive resist’s exposed part does not dissolve completely. Similarly,
when the electron dose is too high (overexposure), the structures in the positive resist are
deformed and expanded. In the case of negative resists, underexposure causes disruption
or complete dissolution of the exposed part. Conversely, overexposure leads to enlarge-
ment or the interconnection of adjacent structures. The final structure’s quality depends
not only on the exposition parameters but also on the developer and the conditions during
the development (time, temperature, . . . ). The development process’s termination is com-
pleted by rinsing with a suitable stopper solution [IPA, de-ionized water (DI water), etc.].
Simply blowing with compressed nitrogen or air is sufficient to dry.

The next steps in the lithographic process are usually done using the lift-off technique.
In this technique, the material of interest is deposited onto the sample with the resist
layer containing the desired pattern. The technique of choice in the presented thesis
is the electron beam evaporation. It was chosen due to its simplicity of operation and also
the preferable geometry of the sample inside the vacuum chamber for the lift-off process,
as the sample is located directly above the crucible with molten source material.

In contrast with the lift-off technique is the etching technique where the material of
interest deposition is followed by the spin-coating of the polymeric resist layer. After the
resist pattering using a lithographic technique, the remaining resist layer serves as a mask
for an etching process as it protects fabricated structures while the non-protected material
is removed. In the final step, the residuals of the resist are removed using a suitable solvent.

E-beam evaporation is one of the most common physical vapor deposition (PVD) pro-
cesses. It is based on the local heating of the desired material above the evaporation point
and subsequent transfer to the substrate. The schematic representation of this process
is depicted in Figure 2.4. The electrons emitted from the electron gun are accelerated

Vacuum
chamber

Substrate
Film

Evaporated
molecule

Crucible

Molten
source
material

Electron
gun

e−

Substrate
shutter

Figure 2.4: Schematics of a simplified e-beam evaporation system. An electron beam is focused
on the desired material in the crucible to heat it locally. The molecules start to
evaporate. When they reach the substrate, the homogeneous layer of the film
is formed.

by the potential difference applied between the cathode and grounded anode. A trans-
verse magnetic field deflects the e-beam towards the top opening of the crucible. The fo-
cused electron beam locally heats and melts the target material leading to well-controlled
evaporation of the material, which further condensates on the sample substrate, forming
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a new layer. The deposition rate is controlled by the electron beam spot’s size and the
current formed by the e-beam. Usually, there are several crucibles containing different
materials available in the dedicated vacuum chamber, and thus the multilayer deposi-
tion is readily possible. In our case, the layer thickness is controlled by in situ quartz
crystal microbalance-based thickness meter mounted in the chamber. Compared to other
deposition techniques, the main advantage is the high deposition rate of up to ≈ 10 Å/s.
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3. Characterization methods

Easy isn’t always simple.
– Star Wars: Clone Wars, Episode: Lightsaber Lost

In the previous chapter, we have discussed the tools and techniques used to fabricate the
magnetic samples with curved geometries. The following chapter introduces the charac-
terization methods used in the scope of the thesis. Since we study the effect of the sub-
strate’s topography on the static and dynamic properties of magnetic thin films, suitable
techniques for analyzing the sample topography and its magnetic properties are needed. It
starts with a brief description of the atomic force microscopy (AFM) technique, followed
by the basic theory needed to understand the Magneto-optical Kerr effect (MOKE). The
spin-wave excitation is discussed in the next section. It continues with the explanation
of the Brillouin light scattering (BLS) technique. The chapter ends with a description of
the vector network analyzer-based (VNA) techniques.

3.1. Atomic Force Microscopy
In atomic force microscopy (AFM), a very sharp tip (in an ideal case atomically sharp)
mounted on a cantilever is used to raster over a sample. The chips where the cantilevers
are mounted are usually manufactured from Si, or Si3N4. The force between the tip
and the sample causes a deflection of the cantilever. Most commonly, optical detection
is utilized to detect such a small movement variation of the cantilever. A laser beam
shines on the cantilever’s backside and is reflected towards the photodiode with four
quadrants (QPD). Due to the laser’s optical path being much larger than the deflection,
the cantilever’s minute deflection is effectively magnified on the QPD. For the scanning of
the tip, a piezoelectric tube is implemented. A voltage applied to the x and y electrodes
on the piezoelectric tube result in the horizontal deflection producing a precise raster scan
over the sample surface. The vertical height of the tip is controlled by the voltage applied
to the z electrodes. The main advantage of using a piezoelectric tube is the possibility to
attach several electrodes and scan in x, y, and z directions independently. The stepper
motor, on the other hand, is used for the rough positioning of the sample. A simplified
scheme is given in Figure 3.1(a). The typical probes used for measuring AFM are depicted
in Figure 3.1(b)-(d).

During the measurement, the system’s mechanical stability is ensured by the active
damping suspension system and the acoustic hood, preventing airflow, temperature vari-
ation, and other possible sources of noise.

The main advantage of using AFM compared to SEM is the possibility of precisely
map the topography. The lateral resolution of the AFM reaches down to 0.1 nm, and the
vertical resolution as low as 0.5 Å [146].
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Figure 3.1: (a) Scheme of the principle of the AFM. Laser light shines on the backside of the
cantilever and is being reflected towards the segmented photodiode. This principle
is used to detect small changes in the tip position. (b) Olympus AC240TS chip
[147] used for the Tapping mode, (c) side view of the ScanAsyst-air tip used for the
ScanAsyst mode [148], (d) front side of the Olympus AC240TS tip [147]. These
two chips mainly differ in the cantilever geometry and the tip position on the
cantilever. In the Olympus AC240TS chip, the cantilever is rectangular, and the
tip is located at the very end of the cantilever. In contrast, in the ScanAsyst-air,
the geometry is triangular, and the tip location is approximate 20 μm from the
cantilever end.

All of the AFM measurements in the thesis were done on the Bruker Dimension Icon
instrument in the Tapping or ScanAsyst modes. Tapping mode works with a probe
oscillating near its resonant frequency. Therefore, the reflected laser beam deflects in
a regular pattern over a photodiode array. When the tip deflects after its interaction
with the surface, the pattern on a photodiode array changes. Thus, the reflected laser
beam reveals information about the sample. With tapping mode, topography and phase
images are acquired simultaneously. In ScanAsyst mode, the image quality is monitored
continuously and the image optimization is done automatically, including adjusting scan
parameters such as setpoint, scan rates or feedback gains. In this mode, the cantilever
does not resonate; therefore, cantilever tuning is not required. The ScanAsyst mode
is useful for faster imaging because no adjusting is necessary. This mode is based on Peak
Force Tapping mode in which force curves are collected at every pixel of the image. The
possibility of operation at very low forces compared to the Tapping Mode [149] is possible
due to the direct force control provided by the peak force of each of the force curves being
used as the imaging feedback signal.

The lateral resolution is highly dependent on the tip shape and its apex’s curvature
because the final AFM image is the convolution of the probe geometry with the sample
topography. In general, the tip’s high aspect ratio determines the reliability of imaging
the high aspect ratio structures. If the probe cannot reach the bottom of a hole or track
the particle sides, the image will be distorted (see Figure 3.2). Quantitative imaging
is possible if the tip’s dimensions and shape, including the tip apex, are known. It is done
using deconvolution in the post-processing.
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Figure 3.2: Schematic illustration of the tip-shape influence on the resulting image. A dull
AFM tip will lead to a distorted image with features appearing larger than in
reality. The holes imaged with the blunt probe will appear shallower than when
imaged with a sharp probe.

3.2. Magneto-Optical Kerr effect
Historically, the magneto-optical (MO) effect’s first manifestation was demonstrated in
1845 by Michael Faraday [150]. He inserted a glass rod into the magnetic field and found an
exciting change in the light’s polarization plane’s rotation after it passed through the rod.
The phenomenon is named after its discoverer and is nowadays known as Faraday rotation.
After few years, in 1877 [151], John Kerr observed the change in the light polarization
after the reflection of polarized light from the polished pole of a magnet. This effect
is today known as the magneto-optical Kerr effect (MOKE). The Kerr and Faraday effects
are linearly proportional to magnetization. There is also the Voigt effect [152], which
is quadratic in magnetization. Generally, the MO effects are based on a small change
of the light’s polarization state interacting with the magnetic medium. The detected
alteration is utilized to create the magnetic image.

The physical origin of the MOKE dwells in the Zeeman exchange splitting together
with spin-orbit interaction [153]. Phenomenologically, it can be treated as magnetic
circular birefringence and dichroism. The magnetic circular birefringence describes the
polarization plane’s rotation of linearly polarized light arising from the different refractive
indices of circularly polarized components of light. On the other hand, the magnetic cir-
cular dichroism treats the change in an ellipticity due to different absorption coefficients
of left- and right-handed circularly polarized light in the medium. Therefore the linearly
polarized light will become elliptical after the reflection on the magnetic sample, and the
parameters of the ellipse (rotation, ellipticity) are proportional to the magnetization.

On the whole, the MOKE’s change in the polarization of light can be described by the
dielectric tensor accounting for the effect of magnetic medium. For an isotropic or cubic
materials, it is described by the dielectric law [154]

D = ε̂ · E , (3.1)

where D is the electric displacement vector, ε̂ is the dielectric permittivity tensor and E
is the electric field vector. The generalized dielectric permittivity tensor is accordingly
described by [153]

ε̂ = ε

 1 −iQmz iQmy

iQmz 1 −iQmx

−iQmy iQmx 1

+

 B1m
2
x B2mxmy B2mxmz

B2mxmy B1m
2
y B2mymz

B2mxmz B2mymz B1m
2
z

 , (3.2)

where ε is the scalar relative permittivity, and Q is the complex Voigt constant that
is to the first order directly proportional to the sample’s magnetization. By the Voigt
constant, the gyration vector is coupled to the magnetization vector [155]. B1 and B2 are
MO constants describing the quadratic effect (Voigt effect), and mi are the components of
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the unit vector of magnetization (|m|2 = 1). The sign convention used in (3.2) represents
the positive rotation and ellipticity of Faraday and Kerr effects for a clockwise rotation
of the polarization ellipse.

For the Kerr effect, the equation (3.1) can be rewritten using the relation from (3.2)
in the form

D = ε (E + iQm × E) , (3.3)
where vector D represents the secondary light amplitude rising from the magneto-optical
interaction of E with the magnetization vector m in the sample. The cross product from
eq. 3.3 can be explained using the Lorentz force theory. It also proves the gyroelectric
nature of the Kerr effect.

The three main magneto-optical Kerr effect configurations can be understood. The
polar Kerr effect, where the magnetization points in the direction perpendicular to the
surface normal, the longitudinal Kerr effect, where the magnetization lies in the direction
parallel to the surface and along the plane of incidence, and the transverse Kerr effect,
where the magnetization is parallel to the surface and perpendicular to the plane of
incidence. All geometries are shown in Figure 3.3.

(a) polar Kerr effect (b) longitudinal Kerr effect (c) transverse Kerr effect

M

ϕ ϕ ϕ

M
M

Figure 3.3: Schematic to show the three different configurations when measuring Kerr effect.
(a) polar Kerr effect, (b) longitudinal Kerr effect, (c) transversal Kerr effect.

Most commonly, the polar and longitudinal Kerr effects are used. A schematic sketch
of the longitudinal Kerr effect with an oblique plane of incidence and s-polarization is de-
picted in Figure 3.4. For the longitudinal configuration, the magneto-optical rotation can
be seen for both perpendicular s-polarization and parallel p-polarization (concerning the
plane of incidence).

As the magnetization direction is collinear with one of the coordinate axis, the dielec-
tric permittivity tensor from (3.2) can be reduced. For the configuration shown in Figure
3.4, where my = ±1, mx = mz = 0 it gives

ε̂ = ε

 1 0 iQmy

0 1 0
−iQmy 0 1

 . (3.4)

When the s-polarized light is used for the illumination of the magnetic sample, in
general, the reflected light consist of two orthogonal components, the identical s-polarized
and orthogonal p-component. Then, a Fresnel coefficient rss describing the reflected s-
polarized wave and a Fresnel coefficient rps accounting for the orthogonal component
polarized along the p-direction can be defined. The Jones matrix [156] describing the
polarization state for the reflected light is then defined as [157](

Erefl
p

Erefl
s

)
=
(
rpp rps

rsp rss

)(
Einc

p

Einc
s

)
, (3.5)

44



3.2. MAGNETO-OPTICAL KERR EFFECT

θinc θrefl

θk

p

s

s

p
E refl

εk
E inc

Figure 3.4: Illustration of the longitudinal Kerr effect. The interaction of the originally s-
polarized light with MO active structure is shown. The incoming linearly polarized
light E inc changes its polarization to the elliptically polarized light E refl after the
reflection from the magnetic medium. The resulting Kerr rotation θk and ellipticity
εk are the parameters of the elliptical polarization. Adapted from [153].

where Einc
p,s and Erefl

p,s are the electric field vectors of incident and reflected light, respectively.
Then, the complex Kerr angle Φk is a sum of the Kerr rotation θk and Kerr ellipticity εk.
For s- and p-polarized light it is

Φk,s = θk,s + iεk,s = rps

rss

and Φk,p = θk,p + iεk,p = rsp

rpp

. (3.6)

3.2.1. Kerr Microscopy
In recent years, there has been a significant advancement in magnetic structures imaging
using visible light. However, the classical Kerr microscopy technique has many unvan-
quishable advantages. The method is based on the magneto-optical Kerr effect (MOKE).
It uses nearly crossed polarizers. The polarizer polarizes the light, which then travels to
the sample and is reflected from it. The local magnetization-induced light polarization
changes are converted to intensity changes on the second polarizer (analyzer) that are
further detected by the sensitive camera. The main advantage when using this technique
is that no specific surface treatment of the sample is required. Also, using the additional
electromagnet, an external field up to hundreds of mT can be applied in an arbitrary
direction, which makes the observation of magnetization reversal processes possible. The
Kerr microscopy information depth depends on the penetration depth of the used light
and studied material. For the visible light reflected on the metallic surface it is around
50 nm [158, page 220]. The field of view depends on the microscope objective. Therefore,
by changing the objective, the view field’s variation is achievable from several centime-
ters down to the detailed study of micrometer-sized structures. The significant drawback
is the lateral resolution which is limited by the Rayleigh criterion. For the visible light,
it is about 300 nm, which is restricting the study of sub-micrometer patterned structures
like magnetic vortices or stripe domains in very thin films.

In the Kerr microscopy, the sample’s whole image is obtained directly using a single
objective lens and a digital camera. The ray diagram showing the illumination and image-
formation light paths is shown in Figure 3.5.
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Figure 3.5: The essential components and ray diagram for the wide-field Kerr microscopy. The
light from the high-power LED, coming from the left, is focused on the aperture
diaphragm plane by the collector lens. Then it passes through the field diaphragm
and is polarized on the polarizer. After it passes through the objective lens, it
is reflected from the sample and passes through the infinity-corrected objective.
Then it is polarized on the analyzer and finally imaged on the camera. After [154].

In this thesis, the Kerr microscopy experiments were measured using the setup from
Evico magnetics GmbH. For the illumination, eight light-emitting diodes (LED) are used
in this setup. It is possible to control them individually using the computer, which allows
us to probe individual orthogonal components of the magnetization simply by switching
on/off the individual LEDs. The sample is placed on the stage with the 3D positioning
capabilities and also rotation. Additionally, the external magnetic field is provided by the
rotatable electromagnet.

3.3. Spin Wave Excitation
In section 1.5.1, the discussion of the dynamic response of the magnetic system m(t) on the
harmonic microwave excitation magnetic field h(t) is provided. Accompanying, in section
1.7, the corresponding dispersion relations are summarized. Having this established, the
following section presents the methods used to generate the dynamic magnetic fields.

In general, the approach presented in the thesis relies on the dynamic magnetic field
(Oersted field) created by a microwave current flowing through a wire. The spin waves
are excited only if the excitation source matches both the spin-wave dispersion’s temporal
and spatial frequency. The temporal frequencies of the spin waves are in the GHz range,
which is usually referred to as the Radio-Frequency (RF) range1. Hence, the microwave
current must also be in this frequency range, and it is called RF current. If the RF
current flows through a single wire, the radiation losses are enormous. Therefore, such
a conductor is also denoted as a microwave antenna or a microstrip antenna.

1The radio spectrum is in the frequency range from 30 kHz to 300 GHz.
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The spatial distribution of the oscillating magnetic field depends on the shape and
dimensions of the antenna. The microwave field inductively couples to the magnetization
of the ferromagnetic layer beneath, leading to the excitation of spin waves. The excited
spin waves then propagate in both directions (+k and−k) with wavelengths defined by the
spatial distribution of the magnetic field from the antenna. Due to the microwave magnetic
field’s inductive coupling to the magnetization of the ferromagnetic layer beneath, the
excited SWs have the same frequency ω. The dominant wavenumber corresponds to
the width of the microwave antenna. The excitation spectrum of the antenna and the
wave vector distribution can be calculated using Fourier transform of the spatial profile
of the excitation field [159]. This requires the knowledge of the magnetic field’s spatial
distribution, which must be calculated. Typically it is done using finite element analysis.
However, the excitation efficiency Jexc can also be approximately calculated from the
spatial current density distribution.

For the simple rectangular geometry of the microstrip antenna, the excitation efficiency
Jexc can be calculated as [160]

Jexc(k) =

sin kwa

2
kwa

2


2

, (3.7)

where wa is the width of the microstrip antenna. Figure 3.6(a) shows a schematic geometry
of the microstrip antenna used for the spin waves excitation. The spatial distribution of
the dynamic magnetic field created by the RF current in a distance of 100 nm above
a 1 μm wide and 100 nm thick microstrip antenna calculated numerically using FEMM2

software is depicted in Figure 3.6(b). The red line represents the in-plane component of
the dynamic magnetic field h, which is maximal below the antenna (schematically shown
by the yellow rectangle). The black line corresponds to the oscillating magnetic field’s
out-of-plane component h with the amplitude maximal at the antenna’s edges. Figure
3.6(c) shows the comparison of the normalized Fourier transform of the spatial profile
of the excitation field, and the excitation efficiency Jexc. The first excitation minimum
is formed in k = 2π/wa and the second excitation maxima efficiency is always below
ten % of the maximal value. Hence, the first minimum is often regarded as a cut-off,
and the excitation is considered only for k < 2π/wa. This reciprocal dependence shows
that the limiting factor for the high k-vector regime (exchange-dominated regime) is the
fabrication limit. Therefore, for better k-vector selectivity and higher excitation efficiency,
different types of excitation antennas must be prepared. Usually, combinations of many
strip lines or coplanar waveguides in the form of a meander [159, 161] or a ladder [162]
are used [92, 160]. The excitation of spin waves utilized in the presented thesis was done
via stripline antennas, and the attempt for the k-vector selectivity was not pursued.

Most of the experimental part of the thesis is done on microstructures, namely spin-
wave waveguides. Due to the experiment’s geometry, where the microstrip antenna is per-
pendicular to the spin-wave waveguide, the maximal amplitude of the dynamic magnetic
field h in the spin-wave waveguide is under the excitation antenna. From section 1.5.1,
equation 1.28, we already know, that the term M0 × h is the main responsible for the ex-
citation of the magnetization dynamics. Thus, the maximal excitation efficiency is when
M0 ⊥ h, i.e., DE geometry, and the M0 is perpendicular to the long axis of the spin-wave
waveguide. By contrast, in the BV geometry, where M0 is parallel to the long axis of the

2Finite Element Method Magnetics http://www.femm.info.
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Figure 3.6: (a) Schematic of the microwave antenna for the excitation of spin waves. The width
of the microstrip antenna is wa, the thickness is ta. The microwave field h, gener-
ated by the microwave current jrf flowing through the antenna, is approximately
uniform and parallel to the conductor surface. (b) Micromagnetic simulation of
the magnetic field distribution and the magnetic vector field orientation and mag-
nitude calculated using Finite Element Method Magnetics (FEMM). The red line
represents the in-plane component of the dynamic magnetic field, while the black
line corresponds to the out-of-plane component of the oscillating magnetic field.
The yellow rectangle symbolized the microstrip antenna. The parameters of sim-
ulation are: wa = 1 μm and ta = 100 nm. (c) Absolute value of the normalized
excitation efficiency (red line) and the excitation efficiency Jexc of the microstrip
antenna, calculated approximately using (3.7) (blue line).

waveguide, the in-plane component of the dynamic magnetic field h does not excite spin
waves, and only the out-of-plane component contributes to the excitation which results
in the excitation efficiency decrease.

The excitation of spin waves in the DE mode is strongly nonreciprocal [163, 164].
As discussed above, in DE mode, both in-plane and out-of-plane components of the dy-
namic magnetic field contribute to the excitation of spin waves. Contributions of these
components are efficiently intermixed by the dynamic susceptibility tensor with non-trivial
result [165]. Together with the implicit non-reciprocity [166] the outcome is the significant
difference of spin-wave amplitudes propagating in the positive and negative direction from
the microstrip antenna. By reversing the applied external magnetic field’s direction, the
non-reciprocity in the spin-wave excitation can be switched.

3.4. Brillouin Light Scattering Spectroscopy
This section is devoted to the Brillouin Light Scattering (BLS) technique, which allows
us to probe the magnetization dynamics in the range of GHz. The method’s versatility,
with many possible studies to be performed, and a wide variety of magnetic information
obtainable (frequency-, space-, phase-, and time resolution), has rendered BLS one of the
most fundamental techniques for observing spin dynamics [167]. A detailed description
of the technique is provided in the review [108]. The more in-depth description of the
Brillouin light scattering can be found in references [58, 91].
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BLS process can be described by the inelastic scattering of incident photons with
magnons (quasi-particle of spin-wave excitation). In this process, both energy and mo-
mentum conservations are taken into account, described by

hfout = hfin ∓ hfSW , (3.8)
ℏkout = ℏkin ∓ ℏkSW , (3.9)

where h is the Planck constant3, and ℏ is the reduced Planck constant. fout is the fre-
quency of the outcoming scattered photon, fin is the frequency of the incoming photon
before scattering, and fSW is the frequency of the generated magnon. For wave vector
k, the same notation as for the frequencies applies. The negative sign on the right-hand
side of equations (3.8) and (3.9) represents Stokes process where the photon generates
a magnon; hence, the scattered light’s frequency is lower. Correspondingly, the positive
sign represents the anti-Stokes process where the incident light annihilates the magnon. In
this case, the energy of the scattered light is increased, and the frequency of the scattered
light is higher. A sketch of the scattering process is schematically shown in Figure 3.7(a).
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Figure 3.7: (a) Scheme of the BLS process. The incoming light with frequency fin and wave
vector kin is scattered on the magnon with frequency fSW and wave vector kSW.
The Stokes process describes the creation of a magnon, and the anti-Stokes process
describes the annihilation of a magnon. The system’s energy and momentum are
conserved; therefore, the scattered photon carries the information about the wave
vector and the spin wave frequency. (b) Illustration of the BLS process in the
back-scattering geometry.

The BLS can also be approached classically. The process is then based on a periodic
modulation of the dielectric tensor of light induced by the traveling spin wave in a magnetic
medium due to spin-orbit coupling. Because of the magnons’ wave nature, the periodicity
in time represents the spin-wave frequency. Correspondingly, the periodicity in space
represents the spin wave’s wavelength. Therefore, the scattering can be understood as the
scattering from a moving Bragg grating [168]. The scattered light’s frequency shift is then
treated as a Doppler-shifted with a spin wave frequency.

Both the magnons and phonons can cause the periodic modulation of the dielectric
tensor. To distinguish between the scattering processes caused by phonons and magnons,
the analysis of the polarization direction of the scattered light is employed. The light

3The Planck constant is one of the fundamental constants in quantum mechanics. In the revised
SI system, the Planck constant has the exact value h = 6.626 070 15 · 10−34 Js. It is a key value in the
redefinition of the kilogram.
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scattered on magnons, in contrast to phonons, has its light polarization rotated by π/2,
which can be easily distinguished.

The conservation of momentum (3.9) can be applied only for the infinite medium.
In thin film, only the in-plane component of the k-vector is conserved due to the broken
translation invariance by the surface of the film. Thus, only the in-plane component of the
wave vector is conserved. The in-plane component of the wave vector can be calculated
from the Figure 3.7(b) as

k∥ = |kin| sin θ , (3.10)
where θ is the angle of incidence. By changing this angle, it is possible to select the
desired wave-vector of the spin wave. In the back-scattering geometry, shown in Figure
3.7(b), the spin-wave k-vector is maximal, because the k-vector of the scattered photon
is opposite to the k-vector of the incoming photon. The maximal probed k-vector using
green laser light is

kmax
SW = 2|kin| sin θ = 2 2π

λ532 nm
= 23.6 rad/μm . (3.11)

Hence, the minimal wavelength of the spin wave that can be detected using the green
light is λmin

SW = 266 nm.
The inelastically scattered photons carry information about the energy (frequency) and

momentum (wave vector) of the corresponding spin-wave mode and phase information.
The phases of the scattered and detected photons are connected using a well-defined
relation. This phase relation will be used for a phase-resolved BLS investigation later in
the text.

Due to the energy conservation, the shift in the frequency of scattered light directly
corresponds to the frequency of the investigated spin-wave mode; hence, the scattered
light’s energy analysis is crucial for the BLS measurement. In order to distinguish the in-
elastically scattered photons from all the elastically Rayleigh scattered photons, extreme
sensitivity and high-contrast are needed. Also, when compared to the photon energy, the
photon frequency shift due to the magnon generation/annihilation are 106 smaller. There-
fore, an essential tool for a BLS spectroscope is a high-contrast frequency analysis[169]
device as well as a monochromatic source of light.

3.4.1. Brillouin light scattering – experimental setup
As discussed above, a light source with a narrow frequency distribution is a crucial tool to
determine the inelastically scattered light’s frequency shift. In the BLS setup used in the
presented thesis, two easily changeable continuous laser sources are used, Laser Quantum
Torus and Cobolt Samba 05.01. The interchangeability of light sources is useful when
one of the lasers is under maintenance. The operation wavelength for both lasers is λ =
= 532 nm. The laser’s key specification is the single-mode operation, i.e., the higher laser
modes must be suppressed. If the higher modes are not sufficiently suppressed, they
appear as an additional signal in the measured spectrum.

The spin-wave frequencies are usually in the Gigahertz range, leading to the spectrome-
ter’s resolution’s requirement to be better than 0.05 cm−1. This condition is fully satisfied
by the tandem Fabry-Pérot interferometer (TFPI). In the presented thesis’s experimental
setup, the frequency shift was analyzed using a multi-path TFPI. It was designed by John.
R. Sandercock [170] and uses a set of two Fabry-Pérot interferometers. In an FPI, the
multiple reflections of a light beam between two parallel highly reflective mirroring plates
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cause a path difference compared to a directly transmitted beam. For the transmission
through the TFPI, the transmission criteria of both FPIs must be fulfilled simultaneously.
Transmission of the FPI is periodic with respect to the mirror distance and can be de-
scribed by the Airy function. The free spectral range (FSR) defines this periodicity in the
frequency space. Thus, the TFPI determines the frequency resolution and the maximal
accessible frequency range (FSR).

In the measurement, the wavelength (frequency) is analyzed from the detected trans-
mitted light intensity during the scanning of the interferometer mirrors distance. There-
fore, the precise alignment of the mirror spacings is essential. As can be seen from the
TFPI scheme in Figure 3.8(a), one of each FPI mirrors is mounted on the scanning stage.
The first FPI is mounted in the piezo-stage scanning direction, while the second is tilted
by an angle α. Thus, the scanning stage movement results in the mirror spacing change,
which for FPI1 is ∆d, while for FPI2 is ∆d cosα. The frequency shift is then determined
from the comparison of the reference beam directly from the light source with light scat-
tered from the sample. The result of a typical BLS measurement showing the central
reference laser peak, marking the zero position in a BLS spectrum, together with Stokes
and anti-Stokes signal, is depicted in Figure 3.8(b). The interferometer used in the BLS
setup at CEITEC is the TFP-2 HC from Table Stable LTD, providing the contrast better
than 1015.

(a) (b)

Figure 3.8: (a) Principle of the Tandem Fabry-Pérot interferometer (TFPI). It is an essential
tool for frequency shift analysis of inelastically scattered light. TFPI comprises
two FPIs that are aligned under an angle α. One mirror of each FPI is mounted on
the scanning stage to control the mirror spacing. (b) Typical BLS measurement,
where the central peak corresponds to the reference light and the lower peaks
correspond to the Stokes and anti-Stokes signals. After [108].

The BLS setup comprises fundamental components like the laser, an electromagnet,
and the interferometer. In addition to it, the setup also includes an appropriate optical
microscope objective with a high numerical aperture (NA) together with a CCD camera
and a positioning system. The setup with the microscope objective strongly increases the
spatial resolution and is commonly known as micro-focused BLS (μBLS). Furthermore, to
excite spin waves at precise frequencies, a microwave generator is utilized. It is connected
via an SMA cable to a microwave probe, which is placed on the sample. The setup used
in the range of the thesis is based on the commercial scanning optical microscope from
THATec Innovation GmbH and further developed by Lukáš Flajšman [58] in his disserta-
tion thesis, and Ondřej Wojewoda [91] in his master’s thesis. It uses a precise 3D piezo
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stage. The setup is controlled by a sophisticated PC software package Tandem Fabry-
Pérot Data Acquisition System (TFPDAS), which was developed in 1999 [171] and the
further development is realized by THATec Innovation4 under the platform thaTEC:OS.
The software also offers an active stabilization of the sample during the measurement,
hence, compensating for any thermal drifts.
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Figure 3.9: (a) Schematic of the μBLS setup. Green and red lines represent the laser paths.
(b) The commercial scanning optical microscope with a movable electromagnet
is illustrated in the side-view. (c) Configuration employing interchangeability of
two laser sources, Laser Quantum Torus and Cobolt Samba 05.01. Blue lines (scale
bars) are 250 mm. Adapted from [91].

The optical setup is schematically shown in Figure 3.9. First, the laser beam from
the laser source passes through a Faraday isolator to prevent the reflection of any light
back to the solid-state laser. Then, the light passes through a filter (Fabry-Pérot etalon),
which suppresses the higher laser modes and eventually improves the obtained BLS signal.
After that, the light passes through a 90:10 beamsplitter, 10 % of the laser intensity goes
to the reference input of the TFPI, and 90 % of the intensity continues to the measurement
arm. In order to control the laser power, the beam then passes through the λ/2 plate
and the polarizer. After the modification of the laser power, the beam passes through the
first lens of an expander. Then it goes through the electro-optic modulator (EOM), and
the expansion of the beam is finished via the second lens of the telescope. Subsequently,
two mirrors in the periscope configuration are used to direct laser light to the top part

4http://thatec-innovation.com
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3.4. BRILLOUIN LIGHT SCATTERING SPECTROSCOPY

of the optical stage, where the beam passes through the beamsplitter. Then, the light
goes through the coupling dichroic mirror, where the green light from the laser source
is overlapped with the red laser light from the LED source utilized for the imaging.

As discussed before in the text, the scanning optical microscope is a commercial so-
lution purchased from THATec Innovation GmbH. In their microscope, it is possible to
contact the sample utilizing the integrated micro-positioning probe station. For the pur-
poses of contacting, the 3D stage can be moved to the so-called contacting position, and
the microscope with low magnification is employed. For the measurement, the sample
stage and contacted micro-probes are moved under the high-resolution objective lens (LD
EC Epiplan-Neofluar 100x/0.75 BD). Figure 3.9(b) shows that both low magnification
microscope and high-resolution objective share the same illumination and camera.

After the scattering, the laser beam is guided by the beamsplitter and mirrors from
the top part of the optical stage back to the table level. Here it passes through the λ/2
plate, which adjusts the polarization angle before the final focus to the input pinhole of
the TFPI. The size of the pinhole is variable. After it passes through the TFPI, the signal
is detected using a highly efficient single-photon counter Hamamatsu C11202-060.

The numerical aperture of the objective NA = n sin θ determines the spatial resolution
of the μBLS setup. Here, the medium between the objective and the sample was air,
so n ≈ 1. Following (3.11), the maximum wave detector, which can be detected, is given
by

kmax
SW = 2|kin| sin θ = 2 2π

λ532 nm
NA ≈ 17.7 rad/μm . (3.12)

In the μBLS, the detected signal comes from many spin-wave modes with different
k-vectors. In general, using μBLS, it is not possible to distinguish them.

3.4.2. Phase-resolved Brillouin light scattering microscopy
In the previous section, the possibility of a phase sensitivity and a k-selectivity was sup-
pressed in order to have the highest spatial resolution. However, the BLS process is phase-
sensitive, and the scattered photon carries the phase information of the spin wave. This
phase information can be extracted using the interference of the sample beam with the
reference beam. It is essential that the phase of the reference beam is well-defined rela-
tive to the sample beam. Furthermore, the reference beam’s frequency must be the same
as the sample beam, thus, ensuring the temporal coherence of the two beams. When these
requirements are fulfilled, the interference patterns can be observed, and the spin-wave
phase can be investigated. This phase-resolved measurement technique was developed in
the group of prof. Hillebrands [163, 172].

The reference signal is generated by the electro-optical modulator (EOM) implemented
in the beam path. The EOM and the antenna that excites the spin waves are connected
to the same RF source. A minor part of the light beam is modulated in the EOM, and the
major part remains with unchanged frequency. To match the intensity of the modulated
and unmodulated parts of the light beam, it is necessary to place a tunable attenuator
between the EOM and the RF source. When the photons from the laser beam interact
with the spin waves, the part of the light’s frequency is shifted to the same frequency
as the EOM light. Additionally, the EOM light phase is constant, so only the photons
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scattered from spin waves carry the spin waves’ phase information. These two signals
interfere, and the interference signal intensity can be expressed as

I = ISW + IEOM +
√

2ISWIEOM cos ∆Φ , (3.13)

where ISW is the intensity of photons scattered from spin waves, IEOM is the intensity
of the EOM light5. Due to the temporal coherence, the relative phase of the reference
and sample beams depends on the probing laser beam’s position. When the probing laser
position changes, the spin waves phase also changes with ΦSW = Φ0 + kSWx. Therefore,
any time dependence can be neglected, and the relative phase of the reference and the
sample beams is

∆Φ = ∆Φ0 + kSWx . (3.14)
To illustrate the extraction of the spin-wave wavelength, the phase-resolved BLS is uti-

lized for the simplest case of the 1D spin-wave propagation in spin-wave waveguide. The
RF current running through a microstrip antenna excites spin waves that are locally
probed by the μBLS. The BLS intensity is mapped while increasing distance (x) from the
excitation antenna. As discussed above, the spin-wave phase ΦSW is evolving depending
on the position of the probing laser. The spin-wave intensity is assumed as an expo-
nentially decaying function ISW = I0 exp(−x/latt), where I0 is the maximal spin-wave
intensity and latt is the propagation length known from (1.74). For homogeneous samples,
IEOM can be assumed as a constant. Then, equation (3.13) becomes

I = I0 exp
(
− x

latt

)
+ IEOM + 2

√
I0IEOM exp

(
− x

latt

)
cos

(
∆Φ0 + 2π

λ
x
)
, (3.15)

where λ is the wavelength of the spin waves. The modeled phase and intensity of the spin
waves are schematically shown in Figure 3.10.

Figure 3.10: (a) Analytically modeled intensity of spin waves and EOM, and (b) phase profiles
as functions of distance x from the excitation antenna. (c) The interference signal
modeled using (3.15). The wavelength of spin waves can be extracted from two
neighboring minima.

3.5. Vector network analyzer
This section provides the essential introduction to the measurements with a vector network
analyzer (VNA). This device allows for the generation and detection of high-frequency sig-
nal waves. Utilizing ground-signal-ground (GSG) microwave probes and high-frequency

5The full phase reconstruction is calculated in [91].
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coaxial cables connected to the VNA ports make it possible to study the sample’s char-
acteristics. Usually, the sample is referred to as a device under test (DUT). In general,
any RF component such as coupler, filter, attenuator, antenna, amplifier, etc., can be
characterized by VNA.

To understand the physics behind the measurement procedure with VNA, it is essen-
tial to briefly address two-port networks because the spin-wave devices can electrically be
described as two-port networks. The practical problem arises when we want to measure
high-frequency current and voltage because the direct, measurable quantities are usually
only the magnitude and the phase of a traveling or standing wave. The best representa-
tion in accord with direct measurement is given by scattering matrix Ŝ, which describes
the idea of an incident, reflected, and transmitted wave [173]. Figure 3.11 depicts the
illustration of a two-port network.

S11 S22Port 1 Port 2

S21

S12

DUT
a1

b1

ReflectedReflected

Incident

Incident

b2

a2

Transmitted

Transmitted

Figure 3.11: Schematics of the two-port S-parameter model with device under test. This
model uses complex normalized waves ai, bi at a port i.

The scattering parameters (S-parameters) describe the relation of the outgoing and
incoming waves. The complex normalized wave ai generated at port i characterizes the
incident wave. It travels to the DUT, where either reflection, absorption, or transmission
occurs. The result of either one of the processes is the complex normalized wave bj

detected at port j. For the two-port network, i, j represent port numbers 1 and 2. In an
n-port device, n2 S-parameters are needed. Thus, in our case, the two-port device, there
are four S-parameters connecting the incoming and outgoing waves by(

b1
b2

)
= Ŝ

(
a1
a2

)
=
(
S11 S12
S21 S22

)(
a1
a2

)
. (3.16)

Every Sij parameter gives the ratio between the outgoing complex normalized wave bi at
port i to the incident complex normalized wave aj at port j

Sij = bi

aj

∣∣∣∣∣
ak=0 for k ̸=j

. (3.17)

Therefore S-parameters on the main diagonal (S11 and S22) describe reflections of the
waves from the DUT back to the port where they were generated. For the case of a two-
port network, the off-diagonal elements (S12 and S21) are linked with the microwave
transmission, i.e., the parameter S21 is the transmission coefficient from port 1 to port 2
and correspondingly parameter S12 describes the transmission from port 2 to port 1. A full
set of four S-parameters completely describes any linear DUT [79]. Besides, equation
(3.17) says that the incident waves on all ports are zero, except for the port j. Thus, only
one port is active during the measurement, and all other ports should be terminated in
matched loads to avoid reflections.

The VNA ports must be matched; otherwise, the connections themselves will create
reflections, and the S-parameters measured on a DUT will not be reliable, i.e., the re-
flection coefficient looking into port i is not equal to Sii. Similarly, transmission from
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port i to port j is not equal to Sji. The S-parameters of the network are defined only if
all ports are matched [173]. To correctly work with the VNA and eliminate the error, it
is necessary to calibrate the VNA before any measurement. The calibration of the VNA
is described later in the text.

Important characteristics of the DUT are reciprocity and symmetry. If the DUT
is reciprocal, the transmission does not depend on the propagation direction, and the
scattering matrix Ŝ is symmetric (S12 = S21). The DUT is called symmetric when S11 =
= S22.

3.5.1. Vector network analyzer architecture
A primary advantage of using a vector network analyzer compared to a scalar network
analyzer or spectrum analyzer is the capability of measuring vector information about
the signal (magnitude and phase). The scattering matrix Ŝ is the complex matrix, and
each S-parameter is a dimensionless complex number. In operation, the signal generator
sweeps the frequency over a specified bandwidth at a given power, and a switch allows
for the connection to one of the two ports of the DUT. The VNA measures the reference
signal utilizing a directional coupler, which taps off a small part of the signal. The rest of
the signal continues to the DUT and is either reflected on the same port or transmitted
to the second port. The switch is then flipped to the other port of the DUT, and corre-
sponding signals are measured reversely. The magnitude and phase of all four scattering
parameters are calculated in the internal processing unit. The simplified scheme of the
VNA architecture is depicted in Figure 3.12.

Directional coupler

Signal
Generator

Receiver Port 1
Reflection

Switch

Reference

Reference Transmission

Port 1

Port 2Directional coupler

Processsing unit

Receiver Port 2

DUT

Output:
S-parameters

Magnitude
& Phase

Magnitude
& Phase

Figure 3.12: Schematics of the architecture of the two-port VNA. The signal generator gener-
ates the signal, and depending on the switch’s connection, it is directed to one of
the two ports. In this scheme, it is connected to port 1. The receivers measure
reference, reflected, and transmitted signals, and the phase and magnitude of the
signal are sent to the internal processing unit, which calculates all four scattering
parameters.

The magnitude of the S-parameters is often measured in the dB units. It is a relative
unit used to express the ratio of two power values. Then

Sij(dB) = 10 log10
Pin,i

Pout,j
= 10 log10

|bi|2

|aj|2
= 20 log10

|bi|
|aj|

= 20 log10 |Sij| , (3.18)
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where Pin, Pout is the power of the incoming and outgoing waves, respectively. Sij(dB)
is always negative due to the nature of experiment as we do not consider active devices
such as transistors or amplifiers, thus, bi < aj. The power generated by the VNA is in the
unit of dBm (decibelmiliwatt). It is a power ratio of the signal generator to the reference
power of 1 mW, expressed in dB. The power conversion between the power in dBm and
the power in miliwatts is given by

P (dBm) = 10 · log10
P (mW)
1 mW

. (3.19)

Table 3.1 shows examples of the conversion between the power in dBm and the power
in mW for 50 Ω systems. The characteristic impedance of most coaxial cables and con-
nectors is usually 50 Ω. Exceptionally, 75 Ω cables are used in television systems. The
reason is that the minimal attenuation of an air-filled coaxial line is for a characteristic
impedance of about 77 Ω while the maximal power capacity passes for a characteristic
impedance of 30 Ω. Therefore, by convention, a 50 Ω characteristic impedance is a com-
promise between a minimum attenuation and a maximum power capacity. As mentioned
above, to prevent any unwanted reflection from every interface, all elements used in the
VNA’s internal structure must be matched for the characteristic impedance Zc = 50 Ω.
A better understanding of the concept of characteristic impedance is given in [173, 174].

Table 3.1: The conversion between the power dBm and the power in mW.

P (dBm) −30 −20 −10 0 2 5 10 20

P (mW) 0.001 0.01 0.1 1 1.5849 3.1628 10 100

3.5.2. Calibration of VNA
Considerable improvement in accuracy when using VNA is possible with error-correcting
software. Errors caused by the imperfections of the internal architecture such as direc-
tional coupler mismatch, low directivity, loss, and variations in the analyzer system’s
frequency response are accounted for by using a 12-term error model, and a calibration
procedure [173]. As the presented thesis does not aim to describe further the hardware
components inside the VNA, a more in-depth description of the microwave engineering
and the internal architecture of the VNA is provided in [173, 175].

In our experiments, the VNA connection to DUT is realized by the pair of coaxial
cables and high-frequency microwave probes. The contributions of the connecting cables
and probes are always present in the measurement, but can be removed using a proper
calibration. The calibration procedure aims to move the measurement’s high-frequency
reference planes from the VNA’s port to the microwave probes’ tips providing the con-
nection to the DUT. The calibration procedure ideally removes the contributions of the
connection between the VNA port and the DUT and the systematic errors caused by the
imperfection of the hardware used in the VNA.

A vast number of calibration methods exist. We used the so-called SOLT method
within the thesis, abbreviating Short, Open, Load, and Through. In some literature, it
is also known by the name TOSM, abbreviating Through, Open, Short, and Match. For
the use of high-frequency microwave probes, the calibration kit is in the coplanar geom-
etry. As the name suggests, it consists of four calibration standards – a short-circuit,
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where the signal port is connected directly to the ground; an open-circuit, where the
signal and ground ports are not connected; a precise 50 Ω matching standard, where the
signal port is connected to the ground through a 50 Ω load; and the through standard
where the connection between two ports is provided by a short section of the coplanar
waveguide. The calibration using the calibration standard must be done for both ports
and the frequencies and power used later in actual measurement. Figure 3.13. schemat-
ically depicts the calibration standards for using high-frequency microwave probes. For
the full correction of the 12 error terms, the calibration standard’s measurement is not suf-
ficient. Additionally, knowledge of the parameters of probes and the calibration substrate
is needed. Therefore, for successful calibration, the same manufacturer should provide
both the calibration substrate and high-frequency microwave probes.

Short (S) Open (O) Load (L) Through (T)

Figure 3.13: Schematics of the SOLT calibration standard for the use with high-frequency
microwave probes in the coplanar geometry.

When the VNA and DUT are connected directly with coaxial cables without mi-
crowave probes, the VNA is calibrated using a special calibration kit. There are kits
both for automatic or manual calibration. When using the automatic calibration, the
calibration unit is connected to both ports of the VNA. Additionally, it is also plugged
into the VNA’s USB port, and the calibration is done automatically without the need for
reconnecting through the calibration standards. The manual calibration kit consists of
four calibration standards, three one-port fixtures for the single, open, and load calibra-
tion, and a two-port fixture for through calibration. These calibration kits are available
with separate male and female versions of connectors. Calibration standards are directly
mounted to the coaxial cables, so the physical compatibility between the calibration stan-
dard and the used coaxial cable is of the essence. The list of relevant connectors with
intermateable capabilities is provided in Table 3.2. The calibration kit used for the direct
cable connection is depicted in Figure 3.14.

In general, opinions about the necessity of calibration differ. Bilzer [79] suggests that
the calibration should be successively repeated multiple times to improve the error terms.
He also states that the calibration degrades with time, mainly due to the temperature
variations. He proposes to do the calibration at least twice a day in the absence of air
conditioning. On the other hand, Vaňatka [92] advises that the calibration should be
done regularly, approximately once a week. He then continues with the suggestion that it
is ideal to do the calibration before each measurement. In some groups, [177], the VNA
is not calibrated as they are using high-quality coaxial cables with almost no attenuation.
Besides, their interest is not quantitative but lies in the difference from known references.
Nevertheless, even in such a case, calibration is effective..

3.5.3. Vector network analyzer ferromagnetic resonance technique
The broadband vector network analyzer ferromagnetic resonance (VNA-FMR) technique
uses the vector network analyzer to measure the ferromagnetic resonance. In the VNA-
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Table 3.2: Commonly used connectors in high-frequency applications. Table entries based on
the HUBER+SUHNER RF Coaxial connectors general catalogue [176].

Connector Coupling
mechanism Frequency range Intermateable with

BNC bayonet Up to 4 GHz.
N screw-on Up to 18 GHz, depending on

the connector and cable type.
SMA screw-on Up to 18 GHz, extended

frequency version up to
26.5 GHz.

PC 3.5 and SK (2.92 mm)

PC 3.5 screw-on Up to 26.5 GHz. SMA and SK (2.92 mm)
SK (2.92 mm) screw-on Up to 40 GHz. SMA and PC 3.5
PC 2.4 screw-on Up to 50 GHz. PC 1.85
PC 1.85 screw-on Up to 67 GHz. PC 2.4
PC 1 screw-on Up to 110 GHz.

supplied torque wrench

calibration standard
mounted onto the cable

individual
calibration
standards

1 cm

Figure 3.14: Rohde & Schwarz® ZV-Z235 calibration kit with the 3.5 mm connector type and
both male and female version of calibration standards. Reprinted from [92].

FMR experiment, a stripline or a coplanar waveguide (CPW) are used for the creation
of a small oscillating field h, and the studied magnetic sample is either directly litho-
graphically prepared on the same substrate as the CPW or just placed magnetic film side
downwards over the CPW in the so-called flip-chip technique. Figure 3.15 shows a scheme
of a typical VNA-FMR experiment using high-frequency microwave probes. Additionally,
the sample is located in the gap of a rotatable electromagnet with an in-plane magnetic
field.

The connection between the VNA’s ports and the CPW is provided by the coaxial
cables connected to the high-frequency microwave probes of the brand Picoprobe by GGB
industries [178]. These probes connect the planar sample utilizing three individual legs
in a Ground-Signal-Ground (GSG) geometry with the VNA via the female SK (2.92 mm
standard) type of precision connector. As visible from Table 3.2, theses connectors are
suitable for use in the frequency range up to 40 GHz. For this experiment, the microwave
probes must be completely non-magnetic to prevent unwanted movement when applying
the external magnetic field.
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Vector Network Analyzer
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Figure 3.15: Schematics of the VNA-FMR experimental setup. The magnetic sample is ei-
ther placed facing downwards over the coplanar waveguide in the so-called flip-
chip technique or directly lithographically prepared on the same substrate as the
CPW. The VNA is connected to the CPW via coaxial cables and high-frequency
microwave probes with an SK connector. The external magnetic field is provided
by the rotatable electromagnet so that the magnetic field direction is parallel to
the CPW.

The VNA-FMR experimental setup’s skeleton is the mechanical probe station TS200
from the MPI corporation [179] (see Figure 3.16). It provides a platen lift possibility
controllable via the lever on the probe station’s left side. There are three discrete posi-
tions of the lever: the contacting position, 300 μm above the sample, so-called separation
position, and 3 mm above the sample for the safe loading. The probe platen supports
opposing positionable x,y,z micromanipulators with the mounted high-frequency probe.
The micromanipulator allows for precise manipulation of the probe during the contacting
of the planar sample. Furthermore, it is possible to tilt the mounted probe to ensure the
contact of all three legs.

When contacting the sample, the lever is carefully moved from the safety position to
the contacting position. The contact between the planar sample and the high-frequency
microwave probe is fine-tuned by changing the z-position of the probe with a micromanip-
ulator. The optical microscope allowing for the inspection of the established connection
is located above the lever-movable probe plate. The movement in the x and y axes of
the microscope stage is ensured via independently controlled manipulators with locking
screws. The mechanical stability of the probe station is ensured by the adjustable air
damping suspension. The rotatable electromagnet with the sample stage is located in the
center of the lower part of the probe station. The rotation of the electromagnet is inde-
pendent of the sample rotation. It is ensured by the stepper motor, and it can be turned
360◦ applying the magnetic field in any in-plane direction. The magnetic field can be
monitored using a Hall probe between the pole pieces. The Hall probe is connected to
the gaussmeter Hirst Magnetic Instruments GM08. The highest possible magnetic field
at the sample position is up to 400 mT.

The Rohde & Schwarz ZVA50 vector network analyzer is placed on the upper fixed shelf
behind the optical microscope. The whole experimental setup is controllable via computer
using thaTEC:OS software and modules compiled in the LabView. It is described in detail
in the bachelor thesis of Václav Roučka [180].
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(a) (b)

Figure 3.16: (a) Photograph of the experimental VNA-FMR setup built on the mechanical
probe station. The Rohde & Schwarz ZVA50 vector network analyzer is connected
via coaxial cables to high-frequency microwave probes. These probes provide
the electrical connection from the planar coplanar waveguide to VNA’s ports.
The sample is placed between the rotatable electromagnet’s pole pieces with the
possibility of an in-plane magnetic field up to 400 mT. An optical microscope
is used for precise navigation. (b) Detail of the high-frequency probe of the
brand Picoprobe by GGB industries connected to the coplanar waveguide. The
sample is placed magnetic film side downwards over the CPW in the so-called
flip-chip technique.
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It is a rough road that leads to the heights of greatness.
– Star Wars: Clone Wars, Episode: Storm over Ryloth

Up to now, we have focused on the theoretical parts of the presented thesis. We dis-
cussed the theoretical background of both magnetization statics and dynamics in chapter
1, dealt with the sample fabrication methods in chapter 2 and presented the characteri-
zation methods in chapter 3. Ultimately, the following chapter brings all of the acquired
knowledge together. The achieved results are presented, analyzed, and discussed.

4.1. The substrate modulation
The presented thesis’s title implies that the main goal is to study magnetism in curved
geometries. The curvature-induced effects [15] allow us to tailor the static and dynamic
response of the structures with a high degree of freedom. We decided to exploit further
the influence of the surface curvature leading to effective uniaxial magnetic anisotropy.
The magnitude and direction of the induced anisotropy can be finely tuned by shaping
the shape of the magnetic layer [16]. The curvature-induced uniaxial magnetic anisotropy
has been previously introduced to the magnetic system in several experiments using ion
beam-induced erosion [14, 17–19]. Similarly, the magnetocrystalline anisotropy can be
controlled via field sputtering [21] or field annealing [22]. The formation of magnetic
anisotropy can also be controlled lithographically [20]. However, the aforementioned
methods are hardly applicable in truly local control of the uniaxial magnetic anisotropy.
The broad beam ion approach, same as field-induced processes or lithography approach,
relies on the large-scale control of the magnetic anisotropy. Recently, studies have shown
local control of the magnetic anisotropy in thin films by focused ion beam irradiation
exploiting either structural phase transformation [181, 182] or induced chemical disorder
[183]. Nevertheless, these approaches utilize unconventional material systems and, thus,
cannot be universally applied.

4.1.1. Focused ion beam
The modification of the substrate is the crucial step preceding the deposition of the
magnetic material. Mainly, two materials are used as a substrate in semiconductor tech-
nologies: silicon (Si) and gallium arsenide (GaAs). Silicon is most often used due to its
affordability and its low-frequency noise. When compared to Si, the GaAs is a more suit-
able substrate for high-frequency circuits as it offers higher operating frequencies. The
drawback is its higher price.

Two straightforwards approaches in local modification of the substrate are the subtrac-
tive approach, where the substrate is milled to achieve the desired shape, or the additive,
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where the material is deposited on the existing substrate to form a shaped substrate. The
first idea of how it would be possible to modify the substrate surface locally was to use
focused ion beam (FIB) milling. The goal was to prepare a sinusoidal modulation of the
substrate topography with varying peak-to-peak amplitude and varying periodicity. The
ion dose per area defines the pattern written by FIB

D = ItDWN

ed2
p

, (4.1)

where I is a probe current, tDW is a dwell time, i.e., the time that the beam stays at each
spot, N is the number of scans over the area, e is the elementary charge, and dp is the
pitch, i.e., the distance between the two pixels.

The first pioneering experiments using FIB milling of the Si substrate are depicted in
Figure 4.1. The patterns were created in the TESCAN DrawBeam™ software. The struc-
ture in Figure 4.1(a) was prepared using a stair pattern, and structures in Figure 4.1(b)-(d)
were made by multiple overlaid rectangles with different aspect ratios but the same center
position. All structures were prepared using the so-called zig-zag scanning type. In the
final perfected structure, see Figure 4.1(c), the combination of 21 rectangles per period
was used. In the design, the width of each rectangle changed with the step of 200 nm. The
energy of Ga+ ions was 30 keV, and the current was 2 nA. The ion dose differed based on
each rectangle’s position to reach the sinusoidal modulation of the substrate’s topography.
The doses used for this experiment were in the range of 15·1015 ions/cm2−25·1015 ions/cm2.
The milling was conducted at the normal incidence angle.

To induce the measurable uniaxial magnetic anisotropy in a magnetic material de-
posited on top of the sinusoidal modulation, we must decrease the periodicity of prepared
modulations at least ten times [184, 185] to reach dimensions of hundreds of nanometers.
Therefore, the milled pattern has been modified. Due to the ultimate resolution of the
method, the patterning of rectangular patterns on such length scales can be easily replaced
by patterning a line pattern. We performed the resolution test (see Figure 4.2), revealing
the lowest periodicity of sinusoidal modulations that can be prepared using this approach
by changing the distance between lines. The test was done for the ion energy of 30 keV
and for two probe currents: I1 = 600 pA, I2 = 60 pA. Each line was written with N =
= 2 000 scans providing a good contrast with the GaAs substrate. Further in the text, the
number of scans is used instead of the ion dose due to the simplicity during preparation
as the number of scans is directly controllable with the TESCAN DrawBeam™ software
employed in the definition of milled patterns. As is evident from the resolution test shown
in Figure 4.2, lines are still distinguishable when a pitch is higher than 200 nm. If the
probe current were lower, each line would be narrower, and the pitch could be further
reduced.

It has been previously recognized that Ga FIB milling of III-V compound materials
causes the formation of nanodots or ”droplets” distributed randomly on the milled surface
[186–188]. The mechanism is the preferential sputtering of the group V elements, leading
to an excess of group III elements to form the group-III rich nanodots [189]. We observed
the same effect of forming Ga rich droplets in Figure 4.2(a). When the probe current was
lowered from 600 pA to 60 pA [see Figure 4.2(b)] the Ga rich droplets are formed only for
the lowest pitch, i.e., for 20 nm. That is caused by the beam’s overlapping when scanning
neighboring lines, hence, the higher total dosage.

We fixed the pitch between individual lines to 200 nm and varied the ion beam’s
number of scans from 1 000 to 14 000 scans for the control over the peak-to-peak height.
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Figure 4.1: First successful attempts of modifying the Si substrate surface using focused ion
beam milling. The energy of Ga+ ions was 30 keV, and the probe current was
2 nA. (a) The stair pattern used to mill the substrate locally. (b) Roughly milled
structure showing first signs of sinusoidal pattern. The structure was created using
a combination of multiple overlaid rectangles with different sizes. The change in
the rectangle’s width was too high, and the steps between the used rectangles are
visible, showing a stair-like pattern. (c) A perfected structure created using the
same approach as (b) but with a smaller width change between the overlaying
rectangles. (d) Final structure with a different amplitude of modulation than (c).
All images were taken under tilt 55◦. The scale bar applies to all images. (e)
The design cross-section used in (b). (f) The perfected design uses smaller width
changes between the overlaying rectangles.

(a)

2 μm

(b)
500 nm 400 nm 300 nm 200 nm500 nm 400 nm 300 nm 200 nm

Figure 4.2: The resolution test to check what is the lowest periodicity that can be prepared
using the focused ion beam milling. The milled pattern consists of 25 lines with
the pitch changing from 500 nm to 40 nm by 20 nm. Each line was written with
2 000 scans. The Ga ion beam energy used here is 30 keV and a beam currents of
(a) 600 pA and (b) 60 pA. Nanodots, mainly visible in (a), are Ga-rich droplets
formed due to the Ga FIB milling.
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Figure 4.3 shows micrograph from scanning electron microscope (SEM) and 3D image
from atomic force microscope (AFM, see sec. 3.1).

14 000 scans 11 000 scans 8 000 scans

6 000 scans 5 000 scans 4 000 scans

3 000 scans 2 000 scans 1 000 scans
2 μm

(a) (b)

Figure 4.3: The modification of the peak-to-peak height, so-called amplitude of modulation.
(a) Tilted (55◦) SEM micrograph of sinusoidal modulations fabricated using the
Ga FIB milling at 30 keV on GaAs substrate using a beam current of 60 pA for
a series of ion beam’s number of scans per each line (written bellow each structure).
(b) AFM image of the same structure providing additional depth information.

However, due to the overlapping of the beam’s tails and the Gaussian beam shape, the
peak-to-peak height is constant and independent of the number of scans. At the lowest
number of scans of 1 000, only the substrate surface is modified. For the higher number of
scans, the peak-to-peak height is not affected, and the milled ”pit” goes deeper. Figure 4.4
shows Ga FIB milling results with a range of the number of scans and the resulting milled
”pits” measured by AFM. The AFM was measured under ambient conditions using Bruker
Dimension Icon microscope with silicon ScanAsyst-Air cantilevers in ScanAsyst mode.
Additionally, three significant corresponding line profiles are depicted. The higher ion
beam’s number of scans also leads to the milled material’s redeposition on the structure’s
edge. The AFM shows the depth of the milled pits ranging from 10 nm to 120 nm and
the peak-to-peak height of 10 nm for the lowest number of scans of 1 000, and 17 nm for
all the higher number of scans. The AFM was measured in the direction perpendicular
to the corrugated substrate’s parallel grooves, i.e., in the corrugation direction, as shown
in the line profiles in the right part of Figure 4.4. Furthermore, each line was averaged
over 5 pixels to suppress noise.

In conclusion, by utilizing the focused ion beam milling, it is possible to modify the
surface of the substrate, but the control over the shape and dimension is not sufficient.
The resolution test showed that it is impossible to prepare structures with periodicity
lower than 200 nm. Also, changing the ion beam’s number of scans does not affect the
amplitude of modulation but only creates deeper pits. Finally, the sinusoidal shape of
the modulation, prepared using this approach, is distorted due to the redeposition and
overlapping of the FIB tails. Therefore, we did not test the deposition of the magnetic
layer on the substrate modulated by FIB.

To overcome issues that arise due to the FIB process, we decided to use a different
technique. Instead of milling the substrate away, the curvilinear structures are prepared
on the substrate using the focused electron beam-induced deposition (FEBID). The details
are provided in the following section.
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Figure 4.4: (a) Ga FIB milling with a range of the number of scans measured by atomic force
microscopy. (b) The line profiles measured over color lines shown in (a). The line
profiles are averaged over 5 pixels, i.e., five scan lines around the selected one are
averaged. This approach helps with noise suppression. While measuring the AFM
image, the tip was moving parallel to the corrugation direction.

4.1.2. Focused electron beam-induced deposition
We employed FEBID to control the uniaxial magnetic anisotropy locally. The physics
behind this process is theoretically discussed in section 2.1. Recent advances in this tech-
nique allow us to prepare 3D structures, which cannot be prepared by standard lithog-
raphy approaches. The move forward is mirrored mainly in the encouragement of the
third dimension in magnonics [190, 191], as it offers a robust way to functionally inte-
grate systems into smaller space, for the most part, made possible by a large number of
vertical connections between layers. Also, the density of elements increases due to the
third dimension allows for the fabrication of scalable and configurable magnonic networks
[192].

To apply the FEBID method for creating the sinusoidal modulation of the substrate
before the deposition of the magnetic layer, it is vital that the process runs as fast as pos-
sible to prevent any drift of the stage. Besides, the shape quality of created structures
is also of the essence. The deposited structure properties depend on the precursor and
equipment used and on the deposition parameters.

From the results of pioneering experiments, it was clear that it would be difficult
to reach the exposure settings which would meet both requirements – the high speed
of deposition and the high quality of the required shape and dimensions. Therefore,
the created structures’ quality in terms of geometry was chosen as the main criterion
when selecting optimal exposure conditions, and the deposition rate was less important.
The selection of the suitable deposition parameters follows theses by Šamořil [193] and
Vyroubal [194].

In order to modify the substrate topography, we have decided to use PMCPS (2,4,6,8,10-
pentamethylcyclopentasiloxane) precursor[195]. The final deposit is silicone dioxide. This
precursor is liquid at room temperature with the boiling point at 54 ◦C. Therefore, the
precursor reservoir does not require any heating to create a precursor gas. The precursor
gas is introduced into the SEM vacuum chamber through the capillary, heated to the tem-
perature of 70 ◦C. The nozzle, which is heated to the temperature of 75 ◦C, is positioned
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ca. 100 μm above the substrate’s surface. The gas injection system (GIS) geometry is on
the LYRA microscope adapted for use with FIB and with the sample tilt of 55◦ – normal
to the FIB column. In order to use the FEBID system with the highest possible resolu-
tion, the samples need to be tilted for the normal incidence of the electron beam. This
results in a need to deviate the sample from the eucentric position1 by 0.4 mm. On the
LYRA microscope, the eucentric point is at the working distance of 9 mm, and thus, for
the successful approach of the GIS needle above the sample, the working distance should
be 9.4 mm. Before the deposition, the GIS system must be outgassed.

Writing of small features is typically done at high beam energies (30 keV). We have
performed a similar est as in Figure 4.2 where we have tested the patterning resolution of
the method. In the SEM software, the beam current can be changed by choosing the beam
intensity (BI) number. The beam intensity used in all depositions discussed in the thesis
was BI 12. Correspondingly, the beam current measured in the Faraday cup for BI 12 was
542 pA and the spot size was 6.5 nm. This value was chosen as a compromise between
the high deposition speed and the high geometrical quality of prepared structures. The
theoretical smallest spot size of Lyra, calculated by In-Flight Beam Tracing technology,
is 3.5 nm, and this is achieved for the working distance (WD) 9 mm and for the acceleration
voltage 30 kV and BI 8.68.

Figure 4.5 depicts the resolution test. The resolution test consists of 25 lines where the
distance between each adjacent line is varied from 500 nm to 40 nm by 20 nm step. The
acceleration voltage was set to 30 kV, and the beam current measured in the Faraday cup
was 542 pA. The base pressure in the chamber before introducing the PMCPS precursor
was 1.8 ·10−4 Pa. Each line was written with N = 2 000 scans, dwell time 1 μs and spacing
1.709. The write field size was 100 μm.

500 nm

60 nm

Figure 4.5: The resolution test prepared by focused electron beam-induced deposition using
PMCPS precursor to test the lowest periodicity of the sinusoidal modulation that
can be prepared using this technique. The pattern consists of 25 lines with different
distances. The distance between the two lines is changing from 500 nm to 40 nm by
20 nm. The number of scans per line was N = 2 000 scans. The energy of electrons
was 30 keV, and the beam current measured in the Faraday cup was 542 pA.

The potential of introducing harmonic modulation of the substrate is apparently much
better for the FEBID method when compared to FIB milling. Even when the distance
between two lines is 40 nm, the neighboring lines are still distinguishable. Furthermore,
the final nanostructure is free from the Ga-rich droplets. The resolution can be further
improved by choosing a smaller write field size using the digital-to-analog converter (DAC)
resolution limits. It is recommended to use the exposure pitch that is higher than 4×
DAC resolution. The LYRA microscope is equipped with 16-bit DAC so that the DAC
resolution when using write field size 100 μm is 1.5 nm and the exposure pitch is calculated
as a multiplication of the spot size and the spacing.

1The point where the sample’s image does not move when the sample is tilted.
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The control over the peak-to-peak height was tested by fixing the distance between
neighboring lines and varying the electron beam’s number of scans. We fabricated six
8×8 μm2 squares that consisted of eighty one 8 μm long lines separated by the distance of
100 nm. The lines were parallel to the precursor gas flow direction. The exposition process
was serial, i.e., each line was scanned the set number of times before the microscope started
to scan the next line. The exposition parameters were the same as in the resolution test. In
order to control the height of the modulation, we have varied the number of scans of each
line from 9 000 scans to 4 000 scans by 1 000 scans. Figure 4.6(a) shows SEM image of the
as-prepared squares. The closer inspection reveals individual lines. The halo deposition
around the primary deposits is typical for the FEBID process but does not possess any
technological problem for the following steps. Figure 4.6(b) shows AFM line profiles over
the colored lines shown in the SEM micrograph. The AFM was measured under ambient
conditions using the AC240TS tip in Tapping Mode over the edge of deposited structures
to check the shape and geometry and to exclude any tip-shape influence on the image.
Each line scan is averaged over 128 pixels to omit any impurities and suppress noise. The
AFM profiles clearly show the sinusoidal shape of the modulation. That is ensured by the
gaussian shape of the e-beam and by the base-broadening discussed in section 2.1.

Figure 4.6: (a) SEM micrograph of prepared structures. The pattern consists of six 8×8 μm2

squares. Each square is created by the deposition of eighty-one 8 μm long lines with
the pitch of 100 nm. The number of scans per line was different for each square
and is written below squares. The landing energy of electrons was 30 kV, the beam
current was 542 pA, the dwell time 1 μs, and the spacing 1.709. (b) Corresponding
AFM line profiles were measured over the colored lines of prepared structures. The
line profiles are averaged over 128 pixels. For clarity, the line profiles are offset.

The AFM measurements reveal information about the topography more precisely.
Therefore, it is possible to extract the dependence of the amplitude of modulation (peak-
to-peak height) on the e-beam number of scans per line. For these reasons, we prepared
structures with a minor step in the e-beam number of scans. However, as we mentioned
above, the flow rate depends on the amount of precursor in the reservoir and influences
the growth rate of prepared nanostructures. Therefore, it is advantageous to regularly
check the amplitude of modulation (peak-to-peak high) of prepared structures.

To further understand the influence of the e-beam number of scans on the amplitude of
modulation, we use the same analysis process for all our measurements. At the beginning
of the AFM analysis process, we extract the line profile averaged over 128 pixels, see
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Figure 4.7(a). Usually, the scanning window size is 3 μm with a resolution of 512 pixels.
Therefore, one pixel represents 5.85 nm. We are interested in the 100 nm wide details;
hence, this resolution is sufficient. We then analyze the line profile using the Peak Analyzer
function in OriginLab. First, the baseline is created by looking for the peaks. The line
interpolation creates the connection between neighboring peaks; see the red curve in
Figure 4.7(b). The baseline is then subtracted from the measured AFM data. Then, the
peaks in the negative direction are found and filtered by the threshold height. Together
with the peak height, the peak center position is evaluated, and selected peaks are marked.
In Figure 4.7(c), 25 peaks were found and evaluated. The amplitude of modulation
is then calculated as the average value of measured peak heights. The error is calculated
as a standard deviation. Using peak center values, we also verified that the periodicity of
prepared modulation is (100± 10)nm.

Figure 4.7: Processing of AFM data using the Peak Analyzer function in OriginLab (a) AFM
line profile averaged over 128 pixels measured over the edge of structure created
by 5 000 scans per line. The lines in the pattern are separated by 100 nm. (b)
The baseline is created by finding the peaks in the AFM measurement. (c) The
subtraction of the baseline from the AFM line profile determines the peak center
position and peak height. (d) The dependence of the amplitude of modulation on
the e-beam number of scans per line measured for fifteen structures.

Utilizing this method, we analyzed fifteen squares mentioned above. We varied the
number of scans from 2 000 to 9 000 scans in 500 scan steps. The dependence of the
amplitude of modulation on the number of scans of the electron beam per line is depicted
in Figure 4.7(d). By increasing the number of scans per line, we see an increase in
the peak-to-peak height of created modulation. Moreover, the dependence is apparently
linear, which indicates a very low blurring of the lines. Unfortunately, due to the number
of uncontrolled parameters on which the FEBID is dependent, we cannot convincingly use
this linear dependence to predict the deposition rate and modulation amplitude. However,
in the case of multiple depositions done in a single day, the amplitude of modulation
is satisfyingly repetitive.

In conclusion, we have analyzed two techniques for creating the sinusoidal modulation
of the substrate before the deposition of the magnetic layer. First, we have employed
the focused ion beam milling technique, which showed promising results. However, the
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main drawback of this technique is limited critical dimension, i.e., it is impossible to
prepare structures with low periodicity (< 200 nm), and the potential in the amplitude
modulation is also low. Subsequently, we have shown that issues encountered in FIB can
be overcome using the focused electron beam-induced deposition. We have also proven
that modifying both the amplitude of modulation (peak-to-peak height) and periodicity
is possible. Besides, we have found that the periodicity can be tuned down to 40 nm. We
demonstrated that the amplitude of modulation is linearly dependent on the number of
scans per line.

Overall, the considerable adjustability of the FEBID technique opens many possibil-
ities for the design of complex magnetic structures, e.g., the magnetic layer can be de-
posited on top of the modulated substrate. In the next section, we will show the changes
in the static response of the magnetic system induced by the corrugation of the magnetic
layer compared to the planar layer.

4.2. Magnetostatic study of corrugated structures
In the previous section, we have shown a procedure allowing highly deterministic and
local control over the sinusoidal surface modulation of the substrate. This section is ded-
icated to the sample fabrication and subsequent magnetostatic characterization of mag-
netic structures prepared on such a modulated substrates. The method employed in the
static characterization is Kerr microscopy, discussed in section 3.2.1.

4.2.1. Sample fabrication
For the fabrication of magnetic curvilinear structures, we combined the electron beam
lithography technique with the FEBID. Before the FEBID process, we prepared the align-
ment marks for further lithographic processing. In the preparation of corrugated magnetic
structures, we have followed the individual steps of the electron beam lithography depicted
in Figure 2.3. The particular process was as follows:

1. Alignment marks

• The GaAs substrate was thoroughly cleaned in acetone and isopropyl alcohol (IPA)
baths. To enhance the cleaning, we have used ultrasonic cleaning.

• A thin layer of positive e-beam resist AR-P 679.0 [poly(methyl methacrylate)] was
spin-coated on top of substrate at 4 000 rpm for 60 s. Typically, for 5 × 5 mm2

samples, we used 35 μl of resist. Post bake was done for 3 min on a hot plate heated
to 150 ◦C. The thickness of the prepared layer was ca. 270 nm.

• The e-beam patterning was done in an area exposure mode in the scanning electron
microscope TESCAN MIRA3/RAITH LIS. The acceleration voltage was 20 kV, and
the current measured in the Faraday cup was 260 pA. The structure layout was
created in the KLayout software. The patterning was done at a working distance
of 9 mm, and the write field size was 200 μm. The patterning dose was 220 μC/cm2

with a step size of 10 nm.
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• We put a sample into a beaker with the PMMA developer – AR 600-56 for 3 min.
The exposed resist areas were dissolved. The development was terminated by
putting a sample in an isopropyl alcohol bath for 30s.

• The principal feature of alignment marks is a good contrast to the substrate in the
scanning electron microscope. Thus, we deposited Ti 5 nm/Cu 100 nm/Au 10 nm
multilayer using e-beam evaporation.

• The lift-off was accomplished by immersing the sample in an acetone bath for 2 hours
followed by ultrasonic agitation. Lastly, the sample was washed with IPA and blow-
dried with nitrogen.

2. FEBID process

Following the preparation of alignment marks, we transferred the sample to LYRA micro-
scope chamber and prepared the sinusoidal modulation, as described above, see section
4.1.2. The structures were fabricated in the near vicinity of the alignment marks to ease
the subsequent EBL steps.

3. Magnetic layer

The second lithographic step follows the EBL procedure employed in step 1 with the only
difference being the choice of the material. Here, we prepared a 10 nm thick layer of NiFe
in the e-beam evaporator. The alignment marks were used to adjust the pattern on top
of the structures prepared by FEBID.

A scheme of the corrugated magnetic structure prepared by following the above-discussed
steps is presented in Figure 4.8(a). Furthermore, in Figure 4.8(b) we define the corrugation
direction. It is a well-known term from a papermaking industry used in a corrugated
fiberboard.

alignment marks

sinusoidal
modulation

magnetic
structure

corrugation direction
(α = 0◦)

(a) (b)

Figure 4.8: (a) Schematic illustration showing the design of the magnetic structure deposited
on the sinusoidal modulation. The alignment marks are prepared in a first litho-
graphic step to simplify the alignment of the FEBID and EBL techniques during
later sample preparation. (b) Sketch with the definition of the corrugation direc-
tion.

The SEM micrograph of a sample ready for the magnetostatic characterization is de-
picted in Figure 4.9. It consists of an array of fifteen corrugated and one planar NiFe disks
with diameter D = 7 μm fabricated on the GaAs (100) substrate. The period of the sinu-
soidal modulation is 100 nm. It was grown in a series of single lines separated by a 100 nm.
We varied the number of scans for each pattern from 2 000 to 9 000, which resulted in the
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modulation amplitudes ranging from 4 nm to 16 nm. The thickness of evaporated NiFe
layer on top of the sinusoidal modulation is 10 nm. Visible vertical stripes are Moiré
fringes are caused by the spatial frequency mismatch between the specimen grating and
the raster scan lines [196]. The stripes can be fully eliminated by increasing the scanning
resolution. Image of a single NiFe disc with the visible real modulation, captured with
high resolution, is shown in Figure 4.9(b). The cross-section of a NiFe disc imaged by
scanning transmission electron microscopy (STEM) in FEI Helios 660 microscope is pre-
sented in Figure 4.9(c). It shows another confirmation, besides AFM, that the silicon
dioxide modulation prepared using FEBID grows in the desired sinusoidal shape directly
on the substrate surface. Also, it demonstrates how the magnetic layer copies the sur-
face topography of silicon dioxide modulation. The modulation amplitude (peak-to-peak
height), measured directly from the STEM image, is 11 nm for this structure.

8 μm

1 μm

NiFe
SiO2
GaAs11 nm100 nm10 nm

(a) (b)

(c)

D = 7 μm

Figure 4.9: (a) SEM micrograph of an array of fifteen corrugated and one planar NiFe disks
with diameter D = 7 μm. The thickness of the NiFe layer is t = 10 nm, and it is de-
posited on top of the modulated SiO2 structure. The amplitude of modulation
ranges from 4 nm to 16 nm. (b) The detail of a NiFe disc prepared on top of the
sinusoidal modulation grown by FEBID. (c) STEM image of the magnetic struc-
ture. The period of modulation of the corrugation is 100 nm, and the amplitude
of modulation (peak-to-peak) for this structure is 11 nm.

4.2.2. Kerr microscopy
The magnetization reversal processes and the quantification of the induced magnetic
anisotropy in prepared corrugated structures depending on the corrugation parameters
(modulation amplitude, periodicity) were measured using Kerr microscopy with an ap-
plied external in-plane magnetic field. We fabricated four sets of samples similar to the
sample presented in Figure 4.9(a). Each sample consisted of fifteen corrugated NiFe discs
with different modulation amplitude and one planar NiFe disc. The corrugated structures
were grown using variations in the number of e-beam scans from 2 000 to 9 000 scans.
The diameter of prepared discs was 7 μm. The only difference between these structures
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was different modulation periodicity, which we have varied from 60 nm to 125 nm. The
disc shape of structures studied in this experiment was chosen to suppress any unwanted
contribution of the in-plane shape anisotropy into the measurement.

First, we have studied the influence of modulation periodicity on the magnetic anisotropy
of prepared structures. We measured the angular magnetic field dependence of the mag-
netic response. The nomenclatures of interest were extracted from individual hysteresis
loops measured for given angle of the external magnetic field. We have swept the in-plane
magnetic field from −50mT to 50mT and acquired images using the Kerr microscopy. In
the obtained images, the average gray contrast is proportional to the magnetization of the
individual structures. We selected 16 structures with different modulation amplitudes and
extracted 16 hysteresis loops, one for each disc. We did this measurement for all four pe-
riodicity values – d1 = 60 nm, d2 = 75 nm, d3 = 100 nm, and d4 = 125 nm every 10◦ from
0◦ to 180◦. Overall, we obtained 16× 19× 4 = 1 216 hysteresis loops extracted from more
than 15 000 images. The selection of the regions and subsequent analysis of hysteresis
loops was made automatically using software developed by Dr. Lukáš Flajšman.

The hysteresis loops are normalized to the average value in the saturation level, i.e., the
software found a certain number of points in the loop close to the maximum & minimum
field and calculated a mean value. Additionally, the parasitic contributions to the signal
(usually linear and quadratic field) were suppressed by subtracting the fitted linear and
quadratic curve from the measured hysteresis loop using

Inorm = I0,norm + fB + qB2 , (4.2)

where Inorm is the average gray intensity value devoid of the quadratic effect expressed by
the coefficient q and Faraday’s effect expressed by the coefficient f .

We selected a representative amplitude of modulation created by 3 500 scans and
compared hysteresis loops of the discs with a different periodicity of modulation for four
angles between the corrugation direction and the external magnetic field, 0◦, 30◦, 60◦, and
90◦. The AFM measurement confirmed almost identical amplitude of modulation for all
periodicites, i.e., h60 nm = (7.7± 0.6) nm, h75 nm = (8.3± 0.5) nm, h100 nm = (6.9± 0.3) nm,
and h125 nm = (7.4 ± 0.4) nm. Figure 4.10 reveals the comparison between experimental
data and modeled curves for different periodicities of modulation. When we look at the
hysteresis loops measured for the external magnetic field perpendicular to the corrugation
direction (α = 90◦), we see the square-shaped hysteresis loop, where M(H) is constant all
the way from the saturation field to the remanence. At the coercive field we can clearly
see sharp irreversible jump in which the magnetization reverses completely. Hence, this
direction can be considered as a magnetic easy axis. The black curves correspond to the
case where the external magnetic field is parallel to the corrugation direction, α = 0◦.
Here, hysteresis loops show almost linear and reversible behavior of the magnetization
with a practically negligible remanence and coercive field. These features are typical for
hard axis direction of uniaxial magnetic systems. For the magnetic fields oriented between
the easy and hard axis, the shape of the loop continuously varies between easy and hard
axis loops. Besides, from the shape of hysteresis loops for different periodicities, we see
that by decreasing the periodicity, we effectively increase the coercive field. That allowed
us to model loops using the Stoner-Wohlfarth model for a uniaxial anisotropy, see sec.
1.4. The modeled loops are presented in the bottom row of Figure 4.10. For each modula-
tion periodicity, we estimated different uniaxial anisotropy constant K60 nm = 4.36 kJ/m3,
K75 nm = 3 kJ/m3, K100 nm = 1.2 kJ/m3, K125 nm = 800 J/m3. The saturation magnetiza-
tion of the planar NiFe continuous layer was measured Ms = 830 kA/m by the vibrating
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Figure 4.10: Comparison of the experimentally measured data with the Stoner-Wohlfarth
model. The top row presents normalized hysteresis loops of a representative
corrugated NiFe disc with a diameter of 7 μm measured by Kerr microscopy. The
amplitude of modulation was created by 3 500 scans. Each column corresponds
to different periodicity of modulation – 60 nm, 75 nm, 100 nm, and 125 nm. Four
different colors symbolize different angles between the corrugation direction and
the external magnetic field. The bottom row shows the hysteresis loop mod-
eled numerically using the Stoner-Wohlfarth model for a uniaxial anisotropy case.
For each modulation periodicity, we considered different uniaxial anisotropy con-
stant, K60 nm = 4.36 kJ/m3, K75 nm = 3 kJ/m3, K100 nm = 1.2 kJ/m3, K125 nm =
= 800 J/m3, and the saturation magnetization Ms = 830 kA/m.
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sample magnetometry (VSM). The measurement is presented in Figure A.1 in Appendix A.
Using equation (1.22) we were able to calculate the coercive fields for different periodicities
µ0Hc,60 nm = 10.5 mT, µ0Hc,75 nm = 7.2 mT, µ0Hc,100 nm = 2.9 mT, µ0Hc,125 nm = 1.9 mT.
We consider this to be proof of the induced uniaxial anisotropy.

The corrugation-induced uniaxial magnetic anisotropy is caused by the interplay be-
tween exchange and dipolar energies. When the magnetization is aligned in the corru-
gation direction, the magnetic moments make small angles, causing both exchange and
dipolar energies to increase. In contrast, in the direction perpendicular to the corru-
gation direction, they are aligned perfectly co-linear. From the energy perspective the
latter case is preferred and thus defines the ground state of the system so that the mag-
netization is aligned perpendicular to the corrugation direction. When we decrease the
modulation periodicity, the corrugation of the magnetic layer is increased. Hence, the
induced uniaxial anisotropy is also increased. Micromagnetic simulations explaining the
corrugation-induced anisotropy using the dipolar and exchange energy densities for differ-
ent magnetization orientations were done by Václav Roučka and are well-explained in his
master’s thesis [197].

We performed another angular dependence characterization to further analyze the
dependence of the corrugation-induced uniaxial magnetic anisotropy on the amplitude
of modulation. This time we fixed the modulation periodicity to 100 nm. We used the
automation software already discussed above and extracted the mean value from the
positive and negative remanence. The errors are calculated as a standard deviation from
the mean remanence value. We performed a series of measurements varying the angle
between the external magnetic field and the corrugation direction by 10◦ from 0◦ to 360◦.
In the Figure 4.11 the mean remanence value Mr

Ms
as a function of the angle between the

corrugation direction and the external magnetic field is presented for one planar disc and
two corrugated discs with modulation amplitudes of (6.0 ± 0.5) nm and (8.2 ± 0.6) nm.
This Figure, similar to Figure 1.7(b), shows a clear uniaxial anisotropy, which can be
fitted from the squareness Mr

Ms
of the hysteresis loop using the equation[198]

Mr

Ms
= Mmax

r
Ms

· |cos(α− α0)|+
Moff

r
Ms

, (4.3)

where Mmax
r is the maximum measured remanence and Moff

r is an angularly independent
offset. The fit of the remanence data measured for the planar disc convincingly supported
the absence of the in-plane shape anisotropy. Furthermore, the measurement of the corru-
gated discs revealed the formation of the easy axis perpendicular to the corrugation direc-
tion, i.e., at α = 90◦. The fit also confirmed that the amplitude of the corrugation-induced
uniaxial magnetic anisotropy is increased when the corrugation amplitude is higher, i.e.,
when the modulation amplitude is higher.

As already mentioned above, the software used for the analysis of Kerr microscopy
measurements allows for selecting multiple features in an obtained Kerr microscopy im-
age. It extracts hysteresis loops for every selected structure. We decided to study more
thoroughly the influence of the modulation amplitude on corrugation-induced uniaxial
magnetic anisotropy. Figure 4.12 offers a comparison of a magnetostatic response of pla-
nar and corrugated NiFe discs. It shows 16 hysteresis loops measured for seven corrugated
and one planar NiFe disc in two configurations of the external magnetic field with respect
to the corrugation direction. The red curves represent the case where the external mag-
netic field is applied perpendicular to the corrugation direction, α = 90◦. We see that the
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Figure 4.11: Angular dependence of the induced uniaxial magnetic anisotropy on the ampli-
tude of modulation for one planar and two corrugated 10nm thick NiFe discs
with amplitudes of modulation of (6.0 ± 0.5) nm and (8.2 ± 0.6) nm. Discs di-
ameter is 7 μm. The angle α is the angle between the corrugation direction and
the external magnetic field. The mean remanence is extracted from hysteresis
loops from the positive and negative remanence. The error bars are calculated
as a standard deviation. The fit is calculated using equation (4.3).

hysteresis loops show typical easy axis loop behavior. On the other hand, hysteresis loops
measured for the external magnetic field parallel to the corrugation direction (α = 0◦)
clearly show hard axis features. Only for the case of a planar NiFe disc, the two curves
coincide because there is no (in-plane) anisotropy in the planar disc.

The modulation amplitude of the corrugation was created using 2 000 to 9 000 scans.
The corrugation periodicity was fixed to d = 100 nm. The AFM measurements re-
vealed that the amplitude of modulation ranges from 0 nm for the planar structure to
(14.3±1.5) nm for the corrugated structure created by 9 000 scans. From the shape of the
hysteresis loops, we can see that the uniaxial magnetic anisotropy is becoming stronger
with the increasing modulation amplitude. That is in agreement with the conclusions
made after measuring the corrugation-induced uniaxial magnetic anisotropy dependent
on the modulation periodicity and angular dependence of the corrugation-induced uniax-
ial magnetic anisotropy on the amplitude of modulation.

As we know from the equation (1.23), uniaxial anisotropy constant can be calculated
from the anisotropy field Hani and vice versa. Therefore, the anisotropy field value gives
a good estimate about the quality of the corrugated structures. We decided to extract the
values of the anisotropy field Hani directly from the hard axis hysteresis loops measured
in the direction perpendicular to the corrugation direction using piece-wise fit [199]

M/Ms =


− 1 Hext ≤ −Hani

Hext

Hani
−Hani ≤ Hext ≤ Hani

1 Hext ≥ Hani .

(4.4)

To have the complete picture, we have extracted the anisotropy field values from structures
where we varied both modulation amplitude h and periodicity d. The periodicity values
were d1 = 60 nm, d2 = 75 nm, d3 = 100 nm and d4 = 125 nm, and the modulation
amplitude ranged from 4 nm to 16 nm. Our study has also included planar discs where the
anisotropy field is 0 mT due to the absence of the in-plane shape anisotropy. This analysis
yields the dependency of the corrugation-induced anisotropy field on the amplitude of
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Figure 4.12: Normalized hysteresis loops of representative planar NiFe discs (reference) and
corrugated NiFe discs with increasing modulation amplitude measured by Kerr
microscopy. The red loops were measured in the external magnetic field aligned
perpendicular to the corrugation direction, and black loops correspond to the
measurement with the external magnetic field rotated by 90◦. From the shape of
the hysteresis curves, we can speak about the formation of easy and hard axes,
respectively.

modulation. Furthermore, using equation (1.23), we calculated the uniaxial anisotropy
constants.

Figure 4.13(a) shows an example of the extraction of the anisotropy field Hani from
the hard axis loops using the model discussed in (4.4) for two modulation periodicities
d1 = 60 nm and d2 = 75 nm with similar amplitudes of modulation. Arrows indicate the
anisotropy field values. Figure 4.13(b) then shows fitted anisotropy field values for all four
fabricated corrugation periodicities dependent on the modulation amplitude in an ultimate
comparison. The corrugation-induced uniaxial magnetic anisotropy shows a correlation of
the magnitude of the anisotropy field with the total corrugation (corrugation periodicity
& amplitude of modulation). In the periodicity of d1 = 60 nm, the anisotropy field
shows a rapid increase up to 50 mT. However, the amplitude of modulation does not
exceed 10 nm. That is caused by the gaussian shape of the e-beam and beam overlapping
during the FEBID step of the sample fabrication process, discussed in section 4.1. Any
higher number of e-beam scans during the FEBID process results in the same topography.
Besides, error bars in the amplitude of the modulation axis and the anisotropy field axis
are high. That is caused by the non-uniformity of the magnetic layer on top of the
corrugation. In the case of the higher periodicities, the anisotropy field increase is not
so abrupt as it is in the lower periodicities. We do not observe the saturation of the
amplitude of modulation at some value as in the case of d1 = 60 nm. The corrugation-
induced anisotropy shows a quadratic dependency on the amplitude of modulation. That
is in agreement with the study by Chen et al. [14] who showed the quadratic dependency
of the exchange and anisotropy energy densities on the modulation amplitude.
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Figure 4.13: (a) The example of the hard axis loops measured for the structures with mod-
ulation periodicities of d1 = 60 nm and d2 = 75 nm with similar amplitudes
of modulation. The red curve is the fitted function. The values of extracted
anisotropy fields are indicated by arrows. (b) The dependence of the corrugation-
induced anisotropy field on the amplitude of modulation for four periodicities –
d1 = 60 nm, d2 = 75 nm, d3 = 100 nm and d4 = 125 nm. The corrugation-induced
uniaxial magnetic anisotropy constants are calculated using equation (1.23). The
error bars in the amplitude of the modulation axis are obtained from the AFM
measurement. The error bars in the anisotropy field axis are extracted from the
fit.

4.3. Spin wave propagation in corrugated waveguides
In the previous section, we have summarized the magnetostatic properties of the struc-
tures with corrugation-induced uniaxial magnetic anisotropy. This section is devoted to
studying the spin-wave propagation in magnonic waveguides with corrugation-induced
uniaxial magnetic anisotropy. The main prospect is the propagation of spin waves in
the Damon-Eshbach mode without the presence of an external magnetic field. Utilizing
the above-described approach, we exploited the local control of the uniaxial magnetic
anisotropy in magnetic waveguides. The source for the excitation of spin waves was a sim-
ple microstrip antenna. The magnetization dynamics was studied by the Brillouin light
scattering microscopy, the technique introduced in section 3.4. The results, presented in
this section, have been published in Applied Physics Letters [200].

Corrugated magnonic waveguides were fabricated using the same fabrication procedure
as for the magnetic discs described in section 4.2.1. The SEM micrograph of the sample
is shown in Figure 4.14. The dimensions of prepared magnonic waveguides were: width
ww = 2 μm, length lw = 20 μm and the amplitude of modulation ranging from 3 nm to
18 nm. The corrugation below magnonic waveguides was designed to have ca. 1 μm overlap
on both sides to assure a safe fit of the waveguide on top of the corrugation. We have
fabricated two sets of eleven corrugated waveguides and one planar (reference) magnonic
waveguide. The periodicity of modulation was fixed at d = 100 nm. The thickness of the
NiFe layer deposited on top of the corrugation was t = 10 nm. The excitation antenna
was fabricated directly on top of magnonic waveguides. The width of the microstrip
antenna was designed to wa = 1 μm in order to guarantee good excitation efficiency of the
spin waves. The antenna is composed of a stack of layers prepared in an electron beam
evaporator. The multilayer consists of Ti(5)/SiO2(25)/Ti(5)/Cu(85)/Au(10) stack (the
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order of the layers is listed from bottom to top – Ti is on the substrate and Au on air).
The number in the bracket is the nominal thickness of the material in nanometers. The
Ti layers are essential to enhance the adhesion between the magnonic waveguides and the
excitation antenna so that it does not peel off during the ultrasonic agitation during the
lift-off process. The SiO2 layer prevents the shorting of the antenna. The Cu is the main
conductor, and the Au layer prevents the oxidation of the Cu.

The design of the excitation antenna was inspired by the design presented in [58]. The
antenna consists of a pad region, taper region, and excitation region. A wider pad region
is designed in a bent shape which allows contacting the antenna by the microwave probe
with a 50 μm pitch in 90◦ span. The connection between the microwave generator and the
planar sample is ensured by the Model 50A high-frequency microwave probes of the brand
Picoprobe by GGB industries [178]. The bent shape on the broader pad region of the
excitation antenna is helpful for a spin-wave propagation study in an arbitrary orientation
of the external magnetic field because, in the experimental setup, the orientation of the
magnetic field is fixed. Thus, the change of the magnetic field orientation is only possible
by rotating the sample.

The main parameter determining the properties of propagating spin waves in the
magnonic waveguide is the local effective magnetic field. It defines the local direction
of the magnetization, and thus, the local spin-wave dispersion. We discussed the total
effective magnetic field in (1.13) using the micromagnetic theory. In our case, we need
to add the corrugation-induced anisotropy contribution to have the complete picture. In
section 1.3.3 we discussed the case of a rectangular-shaped polycrystalline NiFe structure
with corrugation-induced uniaxial magnetic anisotropy perpendicular to the long axis of
the rectangle. We concluded that in this case, the resulting easy axis is oriented in the
stronger anisotropy direction, and the difference between the two anisotropy contributions
gives the total anisotropy. The same applies for the local effective magnetic field, i.e., for

200 μm

(a) (b)

3 μm

(c)

20 μm

wa

lw

ww

Figure 4.14: (a) SEM overview image of the magnonic waveguides with corrugation-induced
uniaxial magnetic anisotropy with excitation antennas (highlighted by gold color).
(b) Enlarged image of two sets of eleven corrugated waveguides and one planar
magnonic waveguide. (c) Detail of a corrugated magnonic waveguide with the
excitation antenna.
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Figure 4.15: (a) 2D frequency map of measured BLS spectra for different excitation frequencies.
The thermal spectrum was subtracted to suppress the background. The external
magnetic field was zero. (b) Acquired BLS spectrum for the excitation frequency
fexc = 2.75 GHz (blue dashed line), and the same spectrum with subtracted back-
ground (red solid line). The peak at the frequency range of 1.6 GHz − 2.2 GHz
represents a quasi-elastic scattering of the laser from the sample and additional
peak at the frequency of 3.5 GHz corresponds to the additional laser mode elas-
tically scattered from the sample.

the case of a corrugation-induced anisotropy being higher than the shape anisotropy, the
local effective magnetic field is given by the difference between the corrugation-induced
anisotropy contribution and the demagnetizing field contribution coming from the shape
of the waveguide. Therefore, even at zero external magnetic field, the magnetization of
the waveguide points perpendicular to the corrugation direction, i.e., perpendicular to the
long axis of the waveguide.

Using Kerr microscopy, we have measured the magnetostatic response of a planar
magnonic waveguide in the configuration, where the external magnetic field was aligned
with the hard axis of the waveguide (perpendicular to the long axis of the rectangle). Ap-
plying (4.4) we fitted the demagnetizing field as 3 mT. In accordance with Figure 4.13(b),
we have focused on the magnonic waveguide with the amplitude of modulation h =
= (6.8 ± 0.2) nm, where the corrugation-induced anisotropy field is 8 mT. The local
effective magnetic field is then for this waveguide µ0Heff = 5 mT.

To find the RF excitation frequency at which the excited spin waves propagate with
the maximum efficiency at zero external magnetic field, we have fixed the BLS laser
spot at a distance of 5 μm from the excitation antenna, in the middle of the corrugated
magnonic waveguide. The stable position of the laser spot was ensured by enabling image
stabilization. We have swept the excitation frequency of the RF source from 2 GHz to
5 GHz.We have measured the BLS spectra for each excitation frequency, and the 2D
frequency map is depicted in Figure 4.15(a).

When we looked at the spectra, we saw an additional peak independent of the excita-
tion frequencies. The peak is observed at the frequency range of 1.6 GHz − 2.2 GHz. It
is a quasi-elastic scattering of the laser from the sample [201]. Another peak is observed
at the frequency of 3.5 GHz. Even though we have used a single-frequency laser, it is an
additional laser mode elastically scattered from the sample. Therefore, for the excitation
of spin waves we selected the frequency of 2.75 GHz to be safely out of the frequency range
of quasi-elastic scattering and the laser mode peak, see Figure 4.15(b). To suppress a non-
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related background that is constant over the excitation frequencies, we subtracted the
thermal BLS signal, i.e., the signal measured when the microwave generator was turned
off.

At this point, we fixed the excitation frequency at fexc = 2.75 GHz and acquired a two-
dimensional spatial map of BLS intensity in the zero external magnetic field. We have
scanned the part of the magnonic waveguide near the excitation antenna. We recorded
the map over 3× 9 μm2 in 200 nm steps. We measured the BLS spectra at each spot and
extracted the integral counts from the 2 GHz window around the excitation frequency.

We then extracted the propagation length by integrating the BLS intensity in the
y-direction and fitted the exponential decay

I(x) = I0 · exp
(
−2x

Λ

)
+ b (4.5)

where x is the distance from the antenna, Λ is the propagation length defined as the
distance over which the spin-wave amplitude falls to the 1/e of its original amplitude,
see (1.74), and b is an offset caused by the noise level of the measurement. The offset
is extracted by fitting a constant function to the constant part of the exponential decay.
The factor 2 in the exponent is to consider the BLS intensity being proportional to the
square of the spin-wave amplitude [202].

However, for the fitting of the exponential decay we wanted to use a linear regression.
Hence, we needed to transform the exponential function into a linear sum of functions.
When we take the natural logarithm of both sides of the equation (4.5) we get

log(I − b) = log
[
I0 · exp

(
−2x

Λ

)]
. (4.6)

Substituting the left side with Y and the right side with A+Bx we obtain

log(I − b)︸ ︷︷ ︸
Y

= log I0︸ ︷︷ ︸
A

− 2
Λ︸︷︷︸

B

x , (4.7)

Y = A+Bx→ Λ = − 2
B
. (4.8)

To get the 95% confidence interval of the propagation length, the uncertainty of the fit
is recalculated using the propagation of error

σΛ =

√√√√( ∂Λ
∂B

)2

· σ2
B = 2σB

B2 , (4.9)

where σB is a standard deviation of B.
The two-dimensional spatial map of BLS intensity measured at the zero external

magnetic field is depicted in Figure 4.16(a). The integrated spectra over the width of
the magnonic waveguide and the fit used for the extraction of the propagation length are
shown in Figure 4.16(b). The fitted propagation length with the 95% confidence interval
was then Λcorrugated = (5.3± 0.3) μm.

To have a comparison between the zero external magnetic field propagation in the
corrugated and planar magnonic waveguides, we repeated the same experiment using
the planar magnonic waveguide of identical dimensions (width ww = 2 μm, length lw =
= 20 μm). The planar waveguide was directly prepared on the GaAs substrate without
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Figure 4.16: (a) The spin wave spectra measured using BLS 5 μm from the excitation antenna
in the corrugated waveguide. The external magnetic field was zero. The peak
corresponds to the optimum excitation frequency. (b) 2D map of the spin-wave
intensity in the logarithmic scale measured on the corrugated waveguide in zero
magnetic field with the excitation frequency f = 2.75 GHz. Due to the corruga-
tion of the magnonic waveguide, the magnetization vector lies perpendicular to
the long axis of the waveguide. Therefore, spin waves propagate in the Damon-
Eshbach geometry. The amplitude of modulation was h = (6.8± 0.2) nm and the
resulting effective field was µ0Heff = 5 mT. The map was recorded over 3×9 μm2

by rastering the BLS laser spot with a 200 nm step. The white dashed lines
indicate the edges of the waveguide. (b) The integrated spectra over the width
of the magnonic waveguide (blue points). The solid red line is a linear fit of
experimental data used to extract the propagation length.

any FEBID of the planar layer. In order to determine the optimum excitation frequency,
we have swept the excitation frequency of the RF source from 1 GHz to 7 GHz at the power
of 5 dBm and measured the BLS intensity 5 μm from the excitation antenna. We have
found the optimum excitation frequency at 1.8 GHz, see Figure 4.17(a). When compared
to the corrugated waveguide, the optimum excitation frequency is lower. The shift to
the lower frequencies in the excitation frequency is expected and is connected to the
decrease of the local effective magnetic field. Also, in the planar magnonic waveguide,
due to the shape anisotropy, the magnetization points parallel to the long axis of the
rectangular waveguide. Therefore, the spin waves propagate in the backward volume
geometry. The two-dimensional spatial spin-wave intensity map from this measurement
is shown in Figure 4.17(b). Evidently, in this case, the propagation length is an order of
magnitude smaller – approximately 0.6 μm.

We wanted to compare the spin-wave propagation in flat and corrugated waveguides
in comparable conditions. Therefore, we applied an external magnetic field of µ0Hext =
= 5 mT to ”simulate” the contribution of corrugation induced anisotropy and repeated the
two-dimensional spin-wave intensity mapping using the BLS at the excitation frequency
of 2.75 GHz. We obtained similar result as for the corrugated waveguide measured at
zero external magnetic field [see Figure 4.18(a) and compare with Figure 4.16(a)]. The
propagation length was evaluated to: Λplanar = (5.7± 0.5) μm.

In the following step, we further analyzed how the modulation amplitude influences the
spin-wave propagation length in corrugated magnonic waveguides with different amplitude
of modulation. To have comparable conditions for all waveguides, we fixed the excitation
frequency and varied the external magnetic field in order to have the constant spin-wave
k-vector. We decided to perform this experiment in an effective field of 25 mT to be
able to include and compare the waveguides even with the amplitudes of modulation
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Figure 4.17: (a) The spin wave spectra measured at zero external magnetic field using BLS in
the planar magnonic waveguide to determine the optimum spin-wave frequency.
The BLS laser spot was fixed 5 μm from the excitation antenna. (b) BLS inten-
sity map in the logarithmic scale measured in zero magnetic field on the planar
magnonic waveguide. The excitation frequency was f = 1.8 GHz. Due to the
shape anisotropy of the waveguide, the magnetization is aligned parallel to the
long axis. Hence, the spin waves propagate in the backward volume geometry.

Figure 4.18: (a) BLS intensity map in the logarithmic scale measured in the external mag-
netic field of µ0Hext = 5 mT on the planar magnonic waveguide. The external
magnetic field rotated the magnetization perpendicular to the long axis of the
waveguide, and the spin-wave propagation geometry changed from backward vol-
ume to Damon-Eshbach geometry. (b) The BLS signal summed over the width
of the magnonic waveguide with the linear fit to extract the propagation length.
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above 14 nm. To find the optimal excitation frequency, we applied an external magnetic
field of µ0Hext = 25 mT to the planar magnonic waveguide and performed the sweep of
the excitation frequency from 1 GHz to 7 GHz at the power of 5 dBm. The BLS laser
spot was fixed at a distance of 1 μm from the excitation antenna. As can be seen from
Figure 4.19(a), we have found the optimum excitation frequency at 6.3 GHz. To find
the effective fields of each waveguide, we performed an external magnetic field sweep
while having the excitation frequency fixed at 6.3 GHz at the power of 5 dBm 3 μm from
the excitation antenna. The external magnetic field was applied perpendicular to the
long axis of the rectangular magnonic waveguide to ensure the propagation of excited
spin waves in the Damon-Eshbach geometry. Local effective magnetic fields µ0Heff were
calculated as a difference between the applied magnetic field corresponding to the highest
BLS signal of the planar waveguide, and the matching applied magnetic field of the
highest BLS signal of the corrugated waveguide. Figure 4.19(b) shows representative
external magnetic field sweeps of the planar and corrugated waveguides. The calculation
of the local effective magnetic field is schematically explained. It is not surprising that
the local effective magnetic field depends on the modulation amplitude of the corrugated
waveguide [see Figure 4.19(c) and compare with Figure 4.13(b)]. From the knowledge
of each waveguide’s local effective magnetic field, we were able to apply the appropriate
magnitude of the external magnetic field to ensure the equal effective field of 25 mT for
all waveguides.

Finding the excitation frequency and fixing it at f = 6.3 GHz, and varying the external
magnetic field in such a way that the effective field is constant, µ0Heff = 25 mT assured

Figure 4.19: (a) Excitation frequency sweep with BLS laser spot fixed 1 μm from the excitation
antenna. The optimum excitation frequency f = 6.3 GHz will be used later in the
experiment measuring the spin-wave propagation length in corrugated magnonic
waveguides. (b) External magnetic field sweep to find the local effective magnetic
fields of corrugated rectangular magnonic waveguides. The excitation frequency
was fixed at f = 6.3 GHz. The external magnetic field was applied perpendicular
to the long edge of the rectangle. (c) The local effective magnetic field depending
on the amplitude of modulation was calculated from the external magnetic field
sweeps. The error bars in the local effective magnetic field are set to 10% of the
measured value to compensate for the error of the measurement of the magnetic
field [91].
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comparable conditions for all waveguides. The fact that the k-vector does not change for
each measurement of the spin-wave propagation length was checked before each measure-
ment by measuring BLS interference line scans [203]. The representative phase-resolved
BLS line scans measured for corrugated and planar waveguides at the same effective field
are shown in Figure 4.20(a),(b). For the spin-wave wavelength extraction and the k-vector
evaluation, we fitted the measured data with the model introduced in (3.15). The model
quite nicely corresponds to the measured data. This approach ensured that we measured
the propagation length always at the same point in the dispersion relation, and the con-
tribution of the corrugation to the propagation length was isolated from the variations in
the group velocity. In addition, Figure 4.20(c) shows a phase-resolved BLS line scan mea-
sured for corrugated waveguide at the zero external magnetic field. The conditions of this
measurement correspond to the two-dimensional spatial map of BLS intensity depicted
in Figure 4.16(a).

Figure 4.20: (a) Phase-resolved BLS line scan of a corrugated magnonic waveguide with the
modulation amplitude of h = (6.8±0.2) nm. The excitation frequency was fixed at
f = 6.3 GHz and the applied external magnetic field was µ0Hext = 20 mT so that
the local effective magnetic field is µ0Heff = 25 mT. The red line represents
the model which was used to fit the spin-wave wavelength (λ = 2.05 μm) and
evaluate the k-vector (k = 3.1 rad/μm). (b) BLS interference line profile of
a planar waveguide. The applied external magnetic field was µ0Hext = 25 mT
which resulted in the local effective magnetic field of µ0Heff = 25 mT. The
excitation frequency was fixed at f = 6.3 GHz. The spin-wave wavelength was
fitted as λ = 2.05 μm and the corresponding k-vector as k = 3.1 rad/μm. (c)
Phase-resolved BLS line profile of the same corrugated magnonic waveguide as in
(a) measured in zero external magnetic field. The excitation frequency was fixed
at f = 2.75 GHz. Due to the corrugation of the waveguide, the local effective
magnetic field was µ0Heff = 5 mT. The spin-wave wavelength was λ = 5.6 μm
and the k-vector k = 1.1 rad/μm.

Finally, we measured the BLS line scans of magnonic waveguides with the different
modulation amplitudes and extracted spin-wave propagation lengths using the linear re-
gression fitting, see (4.6). Figure 4.21 shows the spin-wave propagation length dependence
on the amplitude of modulation. From the results, it is apparent that the spin-wave propa-
gation length significantly decreases for the amplitudes of modulation above approx. 8 nm
(Figure 4.21, black points). The modulation of ca. 18 nm results in the decrease of the
propagation length by a factor of three. This decrease can be caused by the inhomo-
geneities of the corrugated magnetic layer or by the corrugation-induced inhomogeneities
of the internal effective magnetic field. Above mentioned inhomogeneities can give rise to
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the spin-wave scattering and can also lead to the increase of the effective damping. The
discussed effect negatively influences the spin-wave propagation length.

Figure 4.21: Dependence of the spin-wave propagation length on the amplitude of modulation
of magnonic waveguides. The excitation frequency was f = 6.3 GHz. To keep
the k-vector at 3.1 rad/μm the external magnetic field was changed for every
waveguide with the different amplitude of modulation so that the effective field
remains constant, µ0Heff = 25 mT.

The negligible decrease of the spin-wave propagation length is very convincingly visible
for low modulation amplitudes, see Figure 4.21, blue points. For the magnonic waveguides
with amplitudes of modulation below 8 nm (including the planar waveguide), we measured
the propagation lengths in the range of 1.8 to 2.2 μm which corresponds to the propagation
lengths of planar NiFe waveguides reported in other studies [202, 204, 205].

It is important to note that spin-wave propagation lengths are significantly lower
than the propagation length extracted from Figure 4.16(a). The reason is that these ex-
periments were performed at different k-vector (see Figure 4.20). When we look at the
analytical calculation of the dispersion relation and propagation length for the first waveg-
uide mode of a transversally magnetized planar NiFe waveguide plot in Figure 1.16 and
Figure 1.18(b), we see that the spin-wave propagation length decreases with increasing
k-vector. Also, the propagation length decreases with increasing the local effective mag-
netic field. Therefore, the applied conditions when measuring the spin-wave propagation
length lead to a different point on the dispersion relation, hence, the different propagation
length.

In conclusion, we have studied the spin-wave propagation in corrugated magnonic
waveguides grown on a modulated surface prepared by the combination of FEBID and
EBL. We have shown that waveguides can be oriented in any direction and placed any-
where on the sample while still allowing spin-wave propagation in highly efficient DE
mode. Additionally, the spin waves in the corrugated waveguides without the presence of
external magnetic fields propagate over a distance 10× larger than in the planar waveg-
uide. Besides, when the applied external magnetic field to the planar waveguide matches
the local effective magnetic field of the corrugated waveguide, the spin-wave propagation
length is comparable. Furthermore, we have analyzed the influence of the modulation
amplitude on the spin-wave propagation and concluded that for the modulation ampli-
tudes below 8 nm, the propagation length is not affected. For larger modulations, the
propagation length decreases linearly with increasing modulation amplitude. By using
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phase-resolved BLS microscopy, we confirmed that the k-vector has not changed for each
measurement. Our approach of shaping magnonic waveguide in the third dimension and
exploiting the curvature-induced effects supports the possibility to locally control uniaxial
magnetic anisotropy and propagate spin waves in the Damon-Eshbach mode without the
need for external magnetic fields. The 3D nanofabrication approach is universal and can
be scaled up via, e.g., nanoimprint lithography [206]. Moreover, any magnetic material
can be used. Finally, it opens the way to new possibilities of local control of the internal
magnetic field or magnetization direction in any magnetic system.

4.4. Ferromagnetic resonance of corrugated structures
We have already discussed the sample fabrication and magnetostatic characterization of
magnetic structures with corrugation-induced anisotropy in the previous sections. Besides,
we have provided a study of the spin-wave propagation in corrugated magnonic waveguides
and showed that the spin waves propagate in the Damon-Eshbach geometry without the
presence of an external magnetic field. This section aims to study the dependence of the
damping constant α on the modulation amplitude h. The data provided in this chapter are
measured by a two-port vector network analyzer ferromagnetic resonance (VNA-FMR).
The essential introduction to this technique is given in section 3.5.

For the pioneering experiments with the data processing of the broadband VNA-FMR,
we have used a 600×600 μm2 NiFe pad with thickness t = 10 nm. The coplanar waveguide
(CPW) was lithographically placed on top of this pad. The CPW is used for both exciting
and detecting the FMR signal. The width of the signal line was wa = 20 μm, the width
of the gap wg = 14 μm, and the width of ground lines was wgnd = 44 μm. The length of
the CPW was la = 170 μm, and it was placed in the middle of the NiFe pad. The antenna
is again composed of layers’ stack as it was in the case of excitation antenna fabricated to
study spin-wave propagation in corrugated waveguides. Nevertheless, here the multilayer
consists of Ti(5)/SiO2(25)/Ti(5)/Au(100) stack because the gold is softer than copper,
and the antenna can be used for the tilt correction of microwave probes. This is necessary
because in VNA experiment, a perfect contact of the probe is required in order to get
good results.

The response of the magnetization on a small oscillating magnetic field is described
by the dynamic susceptibility, which has been theoretically calculated in sections 1.5.1
and 1.5.2. The great advantage of using the dynamic susceptibility in data analysis
is that it can fit not only the resonance frequency fres but also the resonance linewidth
∆f from which the Gilbert damping parameter α can be extracted. However, to use the
dynamic susceptibility, one has to measure all four S-parameters twice – first time for
the measurement itself and the second time for the reference measurement making the
acquisition time much higher. It has been previously studied by Bilzer et al.[207] and also
in our group by Roučka[180] that this approach is often unnecessary.

In our study, we have used the CPW as a transmission line and measured both the
real and imaginary value of the transmission S21 parameter. We have swept the frequency
on the VNA from 1 GHz to 20 GHz with 40 MHz step. The external magnetic field was
swept from 0 mT to 270 mT with 1 mT step. The magnetic field direction was aligned
parallel to the transmission line. We calculated the magnitude (absolute value) of the
signal abs(S21) and depicted the two-dimensional frequency-field map of the abs(S21) in
Figure 4.22(a). However, due to other sources of frequency-dependent signal, the FMR
peak is hidden in the background. To suppress the non-related non-magnetic background,
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we used the simplest method of dividing the measured transmission by a known reference.
As a reference, we have used the median value of the measured signal for every single
frequency for all magnetic fields. The processing of the transmission signal successfully
uncovered the FMR peak [see Figure 4.22(b)] from the background. Nevertheless, it also
uncovered line artifacts.

The line artifacts were removed using a polynomial correction, i.e., each measured line
(frequency sweep) is fitted by a first-degree polynomial and subtracted from the line. To
ensure that we fit only the non-magnetic background, we apply the mask, removing the
data points from the ±1 GHz window around the FMR resonance peak. The processed
data with clearly visible FMR resonance peak is shown in Figure 4.22(c).

Further in the text, we will use ∆S21 to denote data processed using the above-
described data processing. The division by the reference moves the background to the
value of 1, and the polynomial subtraction moves it to zero. The strength of the FMR
signal is then denoted by the amplitude of the ∆S21. Even though the signal acquisition
time is much shorter, using the ∆S21 has no physical meaning. However, since we are
interested only in the peak position, and the linewidth, this method is sufficient.

Figure 4.22: Data processing of VNA-FMR experiment. (a) The raw measured magnitude of
the transmission parameter abs(S21) acquired from 10 nm thick 600 × 600 μm2

NiFe pad with lithographically prepared CPW. The excitation frequency was
swept from 1 GHz to 20 GHz and external magnetic fields from 0 mT to 270 mT.
(b) The result of the simplest data processing method by dividing the median
value for every single frequency for all magnetic fields. (c) The line artifacts were
removed using a polynomial correction.

The VNA-FMR allows for the characterization of magnetization dynamics and the
extraction of the basic material parameters such as saturation magnetization Ms, gyro-
magnetic ratio γ or the Gilbert damping α. To extract the saturation magnetization Ms
and gyromagnetic ratio γ, the peaks corresponding to the FMR were fitted using the
Kittel formula

fFMR = γµ0

2π

√
(Hext +Hani)(Hext +Hani +Ms) . (4.10)

The Kittel formula has been already presented in (1.51) discussed in section 1.5.2. Fig-
ure 4.23 shows the extraction of the saturation magnetization Ms and gyromagnetic ratio
γ from the processed VNA-FMR data from Figure 4.22(c) using Kittel formula (4.10). It
is evident from Figure 4.23(c) that the fit is agreeable with the experimental data quite
nicely. However, two material constants that are fitted, Ms and γ, are highly depen-
dent on each other. When we fixed the saturation magnetization to the value previously
measured using VSM (see Figure A.1 in Appendix A), Ms = 830 kA/m which is µ0Ms =
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= 1.04 T, the fitted gyromagnetic ratio with the 95% confidence interval was γ/(2π) =
= (28.00 ± 0.04) GHz/T. When, on the other hand, we fixed the gyromagnetic ratio on
the theoretical value for NiFe [γ/(2π) = 29.3 GHz/T], the fitted saturation magnetization
was Ms = (724 ± 2) kA/m which is µ0Ms = (0.910 ± 0.003) T. NiFe used in our study
is a metallic ferromagnet, and in metals the g-factor of conduction electrons considerably
differs from the free electron value of g = 2 [28, page 314]. Gubbiotti et al. measured for
the continuous NiFe films the g-factor (2.14±0.02) [208], which confirms the theoretically
predicted higher g-factor for metals. Thus, also the gyromagnetic ratio γ differs from the
free electron value of γ/(2π) = 28 GHz/T. This value is valid only for magnetic insulators,
such as YIG. The anisotropy field Hani was in both cases fitted as µ0Hani = 1.1 mT and
the fit reproduced the experimental data very well.

The mismatch in the saturation magnetization measurement by VSM and VNA-FMR
might be caused by the uncertainty of the thickness of the layer measured by the VSM.
In addition, the deposition of samples for the VSM and VNA-FMR occurred at different
times. Thus, the quality of the material might be different.

Figure 4.23: (a) VNA-FMR processed data ∆S21 of the ferromagnetic resonance for different
magnetic fields and different frequencies. The thickness of the NiFe layer was t =
= 10 nm. (b) Representative line scans for magnetic fields 10 mT, 30 mT, 70 mT,
and 130 mT. (c) Resonance frequency peaks for various magnetic fields fitted
with Kittel forumula (4.10).

The ferromagnetic resonance linewidth is a measure of the microwave loss properties of
the ferromagnetic sample. The Gilbert damping α can be evaluated either from the fitting
of the linewidth ∆f of the Lorentzian peak which is used to approximate the imaginary
part of the dynamic susceptibility, see equation (1.45), or from fitting the broadening of
the FMR peak. As we mentioned above, the use of the dynamic susceptibility is time-
consuming. Therefore, we used the processed transmission scattering parameter ∆S21
versus external magnetic field and fitted the measured curves by the the asymmetric
Lorentzian function [209]:

∆S21 = Csym

(
∆H

2

)2

(H −Hr)2 +
(

∆H
2

)2 + Casym

(
∆H

2

)
(H −Hr)

(H −Hr)2 +
(

∆H
2

)2 + C0 (4.11)

where Csym and Casym are the weighs of the symmetric and asymmetric terms, respectively,
and C0 is the spectrum background. Hr is the resonance magnetic field and ∆H is the full
width at half maximum (FWHM). Figure 4.24(a) shows an example Lorentzian fit for the
frequency f = 8.52 GHz. In section 1.5.2 we have already introduced the extraction of the
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Gilbert damping α by fitting the FMR peak broadening. Let us remind ourselves, that
the damping parameter is then derived using equation combining the Landau Lifshitz or
Gilbert damping model and the inohomgeneous broadening [56]

µ0∆H = 4παfr

γ
+ µ0∆H0 , (4.12)

where ∆H0 is aforementioned inhomogeneous broadening representing the extrinsic con-
tributions to the damping. When we plot the fitted linewidth ∆H versus the frequency f ,
we can derive the Gilbert damping α using the linear fit, see the FMR peak broadening in
Figure 4.24(b). The extracted Gilbert damping α = (8.9± 0.2) · 10−3 which is well com-
parable with the values in the literature [6, 56, 210]. The linear fit also yielded a value for
the inhomogneous broadening µ0∆H0 = (0.63±0.15) mT. At this place, it is important to
note, that the extracted damping from the VNA-FMR experiment is the total damping
αtotal, which consists of all contributions given in section 1.6.

Figure 4.24: (a) The fit of the experimental data using asymmetric Lorentzian function, see
equation (4.11). The excitation frequency was f = 8.52 GHz. We extracted
the linewidth ∆H and the resonance field Hr. (b) FMR linewidth as a func-
tion of frequency for the 10 nm NiFe film. Experimental data points are shown
as squares and the solid line is a linear fit using equation (4.12). The extracted
Gilbert damping α = (8.9± 0.2) · 10−3 and inhomogeneous broadening µ0∆H0 =
= (0.63± 0.15) mT.

The ultimate goal of this section is to compare the total damping values extracted
from the planar reference magnetic layer and corrugated magnetic layers with different
amplitudes of modulation. However, due to the time-consumption of the FEBID process
of preparing corrugation, we needed to experimentally check the lowest volume of the
magnetic film that can be detected and analyzed using VNA-FMR so that we can limit
the time spent during the FEBID process. For that, we fabricated set of 36 pads bellow the
excitation antenna (wa = 20 μm). We fixed the thickness of the NiFe film to t = 10 nm and
varied the width and length of these pads. from (1×10) μm2 to (20×35) μm2. Figure 4.25
shows measured data for different pad dimensions – (a) (1 × 35) μm2, (b) (3 × 35) μm2,
(c) (10 × 35) μm2, (d) (20 × 35) μm2. It is clearly visible that the higher the volume of
the magnetic pad, the higher the FMR peak we detect. Therefore, for the fabrication of
corrugated pads, we decided on the highest tested magnetic volume in order to have the
highest signal.
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Figure 4.25: The comparison of the signal strength depending on the dimensions of the NiFe
pad. The thickness of the NiFe layer was t = 10 nm. The dimensions of the
magnetic pads were (a) (1 × 35) μm2, (b) (3 × 35) μm2, (c) (10 × 35) μm2, (d)
(20× 35) μm2. The data were processed using above described algorithm.

To compare the total damping in planar and corrugated structures, we fabricated
a set of 10 corrugated pads and one planar pad below the transmission line of the CPW.
In order to detect the FMR peak, the dimensions of the pads were (30 × 30) μm2. The
amplitude of modulation ranged from ca. 7 nm to 19 nm and the thickness of the NiFe
film was fixed to t = 10 nm. The corrugation direction was parallel to the direction of
the transmission line, and the magnetic field was applied perpendicular to the excitation
field (parallel to the transmission line) to have the right conditions for the excitation of
the FMR. We studied the broadening of the FMR peak using the technique discussed
above. However, since the volume of the magnetic material is almost 1000× lower than
in the experiment with the (600× 600) μm2 NiFe pad, also the detected magnitude of the
FMR signal is lower, which makes the data processing and extraction of the linewidth
even trickier.

Figure 4.26(a) shows fitted linewidths for one planar and three representative corru-
gated pads with modulation amplitudes h1 = (7.6 ± 0.7) nm, h2 = (12.3 ± 1.1) nm, and
h3 = (16.6±0.9) nm. Due to the low volume of the magnetic material, the signal-to-noise
ratio is quite low. We tried to utilize the same script that was used to extract the broad-
ening of the FMR peak in Figure 4.24(b), but it was to no avail. Therefore, we selected
some frequencies where we were able to manually fit the broadening of the FMR peak
using equation (4.11). The error bars in the linewidth are extracted from 95% confidence
intervals of Lorentzian fits. The dashed lines matching the color of the data points are lin-
ear fits employing equation (4.12) to extract the total damping α and the inhomogeneous
broadening µ0∆H0.

When we consult the resonance-frequency dependence of linewidth µ0∆H for planar
and corrugated pads, we see the difference in slopes and intersections of linear fits with
y-axis. The difference in the FMR broadening between the planar (blue circles) and
corrugated pad with the lowest modulation amplitude, h1 = (7.6± 0.7) nm (red squares),
is insignificant. The two linear fits almost coincide. The extracted total damping for the
planar pad is αplanar = (10.3 ± 1.2) · 10−3 and for the pad with the lowest modulation
amplitude α1 = (10.6±2.4) ·10−3. When we compare it with the damping extracted from
Figure 4.24(b), we see that again, the error bars are considerably higher. That is mainly
due to the low signal-to-noise ratio caused by the low volume of the magnetic material.
The inhomogeneous broadening taken form the intersections with the y-axis is in both
cases positive, µ0∆H0,planar = (0.7 ± 0.6) mT, µ0∆H0,1 = (0.6 ± 0.5) mT. Although the
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Figure 4.26: (a) Resonance-frequency dependence of the linewidth µ0∆H for planar and
three representative corrugated pads with the modulation amplitudes h1 =
= (7.6 ± 0.7) nm, h2 = (12.3 ± 1.1) nm, and h3 = (16.6 ± 0.9) nm. The dat-
apoints were extracted using the assymetric Lorentzian function (4.11). The
dashed lines are linear fits used to extract the total damping α and the inho-
mogeneous broadening µ0∆H0. The error bars represent the 95% confidence
interval from the fit. The extracted values are: αplanar = (10.3 ± 1.2) · 10−3,
µ0∆H0,planar = (0.7±0.6) mT, α1 = (10.6±2.4) ·10−3, µ0∆H0,1 = (0.6±0.5) mT,
α2 = (21 ± 3) · 10−3, µ0∆H0,2 = (−3.0 ± 1.2) mT, and α3 = (33 ± 6) · 10−3,
µ0∆H0,3 = (−6.0 ± 2) mT. (b) The dependence of the total damping on the
amplitude of modulation for one planar and 10 corrugated 30× 30 μm2 pads.

error bars are huge, it suggests that other contributions to the damping (see section 1.6)
are for these two pads of little importance.

However, with the increasing modulation amplitude, the difference between the planar
and corrugated pads becomes substantial. The extracted total damping from the FMR
broadening for the corrugated pad with the modulation amplitude of h2 = (12.3±1.1) nm
(green triangles pointing up) is α2 = (21±3) ·10−3 and for the corrugated pad with modu-
lation amplitude h3 = (16.6±0.9) nm (purple triangles pointing down), α3 = (33±6)·10−3.
When we look at the intersections with the y-axis, we see that with increasing modulation
amplitude, the inhomogoneous broadening is more negative. For the corrugated pad with
the modulation amplitude h2 we found the intersection at µ0∆H0,2 = (−3.0 ± 1.2) mT,
and for the corrugated pad with the highest modulation amplitude h3, we extracted the
inhomogeneous broadening as µ0∆H0,3 = (−6.0± 2) mT.

If we would consider only intrinsic damping, the inhomogeneous broadening should
always be positive. The negativity of the inhomogeneous broadening indicates that there
are other extrinsic contributors to the total damping, mainly the two magnon scattering
connected with the structure defects, surface roughness, and in our case, for the most
part, with the corrugation. However, our experimental setup is not equipped with an
out-of-plane magnetic field. Hence, we could not eliminate the two magnon scattering
contribution.

When we look at Figure 4.26(b), we see the dependence of the total damping on the
modulation amplitude. It shows results for one planar and ten corrugated pads. Even
though the error bars are high, the trend is quite clear. With increasing modulation
amplitude, the total damping extracted from the VNA-FMR experiment is also increasing.
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Overall, the method of extracting the total damping from VNA-FMR data is not ideal
for our samples. Due to the low magnetic volume, the signal-to-noise ratio is also low,
and the data processing and fitting get cunninger than when processing large pads. The
human error brought to the data processing is non-negligible, and the fitting must be
handled cautiously. Nevertheless, when we compare the results measured by BLS and
VNA-FMR, we see a similar trend.

Let us remind ourselves of the connection between the damping and the spin-wave
propagation length. From equations (1.73),(1.74) we concluded, that propagation length
Λ ∝ α−1. The propagation length Λ also depends on the group velocity vg. Václav
Roučka did a micromagnetic simulation study of the FMR and spin-wave propagation
in flat and corrugated magnetic structures in his master’s thesis [197]. He concluded
that for the higher wave vectors, the dispersion relations of a corrugated structure are
slightly different from a flat reference dispersion relation (see Fig. 4.6 on page 53 in [197]).
However, with both BLS and VNA, the experimentally accessible range is minimal, and
the group velocity of spin waves in a corrugated waveguide and a flat reference waveguide
would not change.

Therefore, our focus is mainly on comparing the spin-wave propagation length depend-
ing on the modulation amplitude of corrugated waveguides measured by the BLS and the
total damping depending on the modulation amplitude of corrugated structures measured
by VNA. When we plot these two dependencies next to each other, see Figure 4.27, we
can see a similar trend. Figure 4.27(a) shows the spin-wave propagation length already
depicted in Figure 4.21. We can observe that for the corrugated structures with the mod-
ulation amplitude below 8 nm, the propagation length is in the range of 1.8 to 2.2 μm
which is similar to the spin-wave propagation length in planar structures. Furthermore,
when we look at Figure 4.27(b), we see the dependence of α−1 on the modulation ampli-
tude. Here we notice that for modulation amplitudes below 8 nm the damping α ≈ 10−2

which is also similar to the damping in planar structures. With increasing modulation
amplitude, the propagation length Λ is decreasing, and similarly, the total damping α
is increasing (α−1 is decreasing). When we compare it with the analytical calculation
of the spin-wave propagation length in the Damon-Eshbach geometry dependent on the
damping parameter α [see Figure 1.17(b)], we see a comparable result. With increasing
damping parameter α, the spin-wave propagation length is decreasing.

Figure 4.27: The comparison of (a) the BLS measurement of the spin-wave propagation length
in corrugated waveguides and (b) the VNA-FMR measurement extracting the
total damping from corrugated pads.
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In conclusion, we have used the VNA-FMR method to study the dependence of to-
tal damping on the modulation amplitude of corrugated magnetic structures. First, we
discussed the necessity of data processing to remove the non-magnetic background. Be-
sides, we have analyzed the signal strength depending on the area of the magnetic layer
below the transmission line. We used that knowledge to effectively prepare a set of 10
corrugated pads to study the broadening of the FMR peak and extract the total damp-
ing parameter α. We compared it to the planar reference and concluded that the total
damping also increases with increasing modulation amplitude. Furthermore, we noted
a similar trend in the BLS measurement of the spin-wave propagation length in corru-
gated waveguides. We compared it with the corresponding analytical calculations and
found the same trend. Therefore, the increase of the total damping parameter α due to
the higher modulation amplitude (higher than 8 nm) of corrugated structures leads to the
decrease of the propagation length measured in magnonic waveguides by BLS.
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Conclusion

This thesis aimed to study magnetism in curved geometries. In the first part, we focused
on the fabrication of curved geometries. We addressed the modulation of the substrate’s
surface before the deposition of the magnetic material. Such modification imprints the to-
pography to the magnetic material deposited on top of it. We started with the focused ion
beam milling and used it for modifying the substrate’s surface. However, the mechanism
of changing the ion dose per area was not sufficient to precisely control the parameters of
the modulation, i.e., the amplitude and period of modulation. Hence, we focused on the
different technique and modified the substrate’s topography using the focused electron
beam-induced deposition. We have proven that control over the modulation parameters
is much better using FEBID. By pushing the scanning electron microscope to its limits,
we have found that the modulation period can be tuned down to 40 nm while preserv-
ing the sinusoidal shape of the modulation. Using atomic force microscopy, we analyzed
the relation of the modulation amplitude and the number of e-beam scans per line and
shown that it is linearly dependent. Ultimately, we concluded that the FEBID technique
offers many possibilities for the design of complex magnetic structures by modulating the
substrate before the deposition of the magnetic material.

After successfully finished with the preparation of magnetic structures with curved
geometries, we have experimentally tested the magnetization reversal processes and quan-
tified the induced magnetic anisotropy depending on the corrugation parameters (modu-
lation amplitude & period) using the experimental method of Kerr microscopy. Through
a series of experiments, we have found that depending on the orientation of the exter-
nal magnetic field with respect to the corrugation direction, the hysteresis loop shape
changes. When we measured hysteresis loops for the external field parallel to the corru-
gation direction, we saw that this direction could be considered an easy magnetic axis.
Correspondingly, when the external magnetic field was parallel to the corrugation direc-
tion, measured hysteresis loops showed features typical for the hard axis direction. Besides,
we have quantitatively correlated the corrugation-induced uniaxial magnetic anisotropy
with the corrugation parameters. With increasing modulation amplitude, the corrugation-
induced anisotropy strength is also increasing. On the other hand, the increase of the cor-
rugation periodicity is reflected in the decrease of corrugation-induced anisotropy. The
main missing point of the presented work is the lack of the micromagnetic simulations
that would convincingly support our experimental findings. However, the micromagnetic
simulations explaining the origin of the corrugation-induced anisotropy using the dipo-
lar and exchange energy densities for different magnetization orientations are very well
summarized in the master’s thesis of Václav Roučka [197].

Furthermore, we designed and experimentally tested a system for the study of spin-
wave propagation in corrugated magnonic waveguides. They were grown on modulated
surfaces prepared by focused electron beam-induced deposition and electron beam lithog-
raphy. We have proven that the magnonic waveguides with the corrugation-induced
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uniaxial magnetic anisotropy can be locally placed anywhere on the sample. Additionally,
we fabricated magnonic waveguides with an aspect ratio of 1:10 and utilized corrugation-
induced anisotropy to overcome the shape anisotropy. The resulting effective, easy axis
was, contradictory to the shape anisotropy, perpendicular to the long edge of a rectangular
waveguide. The fabrication of an excitation antenna on the prepared magnonic waveg-
uides helped us to study the spin-wave propagation. The corrugation-induced uniaxial
magnetic anisotropy has been shown to be useful in the study of propagating spin waves
without the presence of external magnetic fields. As the spin-wave propagation strongly
depends on the angle between k-vector and magnetization, without the external magnetic
field, spin waves propagate over a distance 10× larger in corrugated magnonic waveguides
than in planar waveguides. Also, when the external magnetic field is applied to the planar
magnonic waveguide to match the local effective magnetic field of the corrugated waveg-
uide provided by the corrugation-induced anisotropy, the spin waves propagate with the
same efficiency and the propagation length is comparable. We studied and analyzed the
influence of the modulation amplitude on the spin-wave propagation and were able to con-
clude that for moderate modulation amplitudes (below 8 nm), the spin-wave propagation
length is not affected. However, for larger modulation amplitudes, the propagation length
decreases linearly with increasing amplitude of modulation. Using the phase-resolved BLS
microscopy we confirmed that the spin-wave propagation length measured for magnonic
waveguides with different modulation amplitude is evaluated for the same k-vector.

In the final part of the thesis, we used the VNA-FMR method to compare the total
damping in the planar and corrugated magnetic structures. We struggled with the data
processing to remove non-magnetic background due to the low volume of magnetic struc-
tures, but we managed to analyze dependence of the signal strength on the area of the
magnetic layer below the transmission line. Gaining from that knowledge, we studied the
broadening of the FMR peak and extracted to total damping parameter α. We correlated
the measurement of the planar reference with the corrugated structures and confirmed pre-
vious allegations that the total damping increases with increasing modulation amplitude.
Ultimately, we compared the BLS measurement of the spin-wave propagation length in
the corrugated waveguides with the total damping measurements and with corresponding
analytical calculations. All three dependencies showed the same trend. Therefore, the
decrease of the propagation length measured by BLS for the waveguides with larger modu-
lation amplitude is associated to the increase of the total damping parameter α measured
by VNA-FMR.

Our pioneering experiments with the local control of the magnetization direction with-
out applying external magnetic field are a big step forward toward the realization of com-
plex magnonic circuits. Mainly due to the possibility of the zero external magnetic field
propagation of spin waves in magnonic waveguides Damon-Eshbach mode. Until now,
this has been possible only by expoliting structural phase transformation [182], or a di-
rect current flowing through a gold wire underneath the magnonic waveguide [211]. In the
future, this approach of modifying substrate’s topography before the deposition of any
magnetic material can be scaled up via, e.g. nanoimprint lithography [206]. The results of
the thesis can serve as a starting point for more detailed study of the corrugation-induced
effects on the spin-wave properties.
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AE Auger electrons
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CEITEC Central European Institute of Technology

CMOS Complementary metal-oxide-semiconductor
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CVD Chemical vapor deposition
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DI De-ionized

DUT Device under test
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FPI Fabry-Perot interferometer

FSR Free spectral range
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FV Forward volume

FWHM Full width at half maximum

GIS Gas injection system

GSG Ground-signal-ground

IPA Isopropyl alcohol

LED Light-emitting diode

LLE Low-loss electrons

LLG Landau-Lifshitz-Gilbert

LMIS Liquid metal ion source
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MO Magneto-optical

MOKE Magneto-optical Kerr effect

PE Primary electrons

PMCPS 2,4,6,8,10-Pentamethylcyclopentasiloxane

PMMA Poly(methyl methacrylate)

PSSW Perpendicular standing spin waves

PVD Physical vapor deposition

QPD Four quadrant photodiode

RF Radio-frequency

SE Secondary electrons

SEM Scanning electron microscopy

SOC Spin-orbit coupling

SOLT Short Open Load Through

SPM Scanning probe microscopy

STEM Scanning transmission electron microscopy

SW Spin waves

TFPI Tandem Fabry-Perot interferometer

TOSM Through Open Short Match

μBLS micro-focusd BLS
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VNA Vector network analyzer

VNA-FMR Vector network analyzer ferromagnetic resonance

VSM Vibrating sample magnetometry

WD Working distance

YIG Yttrium iron garnet Y3Fe5O12
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A. Vibrating sample magnetometry

In Figure A.1 we provide the vibrating sample magnetometry (VSM) measurement of
the planar continuous NiFe layer. This measurement was used to extract the saturation
magnetization.

Figure A.1: Saturation magnetization of the planar NiFe continuous layer measured by vibrat-
ing sample magnetometry for the in-plane (IP) and out-of-plane (OOP) magnetic
field
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B. List of samples

Sample Purpose Figures

IGY #0.1 testing Si sample Fig. 4.1
IGY #0.2 testing GaAs sample Fig. 4.2
IGY #6 FIB milling test Fig. 4.3, 4.4
IGY #7 FEBID tests with alignment marks Fig. 4.5, 4.6
IGY #8 FEBID tests with magnetic layer Fig. 4.9(c)
IGY #18 planar pads for VNA-FMR Fig. 4.22, 4.23, 4.24, 4.25
IGY #21 smaller amplitudes of modulation

for BLS
Fig. 4.15, 4.16, 4.17, 4.18, 4.19,

4.20, 4.21, 4.27
IGY #23 higher amplitudes of modulation for

BLS
Fig. 4.14, 4.19, 4.21, 4.27

IGY #24 corrugated pads for VNA-FMR Fig. 4.26, 4.27
IGY #25 Discs with different amplitudes of

the modulation and modulation
periodicities for Kerr microscopy

Fig 4.9(a)-(b), 4.10, 4.11, 4.12, 4.13

IGY #0.1 Clean Si substrate used for the pioneering experiments using FIB milling.

IGY #0.2 Clean GaAs substrate used for the resolution test using FIB milling.

IGY #1 Clean Si substrate used for the pioneering experiments using FEBID.

IGY #2 Clean GaAs substrate used for the first experiments using FEBID.

IGY #3 Clean Si substrate used for the pioneering experiments using FIBID.

IGY #4,#5 Clean GaAs substrates used for the growth rate experiments using FEBID.

IGY #6 Clean GaAs substrate used for the modification of the amplitude of modulation fabricated
using FIB milling.

IGY #7 Sample with alignment marks used for the pioneering experiments using FEBID. The
alignment marks were prepared using e-beam lithography. The process was as follows:

• Sample-cleaning Aceton, IPA + Ultrasonic agitation.
• Process of spin-coating: positive e-beam resist AR-P 679.04 spin-coated at 4 000 rpm

for 60 s. Post bake for 3 min on a hot plate heated to 150 ◦C.
• E-beam patterning using acceleration voltage of 20 kV and current 250 pA. The

write field size was 200 μm and the patterning dose was 220 μC/cm2 with a step size
of 10 nm.
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• The development was done for 3 min using AR 600-56 developer.
• Ti 5 nm/Cu 100 nm/Au 10 nm multilayer deposited using e-beam evaporator.
• Lift off in acetone bath for 2 hours followed by ultrasonic agitation.

The substrate corrugation was prepared using FEBID.

IGY #8 Sample with alignment marks and corrugated magnetic layer used for the preparation of
STEM lamella. The alignment marks were prepared as described above (see IGY #7).
The corrugation was prepared using FEBID. In the second lithographic step, 10 nm thick
layer of Nife was prepared in the e-beam evaporator. The parameters of lithography were
the same as for the alignment marks.

IGY#9 – #17 Samples with magnonic waveguides with corrugation-induced uniaxial magnetic anisotropy
and excitation antennas used for the BLS experiments. For the process of fabrication see
sample IGY #21. Samples were either corrupted, destroyed during the fabrication process
or burned during the measurement process.

IGY #18 Sample with alignment marks, planar NiFe pads and coplanar waveguides on top of the
pads used for the VNA-FMR experiments. The alignment marks were prepared as de-
scribed above (see IGY #7). The NiFe pad was prepared in the second lithographic step
using the same parameters as described in sample IGY #8. The coplanar waveguide was
prepared using the same lithographic parameters as in the first and second lithographic
steps, but the multilayer consisted of Ti 5 nm/SiO2 25 nm/Ti 5 nm/Au 100 nm.

IGY #19, #20 Samples with alignment marks, corrugated and planar NiFe pads and coplanar waveguides
for the VNA measurement used for the testing of the technique.

IGY #21 Sample with alignment marks, magnonic waveguides with corrugation-induced uniaxial
magnetic anisotropy and excitation antennas used for the BLS experiments. The align-
ment marks were prepared as described above (see IGY #7). The corrugation below
magnonic waveguides was prepared using FEBID. The magnetic layer was prepared using
the same lithographic parameters as described in sample IGY #8. The excitation antenna
consisted of Ti 5 nm/SiO2 25 nm/Ti 5 nm/Cu 85 nm/Au 10 nm.

IGY #22 Sample with alignment marks for Kerr microscopy testing. Destroyed during lift-off.

IGY #23 Sample with alignment marks, magnonic waveguides with corrugation-induced uniaxial
magnetic anisotropy and excitation antennas used for the BLS experiments. This sample
differed from the sample IGY #21 only in higher amplitudes of modulation prepared
during the FEBID step.

IGY #24 Sample with alignment marks, corrugated NiFe pads and coplanar waveguides on top of
the pads used for the VNA-FMR experiments. The sample differed from the sample IGY
#18 only in the corrugation bellow NiFe pads prepared during the FEBID step prior to
the deposition of the magnetic layer.

IGY #25 Sample was prepared following the same procedure as for the sample IGY #8.

For the designs in gds and dbp of the most important samples visit https://1drv.ms/u/s!A
jRXxnpDOvtejOZ2Hf5as5aHBhMD7Q?e=nuLhHn. If the link is not working, or you have any
additional questions, please contact the author of the thesis on igor.turcan@vutbr.cz.
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