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Abstract
Electron spin resonance (ESR) is a non-invasive magnetic-resonance-based spectroscopic tech-
nique. It is used in many scientific fields such as biology, chemistry, and physics to investigate
systems with unpaired electrons. This doctoral thesis deals with high-frequency electron spin
resonance (HF-ESR) spectroscopy and its use on paramagnetic coordination compounds. The
first part outlines theoretical basics with literature research in this field and shows the HF-ESR
applications. Afterwards, methods used to study systems of interest are presented. Herein,
the complementary spectroscopic methods (XPS, RS, UV-VIS, AFM, SEM) are described, and
the design of a newly built high-vacuum (HV) sublimation chamber was developed for the
preparation of thin films of coordination compounds on surfaces. The next part deals with
results obtained by HF-ESR on molecular quantum bits [Cu(dbm)2], single-molecule magnets
[CoX2(dppf)], [Co(4MeO-L)2Cl2], and vision of graphene-based bolometers for detection of this
class of compounds is outlined. The results are further discussed, and their implications are sum-
marised in conclusions. Finally, references and the author’s outputs make up the final chapters
of this work.

Abstrakt
Elektronová spinová rezonance (ESR) je neinvazivní spektroskopická technika založená na mag-
netické rezonanci. Používá se v mnoha vědních oborech jako biologie, chemie a fyzika pro zkou-
mání systémů s nepárovými elektrony. Tato dizertační práce se věnuje spektroskopii vysoko-
frekvenční rezonance spinů elektronů (HF-ESR) a jejímu použití na paramagnetické koordinační
sloučeniny. V první části je představen teoretický základ s rešerší literatury v této oblasti a jsou
představeny aplikace HF-ESR. Dále jsou představeny metody použité ke studování těchto sys-
témů. Zde jsou popsány doplňující metody (XPS, RS, UV-VIS, AFM, SEM) pro zkoumání
vzorků a je představen návrh nové sublimační komory vysokého vakua, která byla sestavena pro
tvorbu tenkých vrstech koordinačních sloučenin na površích. Následují výsledky dosažené po-
mocí HF-ESR na molekulárních kvantových bitech [Cu(dbm)2], jednomolekulárních magnetech
[CoX2(dppf)], [Co(4MeO-L)2Cl2] a je nastíněna vize bolometrů na bázi grafenu pro detekci této
třídy sloučenin. Výsledky jsou diskutovány a jejich implikace jsou shrnuty v závěru. Reference
a autorské výstupy pak uzavírají celou tuto práci.
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1. Introduction

The fundamentals of electron spin resonance (ESR), sometimes also called electron paramagnetic
resonance (EPR), date back to the end of the 19th century and the discovery of spectral lines
splitting in the presence of an external magnetic field by P. Zeeman [1]. The ESR technique
as such can be then treated as an extension of the Stern–Gerlach experiment. They demonstrated
in 1922 that the magnetic moment of an electron in an atom can acquire only discrete orientations
in a magnetic field [2]. Subsequently, Uhlenbeck and Goudsmit linked the electron magnetic
moment to the electron spin angular momentum [3]. The next contributors were Breit and Rabi
that described the energy levels of a hydrogen atom in a magnetic field [4]. Afterwards, they
studied transitions between energy levels induced by an oscillating magnetic field [5]. This can
be considered as the first observation of magnetic resonance.

Finally, the first observations of an electron spin resonance peak were made in 1944 by
Zavoisky, who detected a radio frequency absorption line from CuCl2·2H2O and MnSO4 salts [6].
He discovered a resonance at the magnetic field B = 4.76 mT for the frequency ν = 133 MHz.
For this case, the g factor in Zeeman splitting term was approximately 2 [7]. Later on, Frenkel
interpreted Zavoisky’s results as showing spin resonance absorption [8]. Subsequent experiments
with higher magnetic fields of 100−300 mT demonstrated the advantage of using higher magnetic
fields and frequencies [9].

The rapid development of electron spin resonance started after World War II due to the
widespread availability of microwave technology used for military purposes. For instance, tech-
nology for X-band (i.e. 8 − 12 GHz) was widely used for radars, and thus components were easy
to obtain at reasonable costs. The field of high frequency/field electron spin resonance (HF-ESR)
has grown since 1970s/1980s thanks to Y. S. Lebedev and L. G. Oransky, who designed a 2-
mm (corresponds to D-band ≈ 140 GHz) band ESR spectrometer containing superconducting
solenoid at the Institute of Chemical Physics in Russia used for physical-chemical investigations
[10, 11]. Nowadays, state-of-the-art instruments for ESR detection benefit from the development
of related fields such as information technology, microwave sources, precise machining, and sen-
sitive detectors. All of this pushes every new ESR instrument to a higher level and allows for
a deeper, quicker, and more sophisticated investigation of diverse materials.

HF-ESR has become a powerful tool in the spectroscopic investigation of paramagnetic
species such as radicals, single-molecule magnets (SMMs), quantum bits (qubits), and sam-
ples with unpaired electrons in general. The principle is the same as in the standard X-band
ESR method operating at the frequency of 9.6 GHz, in which a system with unpaired electrons
is placed in an external magnetic field and irradiated by a microwave. However, the broadband
HF-ESR spectrometers are usually home-built and operate in the frequency range from 90 GHz
to 1000 GHz in high magnetic fields of 10 T and higher and low temperatures of units of kelvin
[12, 13]. HF-ESR is especially beneficial for the determination of intrinsic magnetic properties
and anisotropy of molecular nanomagnets.

This thesis is divided into 6 main chapters, in which the first chapter: Introduction (1) gives
a brief historical background to ESR spectroscopy with extension to high-frequency ESR. The
second chapter: Aims of thesis (2) outlines the goals set by this work and methods in order to ac-
complish them. The chapter: Theoretical background (3) leads the reader through fundamental
physical phenomena connected to ESR spectroscopy such as the connection of electron spin to
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1. INTRODUCTION

statistics, magnetic moments, the spin of an electron, spin Hamiltonian, molecular magnetism,
single-molecule magnets and ends with a short review on applicability of HF-ESR spectroscopy
to various systems. The following chapter: Methods (4) then introduces two approaches of
preparation of thin films used to obtain results for this work – namely, wet-chemistry method of
Langmuir-Blodgett and thermal sublimation in high-vacuum. Characterisation techniques used
to probe prepared samples are then briefly introduced: HF-ESR spectrometer, X-ray photoelec-
tron spectroscopy (XPS), Raman spectroscopy (RS), ultraviolet-visible spectroscopy (UV-VIS),
atomic force microscopy (AFM) and scanning electron microscopy (SEM). The next chapter:
Results obtained (5) describes the main results obtained during my doctoral studies. The last
chapter: Conclusions (6) summarises results and concludes about the main topic of the the-
sis, HF-ESR spectroscopy. Additional chapters include References, Author publications and
outputs, List of abbreviations and Appendices.
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2. Aims of thesis

The goal of this doctoral thesis was to prepare suitable samples and establish deposition routes
for HF-ESR measurements of single-molecule magnets (SMMs) and quantum bits on surfaces,
including layered materials such as graphene. It was carried out by applying a chain of techniques
to achieve the required samples measurable by a novel HF-ESR spectrometer located at CEITEC
Brno. The route can be divided into three following objectives:

1. The first objective was the preparation of suitable samples for HF-ESR spectroscopy. Suit-
able samples are usually in the form of a pellet, single-crystals or solutions. However, in
order to be able to probe on surface capabilities of prepared novel molecular materials,
deposition on various surfaces is needed. Therefore, the effort was put on mastering and
creating a working chain of procedures for making thin films of layered materials, SMMs,
and quantum bits on selected surfaces. There are two routes of depositing such materi-
als: the wet-chemistry approach by dissolving the compound of interest in a solvent with
subsequent deposition and by thermal sublimation from as-synthesised powder. To probe
both paths, we used a glove-bag filled with inert gas and developed our own high-vacuum
(HV) sublimation chamber.

2. Samples prepared either by wet-chemistry or sublimation methods, depending on their
stability, were characterised for their physical and chemical properties on surfaces. For
the surface-sensitive characterisation of thin films, I used available in-house instruments
located in CEITEC Nano core facility: X-ray electron spectroscopy (XPS) - Kratos Ana-
lytical Axis Supra, Atomic force microscopy (AFM) - Bruker Dimension Icon, Raman spec-
troscopy (RS) - WITec Alpha 300 R, Scanning electron microscope (SEM) - High-resolution
FEI Verios 460L, and MOTES ESR laboratory: a home-built sublimation chamber for
preparation of thin films (part of this thesis) and a home-built HF-ESR spectrometer fea-
turing a Virginia diode (VDI) signal generator, amplifier-multiplier chain, a quasi-optical
bridge (Thomas Keating), Cryogenics 16 T solenoid cryomagnet and a VDI heterodyne
detector.

3. Once a suitable sample was prepared and characterised in the bulk form and on a surface,
the final objective was to advance the field of HF-ESR spectroscopy and its applicability
to thin films and layered materials by using various spectrometer setups and make use of
its full capacity. This came hand in hand with theoretical simulations and the fitting of
experimentally measured data.
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2. AIMS OF THESIS

4



3. Theoretical background

3.1. Electron spin and statistical physics

ESR is a spectroscopic technique based on the interaction of the electron spin with a magnetic
field. The spin is a quantum mechanical property of an electron, which belongs to the family
of subatomic particles called fermions. These particles obey Pauli’s exclusion principle, which
implies that in an atom, there cannot be two fermions with the same quantum state (i.e. same
set of the quantum numbers, including the spin S). An electron spin is an intrinsic form of
angular momentum. The corresponding measurable spin projections are half-integer: −1

2 and
1
2 . The connection of spin with statistics was demonstrated by the spin-statistics theorem in
1940 [14]. This connection was important because ESR measurements are usually performed
on an ensemble of spins of paramagnetic species. Electrons are governed by the Fermi–Dirac
distribution, however, in an approximation far from the Heisenberg uncertainty limit, one can
use Boltzmann–Maxwell distribution. Let us assume that paramagnetic centres are in thermal
equilibrium, the population of spins in a sample can be expressed as follows:

ndiff = nupper
nlower

= exp
(

− Eupper − Elower
kBT

)
= exp

(
− ∆E
kBT

)
= exp

(
− hν

kBT

)
, (3.1)

where ndiff is the ratio between number of paramagnetic centres occupying the upper Eupper and
lower Elower energy levels, h is the Planck constant, ν is the microwave frequency matching the
energy levels difference, kB is the Boltzmann constant, and T is the thermodynamic temperature.

The following examples illustrate the difference between states with higher and lower energy
on a system with unpaired electrons at given temperatures and frequencies:

1. X-band: ν = 10 GHz and T = 300 K, then ndiff = 0.998,

2. X-band: ν = 10 GHz and T = 2 K, then ndiff = 0.787,

3. HF-ESR: ν = 1000 GHz and T = 300 K, then ndiff = 0.852,

4. HF-ESR: ν = 1000 GHz and T = 2 K, then ndiff = 3.8 × 10−11.

This is one of the reasons why ESR measurements on paramagnetic samples usually take
place at very low temperatures close to absolute zero. The aim is to put as many spins to
the ground state as possible. This results in the increased sensitivity and higher possibility
of observing the excitation from a ground state to the first excited energy level within the
sample. The increase in sensitivity during low-temperature HF-ESR measurements compared
to conventional low frequency and magnetic field ESR setups is significant.

Figure (3.1) shows how ESR sensitivity can be greatly improved by higher frequencies and
low temperatures.
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3. THEORETICAL BACKGROUND

Figure 3.1: Application of Boltzmann population distribution in ESR of non-interacting param-
agnetic unpaired electrons. This difference causes the observation of an absorption, which is the
change in magnetisation of the probed sample.

3.2. Magnetic moments

Let us consider a case of a classical particle with mass m and charge q rotating with speed v
in a circle of radius r. The circle lies in the xy plane. The circulating electric current I can be
considered as generating a magnetic field equivalent to the magnetic field produced by a point
magnetic dipole as shown in Figure (3.2).

L

m, -e

r

v

A = �r2

z

μ

I

Figure 3.2: A classical model of particle with mass m and charge q = −e such as electron
moving in a circle with radius r and velocity v. Such charged and moving particle has an
angular momentum L = r × p, where p is its linear momentum p = mv. Particle’s motion
is equivalent to a current loop with an associated magnetic dipole moment µ that has opposite
direction to orbital angular momentum L.
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3.2. MAGNETIC MOMENTS

The charge flow per unit time (effective current) is I = qv/2πr. This magnetic dipole has
a magnetic moment µ = IA normal to the plane, with A = πr2 being the area of the circle. The
magnetic moment pointing along the z-axis can be then expressed as:

µz = IA = qvπr2

2πr
= q

2m
mvr = q

2m
Lz, (3.2)

where Lz is the orbital angular momentum along the z-axis and the sign choice depends on the
direction at which the particle rotates. The magnetic moment, due to the motion of the charge,
is proportional to the orbital angular momentum L = r × p as:

µ = q

2m
L, (3.3)

where p = mv is the momentum of a particle with mass m and velocity v. The proportionality
constant is γ = q/2m which is called the gyromagnetic ratio (units in SI: C · kg−1 = s−1 · T−1).
This factor γ converts angular momentum to magnetic moment. When such magnetic moment
is placed in an external magnetic field Bext it will experience a torque τ :

τ = dL

dt
= µ × Bext = − q

2m
Bext × L = ωL × L, (3.4)

where ωL is the Larmor frequency:

ωL = − q

2m
Bext = −γBext, (3.5)

at which a magnetic moment precesses about an external magnetic field.
If we compare Larmor frequency for proton spin and electron spin as illustrated in Figure

(3.3). We get the comparison for two magnetic resonance techniques: NMR vs ESR. The energy
necessary to polarise electron spins is approximately 1000× higher than to polarise proton spins.

Figure 3.3: Comparison of Larmor frequency for NMR and ESR. The technological consequence
is that NMR instrumentation was developed much faster. This is because the energy necessary
to polarise electron spins is higher in ESR than for NMR. The typical X-band measurements take
place at around Bext = 0.34 T and frequency ν = 9.6 GHz which meets the resonant condition
for electron spin polarisation for samples with g-factor of radicals close to 2.
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3. THEORETICAL BACKGROUND

The total magnetisation M =
∑N

i=1
µi

V
, where µi are all individual magnetic dipole moments,

and its change in time can be written as follows:

dM

dt
= γM × Bext. (3.6)

The spin relaxation can be described by following Bloch Equations (3.7), (3.8), (3.9) that
describe magnetisation M = (Mx, My, Mz) as a function of time with two relaxation times τ1
and τ2. τ1 is longitudinal spin-lattice relaxation time and τ2 is transverse spin-spin relaxation
time [15]. Bloch equations in the rotating frame x’, y’, z’ with ω frequency of the microwave
field B1, and ωL being the Larmor frequency can be written as follows:

dM ′
x

dt
= (ω − ωL)M ′

y − M ′
x

τ2
, (3.7)

dM ′
y

dt
= − (ω − ωL)M ′

x −
M ′

y
τ2

+ γB1M
′
z, (3.8)

dM ′
z

dt
= −γB1M

′
y − M ′

z −M0
τ1

, (3.9)

where M0 is the magnetisation in thermal equilibrium and τ1 with τ2 are relaxation times.
The solutions of Equations (3.7, 3.8, and 3.9) for the stationary state: dM ′

x/dt = dM ′
y/dt =

= dM ′
z/dt = 0 are as follows:

M ′
x = γB1(ωL − ω)τ2

2
1 + (ωL − ω)2τ2

2 + γ2B2
1τ1τ2

M0, (3.10)

M ′
y = γB1τ2

1 + (ωL − ω)2τ2
2 + γ2B2

1τ1τ2
M0, (3.11)

M ′
z = 1 + (ωL − ω)2τ2

2
1 + (ωL − ω)2τ2

2 + γ2B2
1τ1τ2

M0. (3.12)

The transformation back to laboratory frame gives:

M =

M ′
x

M ′
y

M ′
z

 =

 M ′
xcos(ωt) +M ′

ysin(ωt)
−M ′

xsin(ωt) +M ′
ycos(ωt)

M ′
z

 . (3.13)

The transverse magnetisation has one component M ′
x which rotates synchronously with B1

about z-axis, whileM ′
y is shifted by 90°. Therefore, M ′

x is the dispersion χ′ in complex magnetic
susceptibility χ = χ′ − iχ′′ while M ′

y is the absorption χ′′:

χ′ = M ′
x

2B1
, (3.14)

χ′′ =
M ′

y
2B1

. (3.15)

Without saturation γ2B2
1τ1τ2 << 1 we obtain:

χ′′ = γτ2M0
2[(1 + (ω − ωL)2τ2

2 ]
, (3.16)

χ′ = γ(ω − ωL)τ2M0
2[(1 + (ω − ωL)2τ2

2 ]
, (3.17)
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3.2. MAGNETIC MOMENTS

Mz = M0. (3.18)
Figure (3.4) The absorption χ′′ and dispersion χ′ plotted against (ω − ωL)τ2. χ′′ was plot-

ted as Lorentzian line shape f(x) = 1/(1 + x2). The Lorentzian shape is the line shape of
a homogeneous EPR line [16].

�', �''

�''

�'

1

(�-�L)�2

Figure 3.4: Line shape for the real and imaginary part of the complex susceptibility χ′ and χ′′,
respectively. χ′′ has a Lorentzian line shape, which is the line shape measured for a homogeneous
ESR line. Taken and adapted from [16].

The half width of homogeneously broadened line is:

∆ω1/2 = 2
τ2
, (3.19)

and maximum value χ′′ is for ω = ωL:

χ′′
max = 1

2
γτ2M0 = 1

2
χ0ωLτ2 = χ0ωL

∆ω1/2
, (3.20)

where

χ0 = M0/Bext. (3.21)
Figure (3.5) illustrates the relaxation of magnetisation.

t

M0

M

����

-M0

0

Mz = M0(1-e-t/�1) 

Mxy = M0e
-t/�� 

Figure 3.5: Scheme of relaxation of magnetisation in time for the longitudinal spin–lattice
relaxation time τ1 and transverse spin-spin relaxation time τ2.
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3. THEORETICAL BACKGROUND

In the typical X-band ESR measurement, a resonant cavity with a sample placed inside
is used. This enables to adjust phase and filter dispersion before the measurement takes place.
On the contrary, in an HF-ESR experiment with a non-resonant cavity mixing of both compo-
nents, dispersion χ′ and χ′′ is present. This makes the subsequent spectral analysis difficult. In
the latter case, the post-measurement evaluation of detected signals and adjustment of phase
is usually necessary.

In quantum mechanics, the total (or generalised) angular momentum operator Ĵ can be
written as:

Ĵ = L̂ + Ŝ, (3.22)
where L̂ is the orbital angular momentum operator and Ŝ is the spin angular-momentum oper-
ator. The precession of total angular momentum is shown in Figure (3.6).

Bext
z

y

x

μz

Jz
J

μ

Bext

Figure 3.6: The precession of an electron with the total angular momentum J and the total
magnetic moment vector µ with their z-component projections in applied external magnetic
field Bext.

At this place, it is important to note that all of operators mentioned in Equation (3.22) are
quantised:

L̂ = ℏ
√
L(L+ 1) L = 0, 1, 2, · · · (3.23)

Ŝ = ℏ
√
S(S + 1) S = 0, 1

2
, 1, 3

2
, · · · (3.24)

Ĵ = ℏ
√
J(J + 1) J = 0, 1

2
, 1, 3

2
, · · · , (3.25)

where ℏ = h
2π is the reduced Planck constant, J is the angular momentum quantum number,

and S is the spin quantum number. The allowed values of the component of Ĵ are restricted
by the quantum number mJ , with increments of −J to +J . This gives in total 2J + 1 possible
components.

The quantisation phenomena arise from the Heisenberg uncertainty principle, as it can be
shown that it is possible to measure one projection and the square of the operator at the same
time (e.g. L̂z, L̂2). This is best understood by the operation of commutation. Two operators
commute if:

[Â,B̂] = ÂB̂ − B̂Â = 0. (3.26)
Commuting quantities can be measured at the same time. This is, however, not the case of
individual components of angular momentum:

[L̂x,L̂y] = iℏL̂z. (3.27)

10



3.3. SPIN HAMILTONIAN

The same applies to other variations of components. They do not commute, and thus they
cannot be measured at the same time.

On the contrary, an arbitrary projection and square:

[L̂z,L̂
2] = 0 (3.28)

commute, and thus they can be measured at the same time. Therefore, it is relevant to consider
arbitrary projection or square of quantised angular-momentum components [9], [17].

An electron in an atom carries two distinctive momenta. The first one is orbital angular mo-
mentum due to its motion about the nucleus. The second already mentioned is intrinsic angular
momentum called spin. Orbital magnetic dipole moment µL and orbital angular momentum L
are proportional to each other both in classical and quantum mechanics, giving the following
expression:

µL = −µBL, (3.29)

where the proportionality constant is Bohr magneton µB = eℏ
2me

.= 9.274 ×10−24J · T−1, taking
into account elementary charge e, mass of an electron me, and ℏ is the reduced Planck constant.
An electron also possesses a spin magnetic dipole given by:

µS = −geµBS, (3.30)

where ge is the electron g-factor and S is the electron spin angular momentum. The total
magnetic dipole momentum can be then written as:

µ = −µB(L + geS). (3.31)

The quantised spin angular momentum obeys the abovementioned Equation (3.24), then the
magnetic spin quantum number mS in general follows mS = −S, (−S + 1),...,+ S. The spin of
an electron has S = 1

2 , therefore it can possess states given by magnetic quantum numbers of
values mS = ±1

2 . When such spin is placed in an external magnetic field Bext aligned along the
z-axis in the Cartesian coordinate system such as Bext = (0, 0, Bext) the energy of a magnetic
dipole will be as follows:

E = −µ · Bext, (3.32)

E = −µzBext, (3.33)

the quantised projection of such spin along z-axis is Sz = mS . If we consider L = 0, we obtain
the energy of the specific electronic spin state:

ES = geµBBextmS , (3.34)

which is the basics of ESR resonance and will be further elaborated in the following section.

3.3. Spin Hamiltonian

The spin Hamiltonian (SH) approach expresses the Hamiltonian in powers of abstract spin-
operators, absorbing the different (spatially dependent) interactions in effective parameters and
thus reducing the complexity of the problem. It is an effective approach where only the lowest-
lying energy states are considered. ESR is a phenomenon that can be described as selective
absorption of electromagnetic wave by an unpaired electron placed in an external magnetic
field.

Figure (3.7) shows the simplest Zeeman energy-level diagram in case of ESR studies for
a particle with a spin 1

2 (one electron) placed in an external magnetic field Bext.
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Bext = 0
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Figure 3.7: Scheme of Zeeman energy-level diagram for a free electron as a function of external
magnetic field Bext. E1 and E2 are energies corresponding to mS = ±1

2 states. The spin
quantum number S is the characteristics of an electron in this case. ge is the g factor for an
electron, µB is the Bohr magneton, and h is the Planck constant.

The Zeeman term in SH can be written as:

ĤZeeman = µBBext · g̃ · Ŝ, (3.35)

where µB is Bohr magneton, Bext is applied external magnetic field, g̃ is a tensor linking the
magnetic field and the spin vectors, and Ŝ is the electron spin operator.

By varying the magnetic field, it is possible to change the energy-level separation. Resonant
absorption is observed for the frequency satisfying E = hν, where ν is the frequency of incident
microwave radiation. The magnitude of the transition equals the energy that must be absorbed
from the radiation in order to excite spins from the lower state to the upper state. Usually, many
simple unpaired-electron systems require the field of approximately 0.34 T for the resonance
to occur at ν = 9.5 GHz. This stems from the electron spin polarisability. The important
implication of the abovementioned Zeeman splitting is that frequency of incident microwave
radiation is linearly dependant on the applied external magnetic field: ν ∝ Bext. Therefore,
with increasing the radiation frequency, the necessity of higher magnetic fields is obvious. This
principle is the basics of ESR spectroscopy.

Figure (3.8) illustrates the further splitting of energy levels due to the hyperfine interaction.
It is caused by the interaction between nuclear spin dipole moment and electron spin dipole
moment and contributes to the SH as:

ĤHFI = Î · Ã · Ŝ, (3.36)

where Î is the nuclear spin operator, Ã is the hyperfine tensor of interaction between nuclear
spin magnetic dipole and the electron spin magnetic dipole, and Ŝ is the electron spin operator.

Another key SH contribution comes from zero-field splitting (ZFS), which is crucial for
spectroscopy of single-molecule magnets (SMMs). They can be imagined as molecular magnets.
Every molecule in SMMs can act as a nanomagnet. The preparation route for such systems is by
means of synthetic coordination chemistry. They are coordination organometallic compounds
consisting of the metallic centre, usually transition metal, lanthanide, or actinide, surrounded by
various organic ligands. The change in the local environment of a metal centre causes a change
in the potential energy of the whole molecule, which can be addressed in SH. HF-ESR is an
essential technique in the investigation of SMMs, as it can probe magnetic anisotropy at the
molecular level. After application of an external magnetic field to a SMM, the magnetisation
will be aligned parallel to an easy-axis, which is the most favourable direction in the term of
energy for the spontaneous magnetisation.
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Figure 3.8: Scheme of hyperfine interaction in a system with electron spin S = 1
2 and nuclear

spin I = 3
2 .

Figure (3.9) illustrates the ZFS in the system with total spin S = 3
2 . It describes variations

in energy levels in a system originating from the presence of more than one unpaired electron
S > 1

2 .
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E
n

er
gy

External magnetic field Bext

mS = ±3
2

Bext 6= 0

hνMicrowave

mS = ±1
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Figure 3.9: Scheme of ZFS interaction in a system with electron spin S = 3
2 and D < 0.

The ZFS interaction term in the SH can be written as:

ĤZFS = Ŝ · D̃ · Ŝ, (3.37)
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3. THEORETICAL BACKGROUND

where Ŝ is the electron spin operator, D̃ is the axial component of magnetic dipole-dipole
interaction, it is symmetric and traceless matrix, which can be diagonalised. The Equation (3.37)
can be rewritten as follows:

ĤZFS = DŜ2
z + E(Ŝ2

x − Ŝ2
y), (3.38)

where Ŝx, Ŝy, and Ŝz are spin operators and:

D = Dzz − 1
2
Dxx − 1

2
Dyy and E = 1

2
(Dxx −Dyy). (3.39)

By subtracting the constant DS(S + 1)/3 from Equation (3.38), the Hamiltonian is

ĤZFS = D

[
Ŝ2

z − 1
3
S(S + 1)

]
+ E(Ŝ2

x − Ŝ2
y). (3.40)

In axial symmetry, Dxx = Dyy, and thus E = 0. Equation (3.38) is then

ĤZFS = DŜ2
z . (3.41)

Therefore, in axial symmetry, only the D parameter is needed to express the energies of the
(2S + 1) spin levels of the S multiplet at this approximation. The effect of the Hamiltonian in
Equations (3.38) and (3.39) is that of splitting the (2S + 1) levels even in the absence of an
applied magnetic field. It is common to limit variation of |D| and |E|:

− 1/3 ≤ E/D ≤ +1/3, (3.42)

where D can be either positive or negative. Positive D corresponds to the easy-plane magnetic
anisotropy, negative D to the easy-axis type magnetic anisotropy. The latter mentioned easy-
axis anisotropy is required in order to chemically tailor useful SMMs. The spin anisotropy
is expressed as the energy barrier that spins must overcome when they switch from parallel
to anti-parallel alignment and can be written as Ueff = |D| × S2 for integer spin number, and
Ueff = |D| × (S2 − 1

4) for half-integer spin number [18]. There are two parameters that can be
changed in general, the total spin number S and the ZFS parameter D, in order to increase
the barrier. It was demonstrated that it is convenient to focus on increasing D rather than
S as there is a fundamental connection between D and S approximately given by D ∝ 1

S2

[19]. However, it needs to be stressed out that energy barrier Ueff is not always proportional to
blocking temperature Tb as many relaxation mechanisms for magnetisation usually occur. This
was shown for many lanthanide-based SMMs in previous studies [20–26]. Therefore, careful
considerations have to be made when correlating energy barriers with blocking temperatures of
SMMs.

For systems with S > 1
2 the ZFS occurs and is usually expressed as the second-order pa-

rameters D and E. In general, it is necessary to include also fourth, sixth, etc., order terms in
the Hamiltonian in order to sufficiently reproduce energy levels. The expansion is applicable
only for even-order terms in the zero-field when calculating the effects on states of the same
configuration. Therefore, it is sufficient to include only terms of order

N = 2, 4, 6,..., 2S. (3.43)

A good approximation is obtained by considering that higher-order terms are relatively smaller
than the lower order terms. Formally, exact expansion can be done by including higher-order
operators such as Ŝ4

z , Ŝ4
x, etc. The best way to exploit point group symmetry is to use so-called

Stevens operator equivalents:
ĤHO =

∑
N,k

Bk
N Ô

k
N , (3.44)
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where the sum is over all N values defined in Equation (3.43) and the integer k satisfies

−N ≤ k ≤ +N. (3.45)

Bk
N are parameters, and Ô

k
N are so-called Stevens operators. The N numbers are limited

according to Equation (3.43), while the k values depend on the point group symmetry [27].
There are also other terms contributing to the SH, however, they are usually very small and

can be often neglected. It is the nuclear Zeeman interaction ĤNZI:

ĤNZI = µnBext · g̃n · Î, (3.46)

which describes the interaction of a nuclear spin with the external magnetic field, it is analogous
to the Zeeman splitting for an electron. Another component is nuclear quadrupole interaction
ĤNQI:

ĤNQI = Î · Q̃ · Î, (3.47)

where Q̃ is the traceless nuclear quadrupole tensor, which describes the interaction of the electric
quadrupole moment of nuclei with spin I > 1

2 with the electric field gradient. This electric
field gradient arises from uneven distributions of electric charges around the nucleus. The last
interaction mentioned here is the electron-electron interaction ĤEEI:

ĤEEI = Ŝ1 · J̃ · Ŝ2, (3.48)

where the J̃ tensor describes the exchange interaction between the two electron spins by including
the isotropic, antisymmetric, and symmetric interactions. By combining all the contributions,
the giant SH can be created:

Ĥ = ĤZeeman + ĤHFI + ĤZFS + ĤHO + ĤNZI + ĤNQI + ĤEEI. (3.49)

The list of SH contributions is exhausting, fortunately, usually only ĤZeeman, ĤZFS, and
ĤHFI are used for the fit of an observed spectrum. The ESR fit to measured data can be
done by using simulation software such as EasySpin [28], which is a toolbox to the MATLAB
program. To conclude this part, the SH approach provides an insight into the description of
magnetic interactions within molecular magnets. HF-ESR is a key technique in the precise
determination of the g factor, which plays a vital role in ESR spectroscopy. It can be imagined
as a dimensionless magnetic moment. It is a unique characteristic of examined material. For an
electron |ge| = 2.00231930436182, it is one of the most precisely determined physical constant
up to date [29]. Lastly, ZFS parameters D and E can be almost exclusively determined by
HF-ESR. They are crucial for the magnetic characterisation of SMMs.

3.4. Molecular magnetism
This chapter provides an introduction to molecular magnetism by describing its characteristic
properties. The notation was taken from the book: Molecular Nanomagnets [27] and review:
Introduction to Molecular Magnetism [30].

Molecular magnetism as a scientific field is a rather new approach, fully developing since
1990s, describing magnetic behaviour at the scale of individual molecules and molecular clusters.
It is an interdisciplinary field, where inorganic and organic chemists design and synthesise new
coordination compounds with increasing complexity based on feedback from physicists that
usually perform and develop experimental measurements in order to model the novel material
properties associated with molecular materials. The rise of this approach is also closely related
to the rising interest in the field of nanotechnology, which spans from natural sciences and the
industrial needs of miniaturisation processes connected to the rapid development of computers.
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3. THEORETICAL BACKGROUND

Along with the need for smaller components in devices, also the need for principles of quantum
mechanics when describing these systems becomes relevant. Both theoretical and experimental
parts are necessary for understanding and controlling matter at the nanoscale.

Figure (3.10) illustrates the transition from the region of permanent magnets with magnetic
domains containing a huge number of spins to molecular clusters with hundreds of individual
spins.

Figure 3.10: The transition from macroscopic to nanoscopic magnets. Change in appearance of
hysteresis loops for multidomain (left), single domain (middle), and individual magnetic moment
(right). Adapted from [27].

At the macroscale, the particles constituting bulk magnets contain billions of individual
spins that are coupled and respond collectively to external stimuli. The magnetic energy is min-
imised by forming domains. Regions within all the individual magnetic moments are parallel
(anti-parallel) to each other. The orientation of magnetic moment in magnetic domains of a para-
magnet is random in the absence of an external magnetic field, and thus the magnetisation of
the sample is zero. When the sample is magnetised, all the individual moments will be paral-
lel to each other, and the magnetisation reaches its saturation value. If the field is decreased,
the magnetisation will not be zero, as in the non-magnetised case, but it will exhibit remanent
magnetisation. Demagnetisation of the sample is possible by going to the negative field, which
is called the coercive field. This is used in order to classify bulk magnets. A small coercive field
is typical for soft magnets (i.e. they do not tend to stay magnetised) and large in the case of hard
magnets (i.e. permanent). TheM/H plot, shown in Figure (3.10) on the left, shows a hysteresis
loop, which gives us information that the value of magnetisation of the sample is dependant on
its history. This is the basis for the use of magnets for storing information.

When reducing the size of magnetic particles, magnetic anisotropy A of the sample comes
into play:

A = KV, (3.50)

where V is the volume of the particle, and K is the anisotropy constant of the material.
Figure (3.11) shows the energy of the system as a function of the orientation of the magnetic

moment. The anisotropy of the magnetisation is of the Ising type (i.e. the stable orientation of
the magnetic moment of the particle is parallel to a given z direction).
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Figure 3.11: Energy of an Ising (easy axis) - white arrows in grey circles as a function of the
angle of the magnetisation from the easy axis. Quantum double-well potential for three cases. (a)
Case for zero external magnetic field Bext = 0 and positive D > 0 parameter. The ground states
mS are located in the minimum of potential well and spin states are inseparable. (b) The second
case for zero external magnetic field Bext = 0 and negative D < 0 parameter. The spin states are
separated by energy barrier Ueff . The relaxation mechanisms of magnetisation are depicted for
this case: quantum tunnelling of magnetisation (QTM) - blue arrow, thermally assisted quantum
tunnelling of magnetisation (TA-QTM) - green arrow, Raman process involving relaxation from
virtual states - grey arrow, and Orbach process over the barrier - red arrows. (c) The third case
for non-zero external magnetic field Bext ̸= 0 and negative D < 0 parameter. This case with
external magnetic field lifts the degeneracy of energy levels.
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The bottom-left well represents energy minimum for magnetisation down, the bottom-right
well energy minimum for magnetisation up, and the top between wells represent energy maximum
for the magnetisation at 90 ° from the easy axis. When reducing the size of the sample, the
barrier for the reorientation of the magnetisation becomes comparable to the thermal energy. If
the sample is prepared with up magnetisation (right well), some of the particles with enough
energy can jump over the barrier and reverse their magnetisation. After a while, the equilibrium
between up and down is established (i.e. half of them will be in the left and half in the right well)
because the two minima have the same energy. The system will no longer be magnetised in zero
magnetic field as a paramagnet. If, however, an external magnetic field is applied, one of the
two wells will lower its energy, and the other will increase it. The two wells will have different
populations, and the system behaves as a paramagnet, but since the response to the external
perturbation of the system comes from all the individual magnetic centres, it will be large. These
particles are called superparamagnets with interesting applications in magnetic drug delivery,
magnetic separation of cells, and as a contrast agent for magnetic resonance imaging. The size
of particles needed to observe this superparamagnetic behaviour ranges from 2 to 30 nm.

An important feature of the superparamagnet is whether the observation of either static
or dynamic magnetic behaviour depends on the time-scale of the experiment used for such an
investigation. For example, during AC magnetic susceptibility measurement with the oscillating
field at ν = 100 Hz, static behaviour with a blocked magnetisation is observed if the character-
istic time required for the particle to overcome the barrier is longer than τm = (2πν)−1. On the
contrary, dynamic behaviour is observed for shorter τm. The characteristic time for the reori-
entation of the magnetisation can be calculated, assuming thermally activated process, as an
exponential dependence on the energy barrier with Arrhenius behaviour, as observed in many
other thermally activated and chemical processes:

τN = τ0 exp KV

kBT
, (3.51)

where τN is the Néel relaxation time - the time it takes to randomly flip magnetisation, τ0 is the
attempt time - material property, KV is magnetic anisotropy - energy barrier of magnetisation,
kB Boltzmann constant and T absolute temperature.

For the case of τm >> τN the magnetisation will flip many times and the total magnetisation
of observation will be zero. In the case of τm << τN the magnetisation will not flip during the
measurement and we observe the initial magnetisation. The blocking temperature can be then
defined as the temperature at which the relaxation time of the magnetisation τN = τm. The
blocking temperature can be obtained from Equation (3.51) by expressing for temperature:

TB = KV

kB ln( τm
τ0

)
. (3.52)

Every molecule of SMM can act as a nanomagnet. The preparation route is by means of
synthetic chemistry. The structure of such SMM is the following: the metallic centre, usually
transition metal, lanthanide, or actinide, is surrounded by various organic ligands.

3.5. Single-molecule magnets
Single-molecules magnets (SMMs) are coordination complexes composed of transition metals
or lanthanides/actinides containing central magnetic atoms (e.g. Co, Mn, Fe, Cu, Gd, Er, Tb,
Dy) surrounded by organic ligands. Their magnetic properties exhibit highly anisotropic mag-
netisation, directional preference, similarly to regular bar magnets. Such magnet placed to an
external magnetic field becomes magnetised along their easy axis of magnetisation. A molecules
with temperature below blocking temperature (usually tens of kelvin) preserves its magneti-
sation even for years, and the molecule behaves as a nanoscopic magnet - a single-molecule
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magnet. Figure (3.12) illustrates the first molecule [Mn12O12(O2CCH3)16(H2O)4] - shortly Mn12
for which such behaviour was observed and described [31]. Since this milestone, SMMs have
become widely studied in the field of magnetism. They can have a long relaxation time (years at
temperatures below 2 K) [32] and can exhibit an atypical hysteresis curve with apparent steps
stemming from quantum tunnelling of magnetisation. These attributes make them promising
for future applications in data storage and quantum computing.

Figure 3.12: Left: depiction of Mn12 molecule. Green spheres represent four Mn(IV) ions and
orange spheres are eight Mn(III), the rest represent twelve oxygens and octane ligands. Middle:
potential energy barrier dependency of magnetisation direction of molecule giving rise to overall
spin S = 10 in non-zero external magnetic field. Right: atypical hysteresis curve of magnetisation
M dependency on magnetic field H. This hysteresis is typical for SMMs at low temperature
and illustrates quantum tunnelling of magnetisation with apparent step-like character. Taken
and adapted from [31–33].

Thanks to the dimension of individual molecules, the increase in data storage capacity would
be significant compared to current technologies. Let us consider a monolayer of [Mn12] on
a substrate. There are 2 molecules per unit cell 17 × 172 [34]. Therefore, we can calculate how
many molecules - bits could be placed on the area of one m2:

Area density = 2
(17 × 10−10)2 ≃ 700 000 Tbit/m2. (3.53)

This is of course theoretically speaking, and many other issues must be dealt with, but
increase of approximately 400× might be expected compared to an affordable solid-state drive
(SSD) as of 2021 with the density of 1.2 Tbit/in2 = 1860 Tbit/m2.

At this point, it is convenient to summarise optimal conditions to be met by a system in
order to be considered as a single-molecule magnet, which is generally a class of metal-organic
compounds with the following features [30]:

1. It is a molecule that exhibits slow relaxation of the magnetisation of purely molecular
origin.

2. It can be magnetised in a magnetic field, and that will remain magnetised even after
switching off the magnetic field.

3. It is inherent molecular property, and no interaction between molecules is necessary for
this phenomenon to occur.

4. It can be dissolved in a solvent or put in a matrix (polymer), and it will still exhibit
properties listed above.
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3.6. Quantum bits
The term quantum bit - shortly a qubit is the basic unit of quantum information. It is the
quantum version of the classic binary bit 0 or 1. A qubit is a two-state quantum-mechanical
system such as the spin of an electron or the polarisation of a single photon. The word quantum
bit was firstly used in the seminal work on quantum coding [35]. Following Equation (3.54) The
linear combination of states is called superposition, and it is the working principle of qubits:

|ψ⟩ = α|0⟩ + β|1⟩, (3.54)

where α and β are complex numbers. The |0⟩ and |1⟩ are basis states. The output of a qubit
measurement can still only be 0 with probability |α|2 or 1 with probability |β|2. The probabilities
sum to one, and thus: |α|2 + |β|2 = 1. With this knowledge we can rewrite the Equation (3.54)
as:

|ψ⟩ = eiγ
(

cosΘ
2

|0⟩ + eiφsinΘ
2

|1⟩
)
, (3.55)

where Θ, φ and γ are real numbers. The phase factor eiγ does not change the expected values
of measurement and by omitting we get:

cosΘ
2

|0⟩ + eiφsinΘ
2

|1⟩, (3.56)

with Θ and φ defining a point on the unit 3D-sphere, a Bloch sphere as shown in Figure (3.13).
z

x

y

0

1

�

�

�

Figure 3.13: Bloch sphere representing a qubit.

In this first part, we have introduced qubits and their representation on a Bloch sphere. Now
we can briefly explain what multiple qubits can be used for and how quantum computing can
be achieved with them. In the case of two qubits we have four computational basis states: |00⟩,
|01⟩, |10⟩, and |11⟩. The vector describing the two qubits is then as follows [36]:

|ψ⟩ = α00|00⟩ + α01|01⟩ + α10|10⟩ + α11|11⟩. (3.57)

The physical realisation of qubits for quantum computing was postulated in 2000 with five
plus two criteria required to be met before a feasible quantum computing can be implemented
[37]. It is also necessary to bear in mind that not all computational tasks can benefit from
quantum computing [38]. However, it can be very helpful for tasks that can be sped up, such
as locating an entry in a database of n entries [39] or factoring an n-digit number [40]. The
proposed criteria are as follows:
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1. A scalable physical system with well-characterised qubits - this first condition
implies that it should be possible to scale up the system and have control over the physical
properties of such system. Many physical systems can be implemented as qubits such
as the photon, electron spin, nuclear spin, Josephson junction or quantum dots.

2. Ability to initialise the state of the qubits to a simple fiducial state, such
as |000...⟩ - this requirement involves the ability to start computation with zeroed states,
having a fresh supply of qubits in the low-entropy state such as |0⟩ state.

3. Long relevant decoherence times - decoherence time τ2 is characteristics of qubit
interaction with its environment, it indicates how long a qubit stays in the knows state
unaffected by impairing effects, and thus for how long the quantum computation can be
performed.

4. A universal set of quantum gates - quantum logic gates are building blocks for com-
puting. They represent a set of unitary (e.g. rotation in Bloch sphere) transformations,
each acting on a small number of qubits.

5. A qubit-specific measurement capability - this means readability of quantum com-
putation with the ability to measure specific qubits. Ideally, the density matrix is ϱ =
= p|0⟩⟨0| + (1 − p)|1⟩⟨1| + α|0⟩⟨1| + α∗|1⟩⟨0|, the outcome should be 0 with probability p
and 1 with probability 1 − p, independent of α and any other parameters of the system.
This would give a quantum efficiency of 100%. Luckily, much lower efficiencies, even less
than 1%, are used for successful quantum computing [41], the final measurement is then
done as an ensemble average.

The other two requirements are connected to the ability to inter-convert stationary and
flying qubits - which is a qubit that can be sent freely from one node to another (e.g. photon
polarisation). It should also be possible to reliably transmit these flying qubits between specified
locations. All the abovementioned criteria make a set of strict rules that need to be met in order
to implement successful quantum computing. Herein, the part of the thesis focused on the first
criterion - selection of a scalable and well characterised molecular quantum bit which is described
in the Results section (5).

The path we have explored was the molecular qubits, where one molecule serves as one qubit.
Usually, a spin of an unpaired electron in coordination compound with organic ligands as pro-
tection against the environment is used. The Figure (3.14) shows temperature dependence of
spin-spin relaxation time τ2 for various qubits from coordination complexes to nitrogen-vacancy
centres (NVC) in diamond. The effort is usually in the reduction of nuclear spins in the systems.
This can be done by replacing hydrogen in compounds with deuterium.
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Figure 3.14: Illustration of temperature-dependence of spin-spin relaxation time T2 = τ2 for
a range of molecular qubit complexes with crystal structure of a few selected. Purple, orange,
pink, light blue, green, maroon, light green, blue, yellow, red, and grey spheres represent iron,
copper, chromium, nickel, vanadium, bromine, fluorine, nitrogen, sulfur, oxygen, and carbon
atoms, respectively. Taken and adapted from [42].
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3.7. High-frequency electron spin resonance (HF-ESR) applica-
tions

HF-ESR is a powerful tool in the spectroscopic investigation of paramagnetic species such as rad-
icals, SMMs, quantum bits (qubits), and samples with unpaired electrons in general. It is based
on the standard X-band ESR technique operating at the frequency of 9.6 GHz, in which a system
with unpaired electrons is placed in an external magnetic field and irradiated by an electromag-
netic wave in the form of the microwave. These HF-ESR spectrometers are mostly home-built
and operate in the frequency range from 100 GHz to 1000 GHz in a high magnetic field (units
of tesla) and low temperatures (units of kelvin). They have proved to be crucial in the inves-
tigation of magnetic anisotropy of SMMs and their ground states in the pioneer SMM system
of Mn12 [31]. The microwave frequency of 300 GHz was needed to observe a transition from
mS = 10 to mS = 9 in the zero magnetic field [43]. The main parameters obtained from HF-
ESR measurements in the context of SMMs are the ZFS parameters D and E, which represent
interactions of the energy levels of a molecule/ion resulting from the presence of more than one
unpaired electron. ZFS parameter D is the axial component of magnetic dipole-dipole inter-
action, and E is the transversal component describing the rhombicity of a system [19]. The
palette of measurable samples by HF-ESR spans from polynuclear clusters as mentioned before,
such as Mn12, to dimers consisting of different transition metal ions such as Cu(II), Cr(III), and
Ni(II). For instance, the system with Cu(II) was thoroughly studied in Cu2Ac by HF-ESR, and
the ZFS parameter D was revealed and found to be negative, which is a crucial requirement for
the application as a SMM [44]. Besides dimeric compounds, fundamental magnetic properties of
many mononuclear complexes single-ion magnets (SIMs) can be unambiguously determined by
performing HF-ESR measurements with the subsequent fitting of the system’s spin Hamiltonian.

Figure (3.15) shows one of the first HF-ESR applications made on a pioneer molecular cluster
with SMM behaviour Mn12 [45].

Figure 3.15: Polycrystalline powder HF-ESR spectra of Mn12 at different temperatures for
selected frequencies of a) 245 GHz, b) 349 GHz, and c) 525 GHz. The narrow signal is given by
1,1-diphenyl-2-picrylhydrazy (DPPH) reference (g = 2.0037). Taken and adapted from [45].

The performed measurements helped to understand quantum tunnelling of the magnetisation
at low temperatures. Polycrystalline powder spectra of Mn12 were recorded at the excitation
frequencies of 158 GHz, 245 GHz, 349 GHz, 428 GHz, and 525 GHz, in a spectrometer equipped
with a 12 T magnet. The spectra at 35 K show many feature at low field corresponding to the fine
structure expected for an S = 10 multiplet split in zero field by crystal-field effects. The results
showed that HF-ESR is a unique tool for the determination of the crystal-field parameters in
large spin clusters.

Figure (3.16) illustrates another study which was focused on multi-frequency HF-ESR study
performed on the SMM with chemical formula [Fe8O2(OH)12(tacn)6]Br8·9H2O, in which tacn =
1,4,7-triazacyclononane. Polycrystalline powder spectra allowed for the estimation of the ZFS
parameters up to fourth-order terms. The single-crystal spectra have provided the principal
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directions of the magnetic anisotropy of the cluster. These results have been compared with an
evaluation of the intracluster dipolar contribution to the magnetic anisotropy; this suggested
that single-ion anisotropy is the main contributor to the magnetic anisotropy [46].

Figure 3.16: a) Experimental (bold) and calculated spectra recorded on a pellet of Fe8 at 190 GHz.
Upper curve at T = 10 K; lower curve at T = 5 K. A small DPPH marker was added for field
calibration, b) experimental (bold) and calculated spectra of a single crystal at 190 GHz, with
the main magnetic field parallel to the easy-axis. The calculated spectra were obtained with the
parameters determined from the powder study. Taken and adapted from [46].

As mentioned previously, the HF-ESR technique is especially powerful in determining the
parameters of magnetic anisotropy stemming from a spin Hamiltonian. The magnetic behaviour
of SIMs is governed by the anisotropic ZFS parameters, D and E, according to the following
simplified Hamiltonian: ĤZFS = D

[
Ŝ2

z − 1
3S(S + 1)

]
+ E(Ŝ2

x − Ŝ2
y), where D and E are the

axial and rhombic ZFS parameters, respectively, S is total spin number, and Ŝi are the spin
operators, which describe the spin projection along a given axis. The role of D and E can
be thought of as partial removal of the degeneracy of the 2S + 1 spin microstates associated
with a given S, in the absence of an applied magnetic field. When D is negative, the energy
difference between mS = 0 and mS ± S, denoted U , represents an energy barrier to thermal
inversion of the magnetic moment. This means that if the thermal energy of a system (kBT )
is less than U , the system will be unable to randomly re-orientate its magnetic moment and will
thus remain trapped in a potential energy minimum. Under such circumstances, if the system
is magnetised under an applied external magnetic field, upon removal of this field, it can retain
this magnetisation (provided kBT never becomes greater than U). This gives rise to a magnetic
hysteresis effect at low temperatures of purely molecular origin, which is the defining feature of
a SMM/SIM [47].

The HF-ESR applicability is, however, not only limited to SIMs/SMMs but there are also
studies on magnetic-field-induced phase transition in BiFeO3, where bismuth ferrite as a magneto-
electric material, which simultaneously possesses polarisation and spin ordering, was investigated.
HF-ESR was used as a local probe of the magnetic order in the magnetic field range of 0−25 T, in
the frequency domain of 115−360 GHz, and at the temperature of 4.2 K. The data revealed signif-
icant changes in the ESR spectra with increasing field, which have been analysed by taking into
account the magnetic anisotropy of the crystal and a magneto-electric Dzyaloshinsky-Moria-like
interaction. The results demonstrated an induced phase transition from an incommensurately
cycloidal modulated state to one with homogeneous spin order [48].

A complex multi-frequency HF-ESR study was published in 2006 and highlighted HF-ESR
spectroscopy as a powerful tool to accurately determine ZFS in high-spin transition metal co-
ordination complexes. These studies have been performed on complexes of nearly all high-spin
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first-row transition metal ions. Advances in instrumentation, such as the use of tunable or quasi-
tunable frequency sources, quasi-optical propagation techniques, ever higher fields, and devel-
opments in fitting and analytical software have contributed greatly to these advances. Fitting
of dense HF-ESR field-frequency data sets allowed determination of spin Hamiltonian parame-
ters with tremendous precision (in ideal cases D, E values better than ±0.001 cm−1, and quite
routinely ±0.01 cm−1), significantly greater than results obtainable from magnetometry. More
importantly, HF-ESR as a resonance technique provides much greater accuracy in determin-
ing all of the spin Hamiltonian parameters (especially the E term and potentially fourth-order
terms) than magnetometry. Many of these recent HF-ESR studies have applied ligand-field the-
ory (LFT) to make full use of these parameters to understand the complete electronic structure
of these transition metal ion complexes [49].

Figure (3.17) depicts HF-ESR spectra of CoX(PPh3)3, X = Cl, Br, that are relatively rare
examples of a tetrahedral complex of Co(I), with S = 1, as opposed to the more common square
planar/pyramidal complexes of S = 0 in Co(I).

(a) (b)

Figure 3.17: HF-ESR spectra of polycrystalline a) CoX(PPh3)3 at 406.4 GHz, 10 K, and b)
CoBr(PPh3)3 at 331.2 GHz, and 10 K. The black traces are experimental results, while the
coloured traces represent simulations for the three individual triplet states identified in the
sample (green = A, blue = B, red = C), and also their sum (magenta trace). Taken and
adapted from [50].

In combination with LFT and quantum chemical calculations by density functional theory
(DFT), HF-ESR was used to understand the electronic structure of these and related Co(I)
complexes. LFT was used to analyse the electronic absorption spectra of all three complexes
quantitatively. The combination of this analysis with HF-ESR allowed them to conclude that
the Cl and Br, and likely I, complexes have a 3A2[3T1(F)] electronic ground state (C3v symme-
try). The analysis also showed similar bonding interactions, however, weaker than in analogous
Ni(II) complexes, and could also reproduce the positive sign of the axial ZFS (D parameter),
determined by HF-ESR [50].

Another example shows HF-ESR measurements performed on two binuclear copper com-
plexes, [Cu(CH3COO)2]2(H2O)2 and [Cu(CH3COO)2]2(pyrazine). The definitive determination
of ZFS parameter D in binuclear copper(II)carboxylates was presented, when contrary to litera-
ture reports, the D was found to be negative with the resultant suggestion that D is most likely
negative in all binuclear copper carboxylates exhibiting the “paddlewheel” structure [51].

Field-induced hysteresis and quantum tunnelling of the magnetisation in a mononuclear
Mn(III) complex is yet another example where HF-ESR can serve as a useful technique. The
complete study on synthesis, structural characterization, spectroscopic and magnetic properties,
and theoretical calculations of Ph4P[Mn(opbaCl2)(py)2], where [H4opbaCl2] = N,N’-3,4-dichloro-
o-phenylenebis(oxamicacid), py = pyridine, and Ph4P+ = tetraphenylphosphoniumcation] was
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reported [52]. This complex proved to be the first example of a mononuclear Mn(III) complex
exhibiting a field-induced slow magnetic relaxation behaviour, thus increasing the number of
first-row transition-metal-ion SIMs.

HF-ESR was also successfully applied to probe energy levels in a novel lanthanide-based SIM
such as [C(NH2)3]5[Er(CO3)4]·11H2O which was comprehensively studied by means of a large
number of different spectroscopic techniques, including far-infrared, optical, and magnetic res-
onance spectroscopies. A thorough analysis, based on the crystal field theory, allowed an un-
ambiguous determination of all relevant free ion and crystal field parameters. Authors showed
that the inclusion of methods sensitive to the nature of the lowest-energy states was essential
to arrive at a correct description of the states that are most relevant for the static and dynamic
magnetic properties. The spectroscopic investigations also allowed for a full understanding of
the magnetic relaxation processes occurring in this system [53].

A SMM behaviour was also observed in a Mn(III) ion with tridentate Schiff-base ligands. The
slow magnetic relaxation was observed in the tetraphenylborate salt of [Mn(3-OEt-salme)2]+,
where (salme = N-methyl-N-(3-aminopropyl)-salicylaldiminate), which was the first example
of a Mn(III) complex with tridentate donors displaying SIM behaviour by 2016. This choice
of a tridentate ligand with three non-equivalent donor atoms should also favour a rhombic
distortion, as well as high values of D and E. HF-ESR studies revealed two distinct large axial
D = −4.60 cm−1 for unit A and D = −4.18 cm−1 for unit B [54].

A recent multi-frequency HF-ESR study, which along with other techniques such as mag-
netic susceptibility measurements and DFT calculations, probed magnetic properties of Cu(II)
ions and their magnetic interactions in the porous metal−organic framework compound
3
∞[Cu(prz−trz−ia)], where prz = pyrazinyle, trz = triazolyl, and ia = isophthalic acid. Two
distinct cupric ion species were found to contribute to the overall magnetic susceptibility of the
polycrystalline material. The ESR experiments revealed the existence of two distinct copper
species, where the 85 % of the copper were antiferromagnetically coupled via the triazole rings
with an isotropic exchange coupling J1 = 26 cm−1. The magnetic susceptibility measurements
provided an intrapair exchange coupling constant in excellent agreement with the value proposed
by DFT computations [55].

HF-ESR spectroscopy applied to study pseudotetrahedral Cr(IV) siloxide complex and re-
lated homoleptic tetracoordinate Cr(IV)L4 complexes highlights the necessity of high frequencies
in some examples. These complexes are comprised of a variety of donor atoms in their simplest
forms, C as alkyl (L = R3C−), N as amide (L = R2N−), and O as alkoxide (L = RO−), with L =
F included for completeness. Although no thermally stable molecular complex of formula CrF4
exists, they can be found at a low temperature in a matrix isolated species. They have spin-
triplet ground states with a very small magnitude of ZFS so that conventional (e.g. X-band) ESR
was sufficient to observe readily interpretable spectra. In contrast, the Cr(IV) siloxido complex,
Cr(DTBMS)4, where DTBMS = −OSiMetBu2(di-tert-butylmethylsiloxide), was not amenable
to conventional ESR-field/frequency conditions. Only HF-ESR studies on this complex, revealed
that D ≈ +0.5 cm−1 [56].

Last but not least, HF-ESR can also be used to study layered materials such as graphene
for studying phenomena as cyclotron resonance [57] or recently for the contactless HF-ESR
spectroscopy of large-area graphene, which is depicted in Figure (3.18). Shubnikov–de Haas
oscillations were compared simultaneously and detected by microwave absorption and by con-
ventional contact Hall bar measurements in magnetic fields up to 15 T on a quasi-free standing,
large area (≈ 25 mm2) monolayer graphene [58].

To conclude this section, HF-ESR is a useful technique in the investigation of fundamental
magnetism and electronic structure in diverse materials ranging from layered materials such
as graphene and transition-metal dichalcogenides to SMMs, and qubits. Especially, transition-
metal coordination complexes and lanthanide/actinide-based SMMs were mostly investigated by
means of HF-ESR as it can very precisely determine ZFS parameters and the sign of the axial D
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Figure 3.18: a) Top: Hall measurement of the sample, middle: the microwave absorption mea-
surement; since field modulation is used, the derivative of the absorption signal is measured,
bottom: the optical absorption of the sample obtained by integrating the spectrum in the mid-
dle. The black curves represent the measured data set and red the symmetrised data used for
evaluation, b) temperature-dependent transport measurements, left: temperature dependence
of the microwave absorption conductivity, the data is normalised and offset for clarity, right:
Hall measurements show the same trends as the microwave absorption measurements. The data
is normalised, and the offset is shifted for clarity. All measurements were performed at a bath
temperature of T = 2.3 K, a microwave frequency of 320 GHz, a modulation field of Bmod = 20 G
and an excitation current of I = 5 µA. Taken and adapted from [58].

parameter. In general, all paramagnetic species can be measured and evaluated. There is also
a great benefit when using it in combination with quantum chemistry calculation methods
and ligand field theory. Current limitations are still in terahertz technology and laboratory
demands for a spectrometer. Nowadays, most HF-ESR spectrometers in use are home-built
as they require a combination of a superconducting magnet, a precise quasi-optical microwave
propagation path, and a terahertz microwave source. Another challenge is related to data
acquisition and processing. Whereas most widely spread spectroscopic techniques such as Raman
spectroscopy, X-ray photoelectron spectroscopy, ultraviolet-visible spectroscopy, and others are
fairly optimised, and their data processing is usually automatised, the HF-ESR is not. Therefore,
HF-ESR still offers plenty of room for improvement when it comes to user-friendly experience
and data acquisition and its further processing. Despite the rather immature nature of the
technique, it has proven to be a versatile and effective spectroscopic method.
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This chapter briefly presents methods and techniques used for the preparation and character-
isation of samples studied during my doctoral studies. It starts with an overview of sample
preparation routes based on wet-chemistry and thermal sublimation.

4.1. Thin film preparation

The as-synthesised coordination compounds, namely single-molecule magnets (SMMs), come in
the form of a bulk powder or a single crystal. This form is, however, not suitable for applications
nor controlled manipulation. Therefore, there is a need for feasible deposition techniques for
these systems in order to be able to deposit in a controlled manner nanostructured layers onto
selected substrates. The need for miniaturisation stems from the electronics industry. The
current electronics is limited by the quantum tunnelling phenomenon, which occurs for objects
as small as units of nanometres and smaller. Such objects can no longer be effectively controlled
due to leakage currents. Similar problems appear in magnetic materials with classical domains.
When they reach a critical size, the magnetic moments are being switched uncontrollably by
thermal fluctuations. The solution to this miniaturisation challenge could be magnets based on
magnetic molecules, SMMs [27, 31, 59]. These coordination complexes with central metal atoms
surrounded by organic ligands exhibit magnetic bi-stability with slow relaxation of magnetisation
of purely molecular origin. The link between magnetism and electronics is an electron. It
represents the smallest magnetic dipole moment and electric charge carrier at the same time.
The intrinsic angular momentum of an electron is quantised and called spin. The spin electronics
(spintronics) deals with the control over electron spin and, together with molecular electronics,
promise novel applications [60].

Magnetic properties of SMMs can be very precisely measured in bulk by a high-frequency
electron spin resonance (HF-ESR) spectrometer, where the magnetic anisotropy necessary for
a molecule to behave as a SMM can be determined. Nowadays, the current effort is put on
making thin films, ordered arrays or self-assembled monolayers that would lead to technological
applications [61, 62]. The key for this is to understand the behaviour and adsorption of SMMs
on surfaces since their exposed surface offers many application possibilities but also brings many
challenges as these molecules can oxidise, decompose or degrade in ambient conditions. The
current state-of-the-art in the determination of magnetic properties of very thin films is the X-ray
magnetic circular dichroism (XMCD) technique, which requires measurements at synchrotron
facilities. We aim at making it cheaper and achievable by HF-ES spectroscopy.

There are several ways how to produce nanostructured thin magnetic films. They can be
deposited onto a substrate via wet-chemistry protocol from a solution or by thermal sublimation
from a solid phase by using an effusion evaporator [63]. Figure (4.1) shows the wet-chemistry
based deposition techniques I came across during my studies.
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Figure 4.1: Illustration of wet-chemistry based techniques. Drop-cast in inert N2 or Ar at-
mosphere and spin coating are the simplest deposition techniques from a dissolved coordina-
tion compound in a solution. The following sections will be devoted to the description of the
Langmuir-Blodgett technique that proved to be a viable deposition route. The last atomic layer
injection is the BihurCrystal’s ALI-1000 that utilises mixing solution with a carrier gas and
controlled injection onto the substrate in high-vacuum conditions.

Some molecular systems can be transferred onto substrates while maintaining almost un-
changed magnetic properties directly by chemical grafting from a solution [64–66]. The lat-
ter transfer technique includes thermal treatment with deposition at elevated temperatures by
heating the molecular systems promoting their sublimation under vacuum conditions without
decomposition [67, 68].

We have shown in previous studies that we are able to determine magnetic properties of
organometallic compounds on surfaces with thickness of 100 nm [69, 70] and even a monolayer
[71] based on HF-ESR measurements. This is where we want to excel and push the current
limits, the precise characterisation of magnetic properties on surfaces. Therefore, our ultimate
goal is to be able to fully characterise thin films of magnetic materials inside our lab and in-house
within CEITEC BUT, therefore, decreasing the chance of sample damage during transportation
and manipulation.

4.1.1. Langmuir–Blodgett deposition

The structure of this section follows book: Langmuir–Blodgett Films: An Introduction [72],
and PhD thesis: A Modified Langmuir–Schaefer Method For the Creation of Functional Thin
Films [73]. The history of a monolayer-thick film started hundreds of years ago. Already
ancient Babylonians created patterns by spreading oil on the water surface. The first technical
application of floating organic films dates back to 12th century when coloured dyes composed
of sub-micrometre particles (ink) mixed with proteins were spread on a water surface to create
patterns. Subsequent horizontal dipping of a paper onto an air-water interface created unique
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drawings1. A detailed report on molecular layers was given by B. Franklin in the first scientific
report on surface chemistry in 1774. During his observations of wave attenuation on a water
surface (thought to be caused by leaking oil around ships), he noticed a calming effect of oil on
water. After depositing a small amount of oil onto a water surface, he observed that area covered
by the oil layer was left unaffected by wind and had an attenuating effect on the water surface.
If Franklin had calculated the thickness of the oil layer created from the volume of roughly 2 mL
spreading over 2000 m2, he would have found that the layer was approximately 1 nm thick.

The next contributor was Lord Rayleigh, who attempted to measure accurately the quantity
of olive oil, which was needed to cover a water surface. He found that 0.81 mg of olive oil
was needed to cover an area of 555 cm2 resulting in a 16 Å thick layer. This length appeared
to be a monomolecular layer of the triolein molecule (C57H104O6), which constitutes olive oil.
Significant progress was also made by A. Pockels, who created the prototype of today well-known
Langmuir–Blodgett trough (shallow container with movable barriers which are used to sweep
the surface clean and to compress or relax any thin film).

Finally, the crucial step was made by I. Langmuir, who introduced a novel concept about
molecular conformation at the air/water interface2. He also mentioned the possibility to trans-
form such a layer at the air/water interface onto a substrate. This was, however, done afterwards
by K. Blodgett and published in the Journal of the American Chemical Society (JACS) in 1934
and 1935, respectively. This milestone denoted the birth of the Langmuir–Blodgett (LB) de-
position method, and Langmuir film being the expression ascribed to the monomolecular layer
at the air/water interface. LB deposition refers to an approach where the sample plate is low-
ered into the trough vertically. If the sample is inserted horizontally, the technique is called
Langmuir–Schaefer (LS). The rebirth of LB and LS deposition starts in 1980s and with numerous
modifications still provides a reasonable deposition technique.

Thermodynamic equilibrium

When an arbitrary thermodynamic system is left to itself, properties such as (p – pressure, V –
volume, T – temperature) generally change in time. This system, however, after a sufficiently
long time, will reach a state of thermodynamic equilibrium. The equilibrium is achieved when
the free energy is minimised. For systems at constant volume, this is expressed by the Helmholtz
function F :

F = U − TS, (4.1)
and for constant pressure changes, the free energy is given by the Gibbs’ function G:

G = H − TS = U + pV − TS, (4.2)
where enthalpy H is basically the sum of all the potential and kinetic energies in a system:

H = U + pV, (4.3)
and U is the internal energy of a system. In both Equations (4.1) and (4.2) mentioned above, S
is the entropy. Normally, this represents the heat into or out of a system divided by temperature:

∆S = ∆H
T

, (4.4)

and it is also a measure of the disorder of a thermodynamic system. Equations (4.1) and
(4.2) suggest that free energy G can be minimised either by reducing the internal energy U
or by increasing the entropy S. At low temperatures, the internal energy of the molecules
contributes more to the free energy. On the contrary, at high temperatures, the entropy of the
system becomes the predominant influence. Consequently, fluid phases are stable at elevated
temperatures even though they constitute higher internal energy configurations than the solid-
state.

1Known as Sumi Nagashi - paper marbling method of Japanese origin.
2The Nobel Prize in Chemistry 1932 – ”for his discoveries and investigations in surface chemistry.”
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Gas–liquid interface

Certain molecules can orient themselves at the gas/liquid interface in order to minimise their
free energy G. The resulting surface film with a thickness of one molecule is often referred to
as a monomolecular layer or monolayer. The boundary between a liquid and a gas phase (e.g.
air/water interface) marks a transition between the composition and properties of two different
bulk phases. The thickness of this region is of the utmost importance because this is the region
where all the processes take place. A molecule at the surface is surrounded by fewer molecules
than one in the bulk liquid (see Figure 4.2). Molecules will therefore diffuse initially from the
surface. The activation energy for a surface molecule escaping into the bulk will increase until
it is equal to the energy of molecules diffusing from the bulk to the surface and finally reaching
a state of equilibrium. The line force acting on the surface molecules is the surface tension γ.

Gas

Liquid

γγ

Figure 4.2: Forces in the bulk liquid and at the liquid/gas interface.

At thermodynamic equilibrium, the surface tension of a planar interface can be expressed
as partial derivatives of the free energy functions with respect to the area A of the surface:

γ =
(
∂F

∂A

)
T,V,ni

=
(
∂G

∂A

)
T,p,ni

, (4.5)

where pressure p and absolute temperature T are intensive properties, whereas volume V and
ni (e.g. number of moles, entropy, internal energy) are extensive properties.

Surface tension γ is similar to vapour pressure. It remains constant for two phases in equi-
librium at the constant temperature but changes with changing temperature. Unlike the vapour
pressure, which increases with increasing temperature, γ decreases with increasing temperature
and becomes zero at the critical point. The presence of a monolayer on a liquid surface affects
the surface tension. Therefore, it is convenient to introduce surface pressure Π :

Π = γ0 − γ, (4.6)

where γ0 is the surface tension of the pure liquid and γ is the surface tension of the film-covered
surface.

Monolayer formation

All compounds can be roughly divided into those that are soluble in water and those that do
not dissolve in water. The former compounds are generally polar, and their charge is unevenly
distributed. Such molecules possess an electric dipole moment3 µ. Figure (4.3) shows the case

3The SI unit of electric dipole moment is (C·m), it is, however, common to use Debye unit
(1 D .= 3.336 ×10−30C · m), electric dipole moment of water is 1.85 D.
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for a water molecule. Each of the two hydrogen atoms shares an electron pair with the oxygen
atom. The geometry of the shared electron pairs in the outer shell of the oxygen causes the
V-shape of a water molecule. The strong electron-withdrawing ability of oxygen causes a local
negative charge in the vicinity. Although the water molecule as a whole is electrically neutral,
its positive and negative charges are widely separated.

O

H

Hδ
+

δ+

δ2−
−q +q

µ = rq

r

Figure 4.3: Origin of electric dipole moment µ in a water molecule.

The solvent properties of water are closely related to the attraction between its electric dipoles
and the charges associated with the solute. The molecules of most monolayer-forming materials
are composed of two main parts: one part is water-soluble (hydrophilic = water-loving), and
the opposite one is not (hydrophobic = water-hating). These molecules are called amphiphiles.
The most important representatives are soaps and phospholipids.

Water is one of the most widespread and common solvents, and thus it is important to
thoroughly describe its properties. In addition, water is also usually used in the LB trough
as a sub-phase (i.e. majority liquid, which takes part in a deposition process). Unfortunately,
coordination metal complexes, as well as graphite, are not soluble in water. Therefore, it is nec-
essary to use specific organic solvents (e.g. chloroform, dichloromethane, dimethylformamide)
in order to dissolve these compounds. When such material is applied firstly onto the water
surface, spreading will continue until the surface pressure reaches an equilibrium value. This
happens spontaneously, and generally, the material is being added as long as it tends to spread
observably on the water surface.

When the monolayer is compressed on the water surface, it will undergo phase transforma-
tions. These changes can be observed by monitoring the surface pressure Π as a function of
the area occupied by the film. This diagram is shown in Figure (4.4) and is unique for every
substance and gives information about the formation of the monolayer. Therefore, it is the very
first step in the investigation of a new material created at the air/water interface. It is common,
in such a plot, to divide the film area A by the total number of molecules N on the water surface
to obtain the area per molecule:

a = A

N
= A

nNA
= AM

mNA
= AM

cVMNA
= A

cV NA
, (4.7)

where n is the amount of a solute in moles, NA is the Avogadro constant4, m is mass of a solute,
M is the molar mass of a solute, c is the specific molar concentration of a solution, and V is its
volume.

4Avogadro constant in SI units: NA
.= 6.022 ×1023mol−1.
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Figure 4.4: Illustration of surface pressure versus area per molecule diagram.

Equation (4.7) is derived from the ideal-gas model by using a two-dimensional variation of
conventional kinetic theory. The molecules in the film can move with an average translational
kinetic energy of kBT/2 for each degree of freedom. This leads to the following equation for an
ideal 2D gas:

Πa = NkBT, (4.8)
where Π is the surface pressure, a is the area per molecule, N is number of molecules, and kB
is the Boltzmann constant5, and T is the absolute temperature.

Surface pressure measurement

The surface pressure Π is usually measured by the Wilhelmy plate. Figure (4.5) shows the
principle, which is as follows: a plate, very often made out of filtration paper, is partially
immersed in water. The force acting on this plate is the sum of three force contributions; the
gravity FG and the surface tension FST, both are acting downwards, whereas the buoyancy FB
acting on the plate is acting upwards. This can be expressed by the following equations:

F = FG + FST − FB (4.9)

F = mpg + γ cosαP −mlg (4.10)
for a rectangular plate of dimensions lp, wp, tp, material density ϱp, and perimeter P immersed
to a depth h in a liquid of density ϱl the net force is given by:

F = ϱpglpwptp + 2γ(tp + wp) cosα− ϱlgtlwlh, (4.11)

where γ is the surface tension of the liquid, α is the contact angle on the solid plate and g is the
gravitational constant. By this approach it is possible to measure surface pressure by measuring
the change of force F acting on a plate with and without a molecular film at the surface. During
a deposition, Wilhelmy plate is completely wetted after a while, that means α = 0 and cos(0) = 1.
The surface pressure can be subsequently obtained from following equations:

F0 = FG + 2γ0(tp + wp) − FB, (4.12)
5Boltzmann constant in SI units: kB

.= 1.381 ×10−23J · K−1.
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F = FG + 2γ(tp + wp) − FB, (4.13)

giving the final relation for surface pressure connecting the change in force and the change in
surface tension

Π = γ0 − γ = F0 − F

2(tp + wp)
. (4.14)

The sensitivity can be increased by using a very thin plate, so that tp ≪ wp, and giving the
following equation

∆γ = ∆F
2wp

. (4.15)

The force is then determined by measuring the changes in the mass of the plate, which is directly
coupled to a sensitive microbalance.

Air

wp
tp

α
Water

lp

h

to microbalance

Figure 4.5: A Wilhelmy plate: the perspective view and the side view.

Experimental setup

Figure (4.6) and (4.7) show Langmuir–Schaefer experimental setups. The working principle
is as follows: the solution or suspension is injected onto a subphase (deionised water in this case)
surface (1). The movable barriers (2) are slowly closed and reduced the surface area of a trough
top. The process of layer formation is observed by optical microscope (3) with visual output (4)
to a monitor. A Wilhelmy plate (5), usually a piece of filtration paper, is used to measure the
surface pressure. A substrate (6) onto which the deposition takes place. The suction pump (7),
together with a mounted syringe, pumps out water, and thus the water level is lowered, and the
deposition is done. The term modified stands for the deposition carried out by elevating and
tilting the substrate. This can be done by placing metal nuts of different sizes underneath the
substrates.

35



4. METHODS

7

4

4

2

2
16

5

3

Figure 4.6: Image of Langmuir–Schaefer setup for deposition. Numbers indicate individual
components of the trough. (1) Trough top with injected solution/suspension, (2) movable bar-
riers, (3) optical microscope, (4) visual output, (5) surface pressure sensor, (6) substrates for
deposition, and (7) suction pump.
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Figure 4.7: Image of Langmuir–Schaefer set-up for molecular deposition. Numbers indicate
individual components of the trough. (1) Trough top with injected molecular complexes, (2)
movable barriers, (3) surface pressure sensor, (4) graphene-covered Si/SiO2 substrate, and (5)
suction pump.

The main advantage of this wet-chemistry method is the possibility to use many various
substrates at the same time during the deposition. I would like to thank Dr. Peter Šiffalovič from
the Slovak Academy of Sciences in Bratislava, Slovak Republic, for giving me the opportunity
to use such a setup.
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4.1. THIN FILM PREPARATION

4.1.2. Thermal sublimation
Another approach for the deposition of thin films of coordination compounds is by thermal sub-
limation. A custom sublimation chamber was designed and built to perform controlled thermal
sublimation of bulk powder molecular compounds onto various substrates in high-vacuum con-
ditions. The whole sublimation setup was developed as a part of this thesis and includes the
following parts that compose the whole assembly as shown and described in Figure (4.8).
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Crucible

Molecules

Shutter

Figure 4.8: The complete sublimation solution consists of the main sublimation chamber based
on a frame, a DC power supply, a PC with monitor, a cooling station with a pump and a fan
for a quartz crystal microbalance (QCM) cooling during the sublimation. Holder with sub-
strates is placed coaxially with QCM balance to monitor thickness during sublimation. Crucible
is placed on a heater with temperature monitored by thermocouple. Molecules heated to spe-
cific sublimation temperature sublime, and flux hits substrate and QCM where a thin layer of
material grows. The shutter can be either closed or opened.

1. Stainless steel chamber (�200 mm, manufactured by Activair, Czech Republic):

• The main part of the setup is described in Figure (4.9).
• made out of INOX 1.4301 stainless steel designed to meet UHV requirements

(1 × 10−9 mbar)
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• flanges are connected by tungsten inert gas (TIG) welding, polished by glass micro-
spheres

• the maximum leak rate of 1 × 10−8 Pa·L/s
• the chamber offers following flanges (CF = conflat joint with copper ring sealing, e.g.

16 = �16 mm): 1x CF16, 4x CF40, 1x CF63, 1x CF100, 1x CF200, and 1x CF200
blank to CF40 reduction.

Figure 4.9: Scheme of a custom-built sublimation chamber with numbered parts.

2. Sublimation mechanism (CF40): transfers molecular compounds from a bulk power
onto a substrate attached to the sample holder:

(a) DC powder supply (Programmable Twintex TP-3305U): a multi-channel pro-
grammable power supply with remote access possibility. The detailed scheme of
remote pressure readout for the sublimation chamber is in Appendix A: (8).

(b) Electrical feedthrough (LewVac TC F/T type K power 1 kV 25 A Cu): a flange
with feedthrough connecting a DC power supply outside of evaporation chamber with
a heating basket inside the chamber.

(c) Thermocouple (Omega UTC-USB A/D converter + Omega K-type thermocouple
TJM-CA310-M100U-150): connected to the heating element for monitoring of subli-
mation temperature.

(d) Heating element (Bach Resistor Ceramics): custom-made Si3N4 heater.
(e) Crucible (Testbourne): Quartz, carbon or hexa boron nitride inert crucible holding

sublimable powder compounds.
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4.1. THIN FILM PREPARATION

(f) Crucible shutter (CF16): attached to the sublimation chamber, blanks the crucible
until it reaches the required temperature and prevents from premature sublimation.

3. Sample holder (CF40): custom design with the possibility to sublime onto multiple
substrates.

• Custom design holder with the possibility to sublime onto multiple substrates.
• Stainless steel gate valve (Highvac - 11120-0154) for connection of mobile UHV cham-

ber for connection to HF-ESR spectrometer and other vacuum instruments.

4. Access doors (CF100, LewVac FL-QADV-100CFS): located in the middle of the chamber
and designed to provide visual control over sublimation and handling of crucible inside the
chamber.

5. Vacuum inlet (CF63): connection to turbo-molecular vacuum pump Edwards T-station
85 with the base pressure of 1 × 10−6 mbar, UHV accessible by adding ion pump, pressure
monitored by wide range gauge connected to the station. The detailed scheme of remote
pressure readout for the sublimation chamber is in Appendix B: (8).

6. Quartz crystal microbalance (QCM) (CF40, Inficon STM2-USB): a system for mon-
itoring the film thickness and sublimation rate is composed of a controller, sensor head
and a sensitive quartz crystal coated by gold with a specific resonance frequency that
changes based on its mass difference caused by sublimated material. This important sys-
tem is coaxially aligned with a sample holder in order to guarantee the same thickness on
QCM, as well as on the sample.

7. Laser inlet (CF40, option): positioned at 40° with respect to chamber cylinder vertical
axis allows us to irradiate sample during the deposition, this can be applied in photo-
chemistry to activate ESR inactive systems to form free radicals measurable in our ESR
spectrometers or to create defects in layered materials.

8. Inert gas inlet (CF 40): enables us to fill the chamber with an inert atmosphere and
create overpressure, which is necessary for the protection of our sample from oxidation
and moisture when taking out samples during venting from the chamber.
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4.2. Characterisation techniques

4.2.1. HF-ESR spectroscopy
This section will briefly illustrate and describe the HF-ESR spectrometer located at CEITEC
BUT. Figure (4.10) shows such HF-ESR setup. It is an example of a continuous-wave (cw)
arrangement. There are five main parts of such setup: the tunable microwave sources (1) provide
microwave radiation of variable frequency: ν = 82−1100 GHz, which is propagated by the quasi-
optics (2). Higher frequencies are accessed by amplifying and multiplying the microwave base
frequency: ν = 9 − 14 GHz. The variable temperature insert (VTI) (3), T = 1.6 − 320 K, is put
in a tunable superconductive magnet (4) capable of magnetic fields up to B = 16 T. The signal
detection is provided by a heterodyne receiver which mixes the input signal with a local oscillator
tuned to a higher frequency giving a new set of frequencies that are amplified (5).

Figure 4.10: The HF-ESR spectrometer with indicated setup components. The top-left inset
figure shows the quasi-optics (2) table with MW sources (1) with radio frequency (RF) and
local oscillator (LO) arm. The amplification multiplication chain (AMC) is used to multiply the
base frequency. The top-right inset shows the insertion of a sample holder to the interlock and
further to VTI insert (3) and superconductive magnet (4).
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4.2. CHARACTERISATION TECHNIQUES

1. Microwave source: We use two microwave sources (Virginia Diodes, USA) to generate
the microwave radiation. The desired microwave frequency can be obtained by the mul-
tiplication of the base frequency ν = 9 − 14 GHz generated by the microwave synthesiser
(VDIS0122). The highest accessible frequency of our setup is 1125 GHz. The following
Figure (4.11) illustrates the microwave generation and superheterodyne detection.
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Figure 4.11: Scheme of microwave (MW) propagation from a synthesiser with frequency ν =
= 9 − 14 GHz. The second MW source is phase-locked with frequency offset ∆/N . The sig-
nal from both sources propagate through an amplification-multiplication chain (AMC) with
frequency multiplication N = 9 or 12 and is further multiplied by multipliers (doublers and
triplers). The desired frequency is created by the multiplication of the base frequency ν. The
first channel is labelled as radio frequency (RF), and the second is the local oscillator (LO). They
both propagate through the quasi-optical table, and the RF arm travels through the sample,
whereas LO serves as power feedback. The RF signal changed by a sample is then cross-polarised,
and the unchanged signal is co-polarised. Both channels mix in the final mixer, and DC signal
output is detected. The intermediate frequency (IF) in our system is ∆ = 1.8 GHz.

2. Quasi-optics: The propagation of a microwave from the source to the sample is provided
by a free-space quasi-optical table (Thomas Keating, UK). The Gaussian beam is prop-
agated from feed horns. It is then refocused by elliptical mirrors placed within certain
distances. The beam also goes through a series of polarisers that filter out unwanted po-
larisation components. Metallic mirrors are used to reflect and extend the beam’s travel
distance. The power losses during the propagation are roughly 3 dBm in our setup. The
microwave from a table propagates to a sample through the teflon window and inside the
corrugated waveguide within VTI placed in a cryostat inside a superconductive magnet.

3. Variable temperature insert (VTI): A rod housing for a sample holder, wiring, and
microwave waveguide on the inside. In the lower part, there is a place for various sample
holders for pellet, chip, and single-crystal samples. The special load-lock system is used
in this setup to prevent any air and moisture access during the sample removal. VTI
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allows for temperature control in the range of 1.6 − 320 K during the experiment, which
is important. The sample properties or the increased sensitivity can be achieved by going
to very low temperatures.

4. Magnetic Field: The HF-ESR operates with the superconductive cryogen-free magnet
(Cryogenics, UK) placed under the laboratory’s floor with magnetic fields up to B =
= 16 T. When going to these high magnetic fields, it is crucial to ensure stability and
avoid interference with other electromagnetic devices.

5. Detection: Absorption lines in the ESR spectrum are observed when the separation of two
energy levels is equal to (or very close to) the quantum of an incident microwave photon,
E = hν. The absorption of such photons by a sample is then indicated as a change in
the detector current. The detection used in our setup is superheterodyne. It is based on
mixing the input signal from the first source, which excites a sample and the second source
serving as a local oscillator.

The development in the field of HF-ESR spectrometers is rather slow due to the technical
requirements on microwave sources, propagation systems, and detectors in the THz range. Up
to this date, there are only a few laboratories worldwide capable of HF-ESR measurements on
spectrometers that are mostly home-built.
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4.2.2. X-ray photoelectron spectroscopy (XPS)

X-ray photoelectron spectroscopy (XPS), also known as Electron Spectroscopy for Chemical
Analysis (ESCA), is a widespread spectroscopic technique for the analysis of chemical compo-
sition on a sample’s surface. It is based on the photoelectric effect, which was firstly observed
by H. Hertz in 1887 [74]. Explanation of this effect was enabled with electromagnetic radiation
energy quantisation provided by A. Einstein6 in 1905 [75]. XPS as an analytical instrument was
then developed in 1960s by the group of K. Siegbahn7 at Uppsala University [76].

XPS working principle is depicted in Figure (4.12). A sample is irradiated by an X-ray
source with a specific radiation wavelength (usually Al-Kα at 1486.6 eV or Mg-Kα at 1253.6
eV). This radiation penetrates the topmost layers of a sample, usually tens of nanometers,
which makes it a perfect characterisation technique for the chemical composition of thin films
on surfaces. Photons in these layers interact with matter and cause electron emission based on
the photoelectric effect. Emitted electrons have kinetic energy:

Ek = hν − (EB + Φspec), (4.16)

where hν is the energy of incident electromagnetic radiation (h is Planck constant and ν is fre-
quency), EB is binding energy of electron related to Fermi level and Φspec is the work function of
the spectrometer which represents the energy necessary to release an electron from Fermi level
to vacuum level.
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Figure 4.12: Left: scheme of XPS basics with incident photon pulling photoelectron from a sam-
ple. Right: illustration of binding energy B.E. reference.

XPS spectra also often incorporate Auger peaks caused by the Auger effect, as shown in
Figure (4.13). A photoelectron from the core levels is replaced by a higher energy electron
which leads to emission of energy either in the form of photon or can be given to another
electron known as Auger electron.

61921 – Nobel Prize in Physics ”for his services to Theoretical Physics, and especially for his discovery of the
law of the photoelectric effect.”

71981 – Nobel Prize in Physics ”for his contribution to the development of high-resolution electron spec-
troscopy.”
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Figure 4.13: Scheme of X-ray induced Auger electrons. Incoming X-ray ejects the core electron
and electron from a higher level fills the vacancy resulting in emission of Auger electron.

An example of survey XPS spectrum of a bulk powder tetracoordinate Co(II) complex,
with chalcone ligands [Co(4MeO-L)2Cl2], where chalcone imidazole-derivative ligand 4MeO-L =
(2E)-3-[4-(1H-imidazol-1-yl)phenyl]-1-(4-methoxyphenyl)prop-2-en-1-on, investigated during my
doctorate studies in Chapter 5 (5.3).
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Figure 4.14: Illustration of survey XPS spectrum with visible detected photoelectron and Auger
peaks OKLL and CoLMM.
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4.2.3. Raman spectroscopy (RS)

Raman spectroscopy is a non-destructive technique for the composition and structure analysis
of samples. It is based on inelastic light scattering. This spectroscopy was described by C. V.
Raman8 and his colleague K. S. Krishnan in 1928 [77].

Figure (4.15) shows the basics of Raman scattering schematically. A sample is irradiated
by a monochromatic incident source (laser). This light is absorbed by a sample and leads to
energy transitions (excitation) in the sample with subsequent relaxation, light emission. The
origin of Raman scattering is the inelastic scattering of an incident photon. It is a two-photon
process during which annihilation and creation of photons occur. Molecular modes observed by
this method are especially molecular vibrations that are characterised by frequency Ω. Every
molecule has its own spectra originating from different vibrational modes, and thus Raman
scattering can be imagined as a chemical fingerprint of a molecule [78].

Sample

Laser
Detector

ωi
ωf = ωi ± Ω

ωf = ωi

Elastic
Rayleigh scattering

Raman scattering

ωi − Ω ωi + Ωωi

ωf

Stokes line Anti - Stokes lineRayleigh line

Inelastic

Ω

Molecular vibration

Ef = h̄ωi − h̄Ω Ef = h̄ωi + h̄Ω

Figure 4.15: Scheme of Raman scattering in a sample. For the case of elastic scattering, the
Rayleigh line is observed. Inelastic scattering gives origin to Raman signal. There are two
observable lines. The first is Anti-Stokes lines that have higher energy, and the second is Stokes
lines with lower energy.

In a typical Raman spectroscopy measurement, spectra show vibrational frequency in
wavenumbers ν̃ (cm−1). Peaks indicate specific chemical groups (i.e. types of bonds). The
usable energy range for the Raman scattering is typically (200 − 4000) cm−1. The effect as such
is very weak. Approximately only 1 out of 107 incident photons is inelastically scattered and
contributes to the Raman signal. It is also common to consider only Stokes lines, as they have
a higher probability of occurrence compared to Anti-Stokes lines. This is given by Boltzmann
distribution:

pi = e

−εi
kBT

∑M
i=1 e

−εi
kBT

, (4.17)

where pi is the probability of states i, εi the energy of state i, kB the Boltzmann constant, T
the absolute temperature of the system, and M is the number of states accessible to the system
[79].

81930 – The Nobel Prize in Physics ”for his work on the scattering of light and for the discovery of the effect
named after him.”
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Therefore, as shown in Figure (4.15), Stokes lines have lower energy, and hence higher prob-
ability of occurrence. The spectra are usually plotted as intensity or counts per second (photons
hitting a detector) against Raman shift given in wavenumbers (cm−1) as:

∆ω = 1
λincident

− 1
λscattered

, (4.18)

where λincident is the wavelength of incident light and λscattered is the wavelength of inelastically
scattered light going to the detector, which is usually a charge-coupled device (CCD) camera.

The choice of wavenumbers is apparent as it can be taken as a unit of energy. Figure (4.16)
illustrates an example of Si/SiO2 substrate with highlighted bands. The low signal near zero
comes mainly from the laser source and elastic Rayleigh scattering. These signals are, however,
very strong in comparison with Stokes lines and thus are filtered out in the Raman setup, usually
by a notch filter, which is a band-stop filter for eliminating this huge signal. The main silicon
phonon band (TO) at approximately 521 cm−1 is cut off in order to include other less intense
signals from other phonon bands [80].
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Figure 4.16: Example of Raman spectra for Si/SiO2 substrate. Here, only Stokes lines are
visible, because they produce stronger signal in comparison with Anti-Stokes lines. Inset shows
the phonon dispersion relation for a linear diatomic chain with distance a between them with
boundaries in Brillouin zone where k is the wavevector k = 2π/λ.

In summary, Raman spectroscopy is a very sensitive spectroscopic method enabling investi-
gation of chemical bonds in a sample based on the transition from the ground state vibrational
energy level and ending at a higher vibrational energy level (Stokes scattering). It provides
a specific chemical fingerprint of material with fast spectra acquisition in the order of minutes
along with easy sample preparation. One of the main advantages is the possibility to exam-
ine carbon-based samples (e.g. organic molecules, graphene). Therefore, it is widely used for
confirmation of prepared molecular structure, as well as examining the degree of crystallinity
in solid-state materials or estimating the quality of prepared structure (defects) that are also
visible in the spectra.
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4.2.4. Ultraviolet-Visible spectroscopy (UV-VIS)
The ultraviolet-visible spectroscopy (UV-VIS) is a spectroscopic technique in the range from
(200 − 800) nm sensitive to excitations of outer electrons in atoms. Figure (4.17) shows the
possibilities for a sample illuminated by a light beam with intensity I0. The intensity of the
transmitted beam It is lower, and the following processes occur.

• Absorption – if the beam frequency is resonant with a ground to excited state transition
of the atoms in a sample, a fraction of this intensity is emitted (usually at a lower frequency
than that of the incident beam), giving rise to the emission of intensity Ie, the other fraction
of the absorbed intensity is lost by non-radiative processes; a heat dissipation.

• Reflection – with an intensity IR from the external and internal surfaces.

• Scattering – with a light intensity IS spread in multiple directions, due to elastic (at the
same frequency as the incident beam) or inelastic (at lower and higher frequencies than
that of the incident beam – Raman scattering) processes [81].

Figure 4.17: Scheme of the possible emerging beams when a sample is illuminated with a beam
of intensity I0. The circles represent atoms and defects that are interacting with the incoming
light beam. Adapted from [81].

The absorbance measurement is illustrated in the following Figure (4.18).

l

I0 I
Sample

Figure 4.18: The basic scheme where radiation of intensity I0 falls on the absorption cell of
length l containing absorbing material of concentration c. The radiation emerges with intensity
I.

The absorbance is defined then by Lambert–Beer law:

A = log10

(I0
I

)
= εcl, (4.19)

where ε is a function of wavenumbers ν̃ and it is the molar absorption coefficient or molar
absorptivity, l is length of the sample, and c is the concentration of sample [82].
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A scheme of the components of a typical UV-VIS spectrometer are shown in the following
Figure (4.19).

UV source (deuterium)

VIS source (tungsten) 

Mirror 1
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Lens 1
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Figure 4.19: The light beam (red) propagates from a light source: ultraviolet (UV) source
(deuterium) or visible (VIS) source (tungsten). The UV region scanned is usually in the range
(200 − 400) nm and the VIS (400 − 800) nm. This beam is separated into distinct wavelengths
by a diffraction grating. Every single monochromatic wavelength is then split into two equal
intensity beams by a 50/50 beam splitter. The sample beam (green) passes through a studied
sample. The second reference beam (blue) passes through a reference sample. In this regard,
for solution samples, quartz cuvettes with l = 10 mm are usually used. The reference sample
serves as background. The intensities of both light beams are then measured at the detector
and compared. The intensity of the reference beam with little to no absorption is I0 and the
intensity of the sample beam is I.
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4.2.5. Atomic force microscopy (AFM)
Atomic force microscopy (AFM) is a microscopic technique used for analysing the topography
of samples. It was firstly introduced by G. Binnig9, C. F. Quat, and Ch. Gerber [83] in 1986.
The principle is based on mapping the attractive and repulsive forces between atoms of the
sample and a tip of a probe. The probe is usually a very sharp, ideally one atom, etched tip
attached to a flexible cantilever which is being slightly deflected due to the interactions. The
deflection is detected by a laser beam that points at the tip of the cantilever and reflects on the
sensitive photodiode. This photodiode is divided into four quadrants in such a way that in the
equilibrium position, the measured intensity of the incoming laser beam is the same in individual
quadrants. Upon deflection, the laser beam will deviate from the middle and detected intensity
in each quadrant will differ. Figure (4.20) illustrates an AFM setup.

Laser

Sample

Tip

Photodiode

Cantilever

Figure 4.20: Scheme of AFM microscope. Adapted and with permission of my colleague and
former bachelor student Šárka Vavrečková [84].

Repulsive or attractive forces dominate based on the tip distance from a surface. These
interactions can be approximated by Lennard-Jones potential [85] as follows:

ω(r) = 4ω0

[(
σ

r

)12
−
(
σ

r

)6
]
, (4.20)

where r is the distance between tip atoms and a surface, σ is the equilibrium distance
between atoms and ω0 is the minimal potential energy. The force can be derived from the
negative derivation of potential energy by r as:

F (r) = −dω(r)
d r

= 24ω0

[(
2σ12

r13

)
−
(
σ6

r7

)]
. (4.21)

Repulsive forces (consequence of Pauli exclusion principle) are proportional to r−13 and
attractive forces (van der Waals forces) are proportional to r−7. Figure (4.21) illustrates depen-
dency of Lennard-Jones potential ω(r) and force F (r) acting between atoms. The repulsive force
is above the abscissa, and the attractive is below. The distance re denotes minimum potential

91986 – The Nobel Prize in Physics ”for design of the scanning tunneling microscope”, which is a predecessor
of AFM.
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energy, and the final forces are zero. The scheme also illustrates different AFM modes: contact,
non-contact, and tapping.
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Figure 4.21: Lennard–Jones potential dependency ω and force F for distance r of two atoms.
Adapted and with permission of my colleague Igor Turčan [86].

Based on the distance between tip and surface, different AFM modes are distinguished.

• Contact mode - the tip moves in the vicinity of the surface, and the cantilever is bent
by repulsive force. This mode can be further split into two regimes - constant height or
constant force.

• Non-contact mode - in this mode, the tip is further from the surface, and the cantilever
feels attractive forces. These forces are very small, and the cantilever will oscillate at a res-
onance frequency. If moved closer to the surface, forces will change resonance frequency
and amplitude. This is a safer mode as the probability of damaging the sample or dragging
molecules across the sample is minimised, however, at the expense of worse resolution.

• Tapping mode - this mode combines the contact and non-contact mode in which the
tip oscillates and occasionally touches the surface. It tries to find the sweet spot between
surface damage and resolution.
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4.2.6. Scanning electron microscopy (SEM)
This part will briefly mention the basics of SEM microscopy and mention the current implemen-
tation of AFM to SEM. SEM microscopes use electrons instead of light compared to conventional
optical microscopy. This enables much higher magnification but also presents a few drawbacks.
The sample has to be vacuum compatible and in contact with conductive tape/holder to drain
excessive electrons and thus prevent the sample from charging. The physical interpretation of
electron microscopy is elegantly given by using quantum mechanics, especially the de Broglie
hypothesis, which introduces wave-particle duality (i.e. every particle can also be considered
as a wave). Therefore, visible light used for observations in an optical microscope has wavelength
λ of approximately (360 − 700) nm. Such an optical system is also limited by diffraction, and
thus it is possible to distinguish two points with the distance between them of approximately
d ∼ λ/2. This fact, however, limits principally the optical microscopy to have the maximal
resolution of approximately 150 nm.

Therefore, by considering electron as the matter wave with the de Broglie wavelength:

λ = h

p
, (4.22)

where h is the Planck constant, and p is the momentum of a particles with mass m and speed
v. Such an electron is accelerated in the SEM chamber by high voltage U . Kinetic energy of an
electron can be expressed as:

1
2
mev

2 = eU. (4.23)

When considering a typical accelerating voltage U = 30 kV, the speed of accelerated electron
is obtained by expressing from the Equation (4.23) for v:

v =
√

2eU
me

.= 1 · 108 ms−1. (4.24)

The selection of accelerating voltage determines the penetration depth of the electron beam.
For lower voltages such as 1 kV, 2 kV or 5 kV the ultimate resolution is worse, but there is also
higher surface sensitivity, and it is usually more convenient to use these lower voltages than high
accelerating voltages such as 20 kV or 30 kV. It is also possible to use decelerating voltage at
the sample to decelerate electrons for better surface sensitivity.

The speed v obtained by these considerations can be now put into Equation (4.22) with
considering the accelerating voltage U = 30 kV:

λ = h

p
= h

mev
.= 0.01 nm. (4.25)

This is a theoretical lower limit, and there are several negligences made during this deduction.
The first one is that the speed v ≈ c/3 is very close to the speed of light c. Therefore, it would be
necessary to consider also relativistic effects. However, when calculating for corrected electron
wavelength, there is a negligible discrepancy in value for this case. The next approximation
is made by omitting aberrations such as spherical, chromatic, diffraction, and astigmatism. All
of these aberrations are making the final resolution limit worse. Nowadays, instruments come
with systems designed to correct aberrations to some extent and order. Despite making several
approximations and negligences, the effective resolution limit of SEM can be taken as < 1 nm,
which is, compared to optical microscopy, still many times greater. Electron microscopy has
a long tradition in my home town Brno, as of 2021, roughly 1/3 of global electron microscopes
production come from Brno, Czech Republic. This production is represented by Thermo Fisher
Scientific, TESCAN Orsay Holding and Delong Instruments.
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Figure (4.22) shows an interesting hardware and software invention is Nenovision’s solution
LiteScope, which combines SEM microscope with AFM probe and uses correlative probe and
electron microscopy technology (CPEM). This can help with solving the problem of seeing either
a hole or a thin layer of material in sole SEM imaging plus adds an extra layer of information
to the image. This method proved to be beneficial during studies of thin samples.

CPEM 

SEM   +   AFM

Figure 4.22: Images of sublimated [Co(trenb)(NCS)]Cl, where trenb = tris[2-
(benzylamino)ethyl]amine on Si/SiO2 wafer via SEM, AFM and from LiteScope by using
CPEM technology where AFM module is mounted inside SEM microscope and the sample
is scanned simultaneously for SEM and AFM with offset. Consequently, the image is overlaid
and the final image with an extra layer of information is provided. This is especially beneficial
for samples with non-conductive molecules where SEM image does not provide information on
whether it is a hole or hill on the surface. The disadvantage is that the image is a bit cropped,
as can be seen in the figure from its original size.

To conclude, SEM is a convenient and fast method to check surface with higher magnifi-
cation than a standard optical microscope, and when combined with AFM, it offers thorough
information about the sample’s morphology.
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5. Results obtained

This chapter presents work based on already published peer-reviewed articles combining spec-
troscopic and microscopic techniques applied in studies of organometallic compounds in both
bulk and deposited on surfaces by wet-chemistry and thermal sublimation. The results herein
serve as a commented extraction from published works. For full details, the reader is referenced
to a full article with supplementary information at the beginning of each section.

5.1. A graphene-based hybrid material with quantum bits pre-
pared by the double Langmuir–Schaefer method

Following results were obtained in cooperation and published in:
J. Hrubý, V. T. Santana, D. Kostiuk, M. Bouček, S. Lenz, M. Kern, P. Šiffalovič, J. van

Slageren and P. Neugebauer: A graphene-based hybrid material with quantum bits prepared by
the double Langmuir–Schaefer method, RSC Adv., 9, 24066-24073 (2019).

Abstract

The scalability and stability of molecular qubits deposited on surfaces is a crucial step for incor-
porating them into upcoming electronic devices. In this study, we reported on the preparation
and characterisation of a molecular quantum bit, copper(II) dibenzoylmethane - [Cu(dbm)2],
deposited by a modified Langmuir–Schaefer (LS) technique onto a graphene-based substrate.
A double LS deposition was used for the preparation of a few-layer-graphene (FLG) on a Si/-
SiO2 substrate with subsequent deposition of the molecules as shown in Figure (5.1). Magnetic
properties were probed by high-frequency electron spin resonance (HF-ESR) spectroscopy and
found maintained after deposition. Our approach demonstrated the possibility to utilise a con-
trolled wet-chemistry protocol to prepare an array of potential quantum bits on a disordered
graphene-based substrate. The deployed spectroscopic techniques showed the robustness of our
studied system unambiguously with a potential to fabricate large-scale, intact, and stable quan-
tum bits.

Introduction to topic

Core computational units based on molecular architecture present one way in pursuing a quan-
tum computer, a device which could substantially change all fields of human activity from
complex structural biology to finance [87, 88]. The core is based on the principle of quantum
superposition in which multiple states can be accessed at the same time, in contrast to classi-
cal zeroes and ones, which are used in current linear computational technology. A quantum
computer could outperform any classical one in factoring numbers and searching a database
[89]. In the search for novel approaches to standard silicon-based electronics, several routes
were proposed. One of the promising routes is the merge of electronics controlled by the spin of
an electron, spintronics [90], and molecular electronics [60].

Nowadays, there are several approaches in the research of quantum bits (qubits) aiming at
controlling spin states which is the origin of magnetism in a matter. Crystal-structure defects
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Figure 5.1: Scheme of modified Langmuir–Schaefer deposition process. It started by Langmuir–
Blodgett trough filled with deionised water sub-phase. Step 1: the solution of [Cu(dbm)2] in
chloroform was injected onto a water subphase. The [Cu(dbm)2] formed an oil-like structure on
the water/air interface. Step 2: the movable barriers were closing until the molecules formed
a tight layer. Step 3: the movable barriers were fully closed, and the water subphase was
carefully pumped out under the movable barrier until the water level reached the substrate and
the layer was deposited. Step 4: The final layer was composed of [Cu(dbm)2] qubits deposited
onto the FLG-covered substrate.

with a net spin such as nitrogen vacancies in diamond [91] or double vacancies in silicon car-
bide [92–94] are currently under investigation due to their potential for quantum information
processing. However, the issue related to the usability of such centres lies in the production of
defects as they can be prepared either by electron or ion bombardment, both of which create
a random distribution of defects in the material [95]. These solid-state systems of defect sites
prepared by lithographic means offer only limited synthetic control over their electronic and
magnetic properties, which is crucial in integration with large scale devices. Another approach
relies on using electron spins provided within magnetic molecules with unpaired electrons. The
advantages over solid-state systems are mainly the reproducible fabrication, the ability to fine-
tune magnetic properties by changing the ligand environment of an active-metal site, and the
possibility to form large-scale ordered arrays. Hence, molecular magnets are also promising
candidates for qubits as they offer unpaired electrons in a stable molecular environment [96].

Herein, we have decided to challenge the first out of five DiVincenzo’s criteria postulated
on the brink of quantum computer development era in 2000 [37]. We addressed namely char-
acterisation and scalability of the copper(II)dibenzoylmethane - [Cu(dbm)2], where dbm stands
for dibenzoylmethane, with linear chemical formula: C30H22CuO4, which is a transition-metal
complex with copper as a central atom surrounded by two dbm ligands. It is a potential qubit
with a coherence time of dozens of microseconds at low temperatures [97], which is a time us-
able for quantum information processing. To circumvent the abovementioned challenges with
a host material for spins, we have opted for a few-layer-graphene (FLG) which is a stacked single
graphite sheet known as graphene [98] famous for its interesting properties such as high electron
mobility, mechanical strength, and thermal conductivity [57, 99–101]. The FLG in our sample
provides a conductive substrate for qubits with the possibility to apply a gate voltage in order
to have control over spin states. This led us to a production of a graphene-based hybrid material
via controlled wet-chemistry protocol with an intact and robust molecular qubit.

Currently, there are several methods of how to prepare graphene, by original micro-
mechanical cleavage [102], chemical vapour deposition (CVD) [103], epitaxial growth from SiC
[104] or liquid-phase exfoliation [105]. The last method is possibly the best option for scalable
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production of graphene-based hybrid materials, thin conductive films, and thermal pastes [106,
107]. In order to obtain exfoliated graphene, there is a need for applying an external force to
graphite flakes, such as ultrasonic vibrations [108]. Recently, there has been a growing inter-
est in graphene-based materials that led to the chemically engineered graphene-based magnetic
[109], opto-electrical [110, 111], and bio-sensing devices [112–114]. Besides, the supramolecular
approach to graphene resulting in physisorption of magnetic materials directly onto the sub-
strate via π–π stacking without any further functionalisation appears to be feasible [115]. The
ability to control the magnetic properties of graphene-based hybrid materials is crucial for the
further development of carbon-based devices [116, 117].

We have prepared a hybrid structure of a deposited quantum bit represented by organometal-
lic complex [Cu(dbm)2] onto FLG-covered Si/SiO2 substrate and investigated its stability and
robustness by Raman spectroscopy, XPS, and HF-ESR. Our proposed wet-chemistry-based
approach can be considered as a complementary study to recently published one in which
[Cu(dbm)2] was successfully evaporated onto Au(110) substrate by organic molecular beam
deposition [71], and thus showing both deposition routes are viable for this qubit.

Synthesis of [Cu(dbm)2]

The synthesis of [Cu(dbm)2] complex followed previously described procedure [118]. Copper(II)
chloride dihydrate (1 mmol, 170 mg) was dissolved in water (15 mL). Simultaneously, a so-
lution of dibenzoylmethane (2 mmol, 458 mg) and potassium hydroxide (1.4 mmol, 80 mg) in
ethanol/water mixture with 15:1 ratio was added drop-wise to the copper solution. The resul-
tant solution was stirred by a magnetic stirrer for 30 min. Finally, the precipitate was separated
by a paper filtration and washed once by pure ethanol and demineralised water with consecutive
vacuum filtration for 12 h. The reaction yield of the synthesis was fair (347 mg, 66 %). Elemental
analysis performed on [Cu(dbm)2]; Anal. Calc. for C30H22CuO4, Mw = 510.04: C – 70.65; H –
4.35. Found: C – 71.73; H – 4.58.

Langmuir–Schaefer (LS) Deposition

The expanded and milled graphite (SGL-Carbon) was dispersed at the concentration of
10 mg/mL in N-Methyl-2-pyrrolidone (NMP) and was sonicated for 60 min at room temper-
ature in an ultrasonic bath. Since the graphene layers tend to re-aggregate due to the weak van
der Waals forces acting between them, the stabilisation agent NMP was used as a sonication
medium. It prevented graphene layers from re-aggregation by minimising the interfacial tension
between the graphene sheets and the medium [119]. The prepared FLG suspension in NMP was
centrifuged in order to separate supernatant from sediment. The suspension was centrifuged
at 10 320 RPM for 30 min. Afterwards, the supernatant was taken and left further to settle in
a fridge T = (2 – 3) °C for a month. The final concentration of graphene in the suspension was
0.1 – 0.2 mg/mL with the average lateral size of nano-sheets: 300 nm and the average thickness
of nano-sheets from 5 – 10 nm (i.e. 10 – 20 layers) as shown in Figure (5.2).

The first deposition took place in the first Langmuir–Blodgett trough (KSV NIMA). The
experimental setup was described in detail previously (Methods 4.1.1). By this method we
deposited FLG onto a boron-doped Si(100) p-type substrate with a 500 nm thick layer of SiO2
and resistivity ϱ = 10 – 20 Ω ·cm. The 10 mL of FLG dispersion in NMP was gently spread onto
the water subphase using a microlitre syringe. The pH of the water subphase was lowered to 4
by the addition of HCl, which is known to improve the floatation of nanoscale materials. The
FLG Langmuir film compressed at the surface pressure of 38 mN/m was transferred onto the
Si substrates by the controlled removal of the water subphase. Prior to deposition, the Si samples
were submersed into the water subphase, having a tilt of approximately 5° with respect to the
air/water interface. During the water removal, the tilt of the samples facilitated an increased
spatial homogeneity of the deposited FLG layers due to a predefined sliding direction of the
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250 �m

Figure 5.2: Characterisation of FLG layer for its thickness and uniformity by a) optical mi-
croscopy, b) AFM image, c) SEM image, and d) HR-TEM image.

three-phase boundary. After the first FLG deposition was made, samples were annealed at 800
°C for 30 min. This step helped to remove the remaining water from the deposition and to
stabilise the layer on the substrate.

For the second deposition of where we used the second Langmuir–Blodgett trough for the
qubit deposition (KSV NIMA) filled with deionised water (PURELAB Classic ELGA). The
5 mM solution of [Cu(dbm)2] in chloroform (AlfaAesar, 99.8 %) was dropped (V = 1.4 mL)
onto a water sub-phase until no further spreading was visible. Compounds formed an oil-like
structure on the water/air interface. When the molecular layer was compressed on the water
surface, it underwent phase transformations. Figure (5.3) shows these changes by monitoring
the surface pressure Π as a function of the area occupied by the film A. The molar concentration
for both ’Finding’ and ’Deposition’ of [Cu(dbm)2] was 5 mM. The volume VFINDING = 750 μL
and VDEPOSITION = 1400 μL. The isotherm was the very first characteristic of the compound
regarding the deposition step. During the ’Finding’ deposition, the isotherm was estimated to
be at Π = 25 mN/m (i.e. where the curve starts to saturate). This pressure was then applied
during the actual deposition onto substrates. The process of finding a correct isotherm is crucial
for the formation of the ideal coverage. This was, however, an uneasy task for metal compounds.
Surface pressure is given as follows: Π = γ0 − γ, where γ0 is the surface tension of the pure
liquid, and γ is the surface tension of the film-covered surface.

56



5.1. A GRAPHENE-BASED HYBRID MATERIAL WITH QUANTUM BITS PREPARED
BY THE DOUBLE LANGMUIR–SCHAEFER METHOD

Figure 5.3: Diagram a) and b) show isotherms for [Cu(dbm)2] obtained during the blank depo-
sition and actual deposition onto substrates, respectively.

The main advantage of this method is in the possibility to use a manifold of various substrates
at the same time during the deposition, limited only by the dimension of the trough. Figure (5.4)
shows the final multi-layered material composed of [Cu(dbm)2] deposited onto the FLG-covered
substrate.

c)

b)

10 �m 5 �m

a)

Figure 5.4: Characterisation of deposited [Cu(dbm)2] on FLG. a) SEM image obtained at 5 kV
and equipped with secondary electrons detector, b) AFM topography image, c) extracted 3D
morphology image.

Raman spectroscopy (RS)

Raman spectra of the reference [Cu(dbm)2] powder were acquired on confocal Raman microscope
WITec Alpha300 R+. All other spectra were acquired on a confocal Raman microscope Renishaw
inVia. Both instruments were equipped with the excitation laser source with 532 nm wavelength.

57



5. RESULTS OBTAINED

We performed Raman spectroscopy to explore vibrational modes of individual components
in the resultant hybrid material and made a comparison in order to confirm the intactness of
our studied system. Figure (5.5) shows Raman spectra from top to bottom of a bare Si/SiO2
substrate, FLG, [Cu(dbm)2] powder, and the final deposited sample.
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Figure 5.5: Comparison of Raman spectra, from top to bottom, of Si/SiO2 substrate, FLG
region, powder [Cu(dbm)2] and deposited [Cu(dbm)2].

For the main comparison purpose the evident 2 transverse acoustic (TA) phonon band at
304 cm−1, the most intense main silicon transverse optic (TO) phonon band at 521 cm−1, and
2 transverse optic phonon band spanning from 943 cm−1 to 983 cm−1 were observed for the
Si/SiO2 substrate [80, 120]. In the case of the FLG, six distinct peaks were found. The D band
at 1356 cm−1, G band at 1588 cm−1, D’ band at 1621 cm−1, G’ band at 2709 cm−1, G + D band
at 2953 cm−1, and in multi-layered material 2D’ peak which can be attributed to the second-
order of the intra-valley D’ for graphene layers [121]. In the case of FLG, the disorder-induced
D band, which is approximately at half of the frequency of the G′ band, is the most intense
peak signalling for a largely disordered graphitic substrate. The G band corresponds to doubly
degenerate (iTO and LO) phonon mode at the Brillouin zone centre. The G band is the only
band coming from a normal first-order Raman scattering process in graphene. On the contrary,
the G’ and D bands originate from a second-order process involving two iTO phonons near the
K point of the first Brillouin zone for the G’ band or one iTO phonon and one defect in the case
of the D band [122]. All peaks were present both in the bare FLG on Si/SiO2 substrate and
the final deposited sample. Peak positions found for [Cu(dbm)2] were in accordance with the
previous Raman, infrared and in-depth theoretical studies performed on this system and dbm
ligand [123, 124]. Raman spectra confirmed unequivocally all vibrational peaks for [Cu(dbm)2]
to be present for both bulk as well as deposited molecules.

X-ray photoelectron spectroscopy (XPS)

X-ray photoelectron (XPS) measurements were carried out with a Kratos Axis Supra spec-
trometer at room temperature and ultra-high vacuum (UHV) conditions. The instrument was
equipped with monochromatic Al Kα source 1486.6 eV (15 mA, 15 kV), and a hemispherical anal-
yser with hybrid magnetic and electrostatic lens for enhanced electron collection. Survey and
detailed XPS spectra were acquired at normal emission with the fixed pass energy of 160 eV and
40 eV, respectively. Slot aperture 700 × 300 μm2 was used during the acquisition. All spectra
were charge-corrected to the hydrocarbon peak set to 284.8 eV. The Kratos charge neutraliser
system was used on all specimens. The inelastic backgrounds in all spectra were subtracted
according to the Shirley method [125]. Data analysis was based on a standard deconvolution
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method using mixed Gaussian (G) and Lorentzian (L) line shape (G = 70 % and L = 30 %,
Gaussian-Lorentzian product) for each component in the spectra. Spectra were analysed using
CasaXPS software (version 2.3.18).

The chemical composition of FLG on Si/SiO2, [Cu(dbm)2] powder, and [Cu(dbm)2] on FLG
was probed by means of XPS. Figure (5.6) shows the survey spectra that exhibit O 1s, C 1s,
Si 2s, and Si 2p photoelectron peaks and a visible OKLL Auger peak.
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Figure 5.6: XPS survey spectra comparison, from top to bottom, of FLG on Si/SiO2 substrate,
powder [Cu(dbm)2] and deposited [Cu(dbm)2].

Silicon peaks in the [Cu(dbm)2] powder spectra are present due to the silicon adhesive
used on polyimide-based double-sided tape, which hosted as-synthesised [Cu(dbm)2] powder.
Highly resolved spectra of C 1s, O 1s, and Cu 2p revealed chemical bond types. A slight
difference in binding energies for corresponding peaks could be attributed to changed variations
in the surrounding chemical environment [126]. The best-fit parameters were found by applying
physical constraints to components forming the overall spectrum based on stoichiometry, bond
strength, and electronegativity [126, 127]. However, due to the ambient conditions during the
LS deposition technique and carbon-based FLG background, we were not able to quantify peak
intensities and relate them with molecular structure.

Figure (5.7) shows the chemical structure of [Cu(dbm)2] and detailed XPS spectra charac-
terised by main peaks at 284.8 eV, 532.7 eV, and 934.5 eV for C 1s, O 1s, and Cu 2p3/2 core
levels, respectively. The C 1s and O 1s experience a slight shift towards lower binding energy in
the deposited spectra. This can be caused by the image-charge screening effect [128]. The chem-
ical structure suggests expecting components in C 1s from both carbon atoms forming aromatic
rings (C-C, C-H) and carbon atoms bound to an oxygen atom (C=O, C-O). Photoelectrons from
aromatic rings appear at lower binding energy, whereas carbon atoms bound to oxygen create
a strong shoulder feature at 286.8 eV. We have also detected two satellite features S1 and S2,
which are typical in photoemission of organic molecules due to relaxation processes resulting in
the creation of a core-hole [129]. The increase in the intensity of the S1 satellite at the expense
of C-H in the deposited spectrum can be attributed to the physisorption on FLG substrate,
image-charge screening effect and charge neutralisation processes.
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Figure 5.7: Molecular structure of [Cu(dbm)2] with XPS comparison of powder and deposited
sample with detailed regions for C 1s, Cu 2p, and O 1s.

The O 1s core-level line showed, besides the main component at 532.7 eV for powder and
533.1 eV for deposited, a shoulder component at lower binding energy, which was identified
as C=O bond. The Cu 2p photoemission line features two main peaks Cu 2p3/2 and Cu 2p1/2 at
934.5 eV and 954.3 eV, respectively, separated by 19.8 eV. We have not evidenced any measurable
energy shift in the binding energy of Cu 2p peaks in powder and deposited spectra. Both powder
and deposited peaks exhibit a complex satellite structure, which serves as a fingerprint of having
Cu atoms with a 2+ oxidation state [130–132]. This corroborates the preserved oxidation state
of Cu(II) after the LS deposition process. Strong shake-up satellites visible in regions (937 - 947)
eV and (957- 967) eV stem from electronic relaxation effects caused by electron-correlation effects
in the open-shell d bands [130]. We have also evidenced a presence of Cu(I) component, shifted
towards lower binding energy in comparison with Cu(II). This is a common reduction process
for Cu(II)-based systems even without apparent reducing agent [133]. The studied sample was
exposed to air, where Cu2O is the final product of air exposure [134], and was in contact with
an excessive amount of water during the LS deposition. Cu(II) can also be partially reduced to
Cu(I) by excess free electrons in the FLG layer directly in contact with [Cu(dbm)2]. XPS results
match the findings recently gained on this system thermally evaporated on Au(110) [71].

Electron spin resonance (ESR)

High-frequency/-magnetic field ESR spectra (HF-ESR) were acquired on a home-built spectrom-
eter featuring a VDI signal generator, a VDI amplifier-multiplier chain (Virginia Diodes, USA),
a quasi-optical bridge (Thomas Keating, UK), a 15/17 T solenoid cryomagnet (Oxford Instru-
ments, UK) and an InSb hot-electron bolometer (QMC Instruments, UK) [12]. The reference
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powder sample of the [Cu(dbm)2] was studied as a pressed teflon-wrapped powder pellet and
the final sandwich-like deposited hybrid material as �5 mm sample as shown in Figure (5.8). All
ESR spectra were simulated using the EasySpin toolbox for Matlab [28].

Figure 5.8: The HF-ESR spectrometer in Stuttgart. a) Indication of setup components, b) vari-
able temperature insert (VTI), c) detail of sample-rod head with modulation coil, at which the
alternating current (AC) with known noise frequency was applied and formed a lock-in ampli-
fication of signal (the first derivative of absorption signal was detected), d) sample insert with
support, and e) �5 mm sample in the form of a pressed pellet (for a bulk powder measurements)
and a thin film (deposited [Cu(dbm)2] on FLG-covered substrate).

By this method, we have investigated the intrinsic magnetic properties of [Cu(dbm)2] before
and after deposition by means of multi-frequency HF-ESR spectroscopy. Figure (5.9) shows HF-
ESR spectra for powder [Cu(dbm)2] from which we extracted basic spin Hamiltonian parameters
such as g-factor originating from one unpaired electron of Cu(II) ion in 3d9 electron configuration.
Equation (5.1) describes the used spin Hamiltonian constructed by taking into account Zeeman
contribution:

Ĥ = ĤZeeman = µBBext · g̃ · Ŝ, (5.1)

where µB is Bohr magneton, Bext is external magnetic field, g̃ is g-factor tensor, Ŝ is total
spin of system, in this case S = 1/2. All powder spectra were fitted with the spin Hamiltonian
parameters as follows: gx = 2.0480, gy = 2.0470, gz = 2.2570. Parameters used in the fitting
procedure are in fair agreement with previously published results [71, 97, 135]. The slight
misalignment and intensity decrements in spectra can be attributed to calibration of magnetic
field and lock-in phase changes during the measurements. The difference between frequencies
can also be assigned to different power distribution profile from a microwave source.

Figure (5.10) shows the HF-ESR spectra of deposited [Cu(dbm)2] onto FLG-covered sub-
strate with additional statistical analysis of resonance lines distribution. We observed a slight
difference in gx and gy compared to bulk powder measurements. Both deposited spectra were
fitted with the spin Hamiltonian parameters as follows: gx = 2.0503, gy = 2.0499, gz = 2.2590.
This shift can be caused by stacking of physisorbed [Cu(dbm)2] on FLG-based substrate.
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Figure 5.9: HF-ESR powder spectra of [Cu(dbm)2] for four different frequencies, 300 GHz,
320 GHz, 340 GHz, and 360 GHz, respectively, from 9 T to 13 T measured at 5 K.
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Figure 5.10: Left: HF-ESR spectra of deposited [Cu(dbm)2] for two different frequencies of
180 GHz and 320 GHz measured at 5 K. Middle: visualisation of integration sphere with 10000
equally spaced points illustrating the distribution of resonance lines. In our experimental setup,
the external magnetic field B was perpendicular to the surface plane of the sample. The colour
scale bar corresponds to the relative weight distribution for the simulated spectra in every
direction. The angles 0 < Θ < 2π and 0 < Φ < π denote the Euler angles. The simulated spectra
were expectably sensitive mostly to changing Φ. Right: histogram of assigned weight distribution
from an integration sphere, note that 320 GHz is more detailed than 180 GHz, demonstrating
that by using higher frequencies, it is possible to get more resolved and finer distribution.

We observed many absorption lines of a small intensity distributed between magnetic field
values that correspond to resonances parallel and perpendicular to the plane of the molecules
(i.e. between Bext ∥ z and Bext ∥ xy plane) for both frequencies 180 GHz and 320 GHz. We
statistically evaluated these additional peaks in both spectra by simulating the ESR absorption
equivalent to individual micro-crystallites in the sample. We have rotated the g̃ tensor obtained
from the bulk powder samples and performed a simulation over a sphere with 10000 equally
spaced points generated by the repulsion algorithm [136], attributing weight to the intensity
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of the spectrum in each direction. The weight is equivalent to the number of molecules at
a particular orientation, while the counts in the histogram in Figure (5.10) corresponds to the
total number of orientations with a given weight. This result shows that there is not an effective
selective orientation of the micro-crystallites formed on the surface, even though about 5 %
of them are distributed around the green regions in the integration hemispheres. The other
95 % are randomly distributed when taking into account the roughness of the FLG surface.
The effect of the distribution of micro-crystallites is less pronounced at 180 GHz because the
magnetic field resolution δBext between adjacent absorption lines is smaller at lower frequencies
(Bext = hν/gµB). A simulation made by changing the frequency parameter solely shows that the
double intensity at the same directions produces broader and smaller peak-to-peak intensities in
the same regions. The pattern on integration hemispheres appears similar for both 180 GHz and
320 GHz spectra, however, the histogram for 320 GHz is more detailed. This can be assigned to
an inherent property of going into higher frequencies in ESR in similar cases.

This multi-resonance line effect was also previously observed and discussed for the imperfectly
dissolved frozen-solution of [Cu(dbm)2] in chloroform and called as a ”single-crystal effect” [137,
138]. In our case, on a surface, these lines were assigned to an incomplete distribution of the
orientations of micro-crystallites. Moreover, we have demonstrated that HF-ESR combined with
a statistical approach can be a useful tool for the description of molecular distribution based on
magnetic anisotropy on surfaces.

63



5. RESULTS OBTAINED

5.2. Co(II)-Based single-ion magnets with 1,1�-ferrocenediyl-
bis(diphenylphosphine) metalloligands

Following results were obtained in cooperation and published in:
J. Hrubý, D. Dvořák, L. Squillantini, M. Mannini, J. van Slageren, R. Herchel,

I. Nemec, and P. Neugebauer: Co(II)-Based single-ion magnets with 1,1�-ferrocenediyl-
bis(diphenylphosphine) metalloligands, Dalton Trans., 49, 11697-11707 (2020).

Abstract

In this study we reported on magnetic and spectroscopic properties of three heterobimetal-
lic Fe(II)–Co(II) coordination compounds based on the tetracoordinate {CoP2X2} core encap-
sulated by dppf metalloligand, where X = Cl (1), Br (2), I (3), dppf = 1,1�-ferrocenediyl
-bis(diphenylphosphine) as shown in Figure (5.11). The analysis of static magnetic data has
revealed the presence of axial magnetic anisotropy in compounds (1) and (2), and this was
further confirmed by high-frequency electron spin resonance (HF-ESR) spectroscopy. Dynamic
magnetic data confirmed that (1) and (2) behave as field-induced Single-Ion Magnets (SIMs).
Together with bulk studies, we have also tested the possibility of depositing (2) as thick films
on Au(111), glass, and polymeric acetate by drop-casting as well as thermal sublimation, a key
aspect for the development of future devices embedding these magnetic objects.

Figure 5.11: Scheme of the molecular structure of compounds (1)–(3), X stands for halido
ligands (X = Cl in (1), Br in (2) and I in (3)). Ph stands for the phenyl rings.

Following Figure (5.12) illustrates splitting of molecular orbitals in high-spin Co(II) in tetra-
hedral symmetry.

Figure 5.12: Splitting of energy in molecular orbitals of high-spin Co(II) in tetrahedral symmetry.
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5.2. CO(II)-BASED SINGLE-ION MAGNETS WITH
1,1�-FERROCENEDIYL-BIS(DIPHENYLPHOSPHINE) METALLOLIGANDS

Introduction to topic

Single-Molecule Magnets (SMMs) feature magnetic bistability at low temperature [27] due to the
intrinsic energy barrier (Ueff), which is a function of the total spin in the ground state (S) and
the axial parameter of the molecular anisotropy (D): Ueff = |D|×S2 for integer spins and Ueff =
= |D|× (S2 − 1

4) for non-integer spins, under the condition that the magnetic anisotropy is axial
- D < 0. However, it has been reported that D is inversely dependent on S2 as can be extracted
from the relationships describing spin-orbit contributions to D-tensor [19]. Therefore, in parallel
with a growing interest in the use of SMM archetypes for the exploration of innovative devices
for spintronics [139] and quantum computing [140], research efforts in recent decades have been
concentrated on maximising the magnetic anisotropy in novel molecular systems, and thus the
dynamic magnetic properties of transition metal-ion and rare-earth-based complexes [22, 47].
As a result, a plethora of 3d or 4f SMMs with one paramagnetic metal centre, called Single-Ion
Magnets (SIMs), have been reported [141], including one with the highest blocking temperature,
exceeding the temperature of liquid nitrogen [142]. Among the group of 3d SIMs, the Co(II)
compounds are the most abundant and the SMM phenomenon was reported for a great variety
of the coordination numbers and geometries such as tetracoordinate [143, 144], pentacoordinate
[145], hexacoordinate [146], heptacoordinate [147] or even octacoordinate [148].

In these compounds, the ground spin state is split by strong spin-orbit coupling into two
Kramers doublets (|3/2,±1/2> and |3/2,±3/2>), which are separated by the energy equal
to 2

√
D2 + 3E2. In the case of tetracoordinate Co(II) compounds with the general formula

[Co(LN/P)2(L1)2] or [Co(LN/P)(L1)2], where LN/P represents mono or bidentate N- or P-donor
ligands and L1 is halido or pseudohalido ligands, a magneto-structural correlation was estab-
lished by Boča and co-workers in 2013 [149]. It reads δ = 2αTd - (α), where αTd is the angle
of the ideal tetrahedron (109.5°), α is the angle between the two Co-N/P bonds. Despite some
limitations [18], this relationship has proved to be successful in the prediction of sign and mag-
nitude of D, such that more negative/positive δ should lead to more negative/positive value
of D. Therefore, our attention has focused on compounds with rather large and negative pa-
rameter δ, and these were further investigated for their static and dynamic magnetic properties
[18, 150]. Therefore, we opted to investigate the compound [CoCl2(dppf)] as a suitable SIM
candidate, where dppf represents the 1,1�-ferrocenediyl-bis(diphenylphosphine). This complex
can be prepared by the reaction between dppf and CoCl2 where both dppf and the resulting
product [CoCl2(dppf)] are very well known, thoroughly studied (besides magnetic properties)
[151] and even commercially available coordination compounds with CAS numbers: dppf, 12150-
46-8; [CoCl2(dppf)], 67292-36-8. The crystal structure of [CoCl2(dppf)] was reported in 1999
[152] and this compound has tetracoordinate CoP2Cl2 arrangement with δ = -4.8°. Therefore,
according to the magneto-structural correlation by Boča et al. [149], it should possess negative
D. Furthermore, having in mind, the influence of the intermolecular interactions which often
effectively decrease U [153] giving also the rise to other relaxation channels [154], another struc-
tural property of [CoCl2(dppf)] must be emphasised. The crystal structure of this compound
is composed of the complex molecules connected only by weak C-H···π and C-H···Cl non-
covalent interactions.

Due to the bulkiness of the dppf metalloligand, these interactions are organised in a way (vide
infra) that they cannot effectively transmit even very weak exchange interactions. The shortest
Co···Co separations are longer than 9.6 Å assuring that also dipolar interactions between the
Co(II) atoms are negligible. Therefore, we decided to study the static and dynamic magnetic
properties of the compound [CoCl2(dppf)], (1), together with the bromido [CoBr2(dppf)], (2)
and iodido [CoI2(dppf)], (3) analogues. The precise determination of the magnetic anisotropy
parameters was performed by High-Frequency and -Field Electron Spin Resonance (HF-ESR)
measurements. We also focused our synthetic strategy on the preparation of the single crys-
tals of compounds (2) and (3) and the determination of their crystal structures by the X-ray
diffraction. The analysis of the experimental data was supported by ab initio calculations
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(CASSCF/NEVPT2). Furthermore, we tested the deposition of thick films of these complexes
on surfaces via both thermal sublimation and wet-chemistry-based protocols.

Synthesis of (1) and (2)

CoCl2 (0.5 mmol, 65 mg) or CoBr2 salt (0.5 mmol, 108 mg) was dissolved in 10 mL of methanol
and subsequently, solution of dppf (0.5 mmol, 277 mg) in 25 mL of CH2Cl2 was slowly added.
The colour of the solution turned green, and it was stirred under heating to boiling for 20 min.
Heating together with a stream of nitrogen gas led to a significant reduction of solution volume
followed by precipitation of green powder, which was filtered off. The mother liquor was crys-
tallised by slow diffusion of diethyl ether, and this led to the precipitation of hexagonally shaped
green crystals, which were filtered off and dried in a desiccator.

(1): Anal. Calc. for C34H28Cl2CoFeP2: Mw = 684.22 g mol−1, (in %): C, 59.45; H, 4.33.
Observed: C, 59.68; H, 4.12.

(2): Anal. Calc. for C34H28Br2CoFeP2: Mw = 773.12 g mol−1, (in %): C, 52.89; H, 3.47.
Observed: C, 52.82; H, 3.65. Thermal stability was investigated using differential scanning
calorimety and thermogravimetry (DSC-TGA) measurements and the compound is stable up to
260 °C.

UV-VIS spectroscopy

Absorption spectra were acquired using a JASCO V670 UV–VIS-NIR spectrophotometer. The
bulk powder of (2) was grafted onto filtration paper, and the wet deposition sample was prepared
by drop-casting of 1 mL of a 5 mM dichloromethane solution onto a cover glass substrate inside an
inert nitrogen atmosphere, and the 30 nm thick film obtained by the sublimation onto acetate
substrate. All samples were put into the light beam of the UV-VIS spectrometer filled with
a nitrogen atmosphere. UV-VIS spectra of 1 mM solutions of (1) and (2) in dichloromethane
(Sigma Aldrich, 99.8%) were obtained in quartz 10 mm path-length cuvettes as shown in Figure
(5.13). The peaks found are in agreement with the previously reported study [151].

Figure 5.13: UV-VIS spectra for compound (1) (red line) and (2) (black line) in 1 mM
dichloromethane solution.
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Static magnetic properties

The temperature and field-dependent magnetic data were collected and analysed for compounds
(1-2). We were not successful in obtaining the pure phase of the compound (3). We believe
that partial decomposition of (3) occurred, as can be judged from outward reddish-brown and
inner green colours of obtained crystals. Temperature dependence of the magnetisation at B =
= 0.1 T from 1.9 to 300 K and the isothermal magnetisations at T = 2.0, 5.0 and 10.0 K up to
B= 9T were measured using a PPMS Dynacool with a VSM option. The experimental data
were corrected for diamagnetism and the signal of the sample holder.

The temperature dependencies of the effective magnetic moment (µeff/µB) are similar for (1-
2), adopting values (4.4 − 4.5µB) larger than spin only value for Co(II) with e4t3

2 configuration
in tetrahedral symmetry of the coordination polyhedron (g = 2.0, S = 3/2, µeff/µB = 3.87).
The µeff value was almost constant to cca 20 K and then decrease to cca 3.5 (1) and 3.7 (2)
µB was observed. The observed decreases of µeff can only be attributed to the occurrence of
the zero-field splitting (ZFS), and thus magnetic anisotropy. Therefore, the magnetic data were
fitted for spin Hamiltonian including axial and rhombic ZFS terms:

Ĥ = ĤZeeman + ĤZFS = µBBextgŜa +D

[
Ŝ2

z − 1
3
S(S + 1)

]
+ E(Ŝ2

x − Ŝ2
y), (5.2)

where Zeeman term is defined in the direction of a magnetic field as Bext,a =
= B(sin(Θ)cos(φ), sin(Θ)sin(φ), cos(Θ)) with the help of the polar coordinates, D and E are the
single-ion axial and rhombic ZFS parameters. The magnetisation in a-direction of the magnetic
field was calculated as follows:

Ma = NAkBT
d lnZ
dBa

, (5.3)

where Z is the partition function constructed from the energy levels of the spin Hamiltonian.
Then, the averaged molar magnetisation of the powder sample was calculated as the integral
(orientational) average:

Mmol = 1
4π

2πˆ

0

πˆ

0

MasinΘdΘdφ. (5.4)

Figure (5.14) shows the best fits found for (1) with g = 2.20, D = −11.0 cm−1, E/D = 0.00,
χTIP = 10.1 × 10−9m3mol−1 and for (2) with g = 2.24, D = −8.7 cm−1, E/D = 0.24, χTIP =
= 6.1 × 10−9m3mol−1. These findings confirm the presence of an axial magnetic anisotropy for
both compounds (1) and (2).
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Figure 5.14: Magnetic data for (1) (top) and (2) (bottom) displayed as the temperature depen-
dence of the effective magnetic moment, and the isothermal molar magnetisation measured at
T = 2, 5, and 10 K is in the inset. The empty symbols represent the experimental data; red full
lines represent the fitted data using Equation (5.2).

Dynamic magnetic properties

To further characterise compounds (1) and (2), AC susceptibility was measured for both com-
pounds. There were no out-of-phase signals in zero static magnetic field detected. Therefore,
the AC susceptibility was measured at BDC = 0.1 T and revealed frequency-dependent maxima
of the imaginary susceptibility, and thus confirming the slow relaxation of the magnetisation in
(1) and (2).

Figures (5.15 and 5.16) show the Argand (Cole-Cole) plot for (1) and (2). The extracted
relaxation times follows the Arrhenius law and subsequent analysis yielded these parameters:
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τ0 = 5.17 × 109 s, Ueff = 33.3 K (23.2 cm1) for (1), and τ0 = 1.80 × 109 s, Ueff = 28.8 K (20.0 cm1)
for (2). The one-component Debye’s model was applied based on the equation:

χ(ω) = χT − χS
1 + (iωτ)1−α

+ χS, (5.5)

with isothermal (χT) and adiabatic (χS) susceptibilities, relaxation times (τ) and distribution
parameters (α).

Figure 5.15: AC susceptibility data for (1). Top: In-phase χ and out-of-phase χ′′ molar sus-
ceptibilities at the applied external magnetic field BDC = 0.1 T (full lines are only guides for
eyes). Middle: Frequency dependence of in-phase χ and out-of-phase χ′′ molar susceptibilities
fitted with one-component Debye’s model using Equation (5.5) (full lines). Bottom: The Argand
(Cole–Cole) plot with full lines fitted with Equation (5.5) and the fit of resulting relaxation times
τ with Arrhenius law (red line).
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Figure 5.16: AC susceptibility data for (2). Top: In-phase χ and out-of-phase χ′′ molar sus-
ceptibilities at the applied external magnetic field BDC = 0.1 T (full lines are only guides for
eyes). Middle: Frequency dependence of in-phase χ and out-of-phase χ′′ molar susceptibilities
fitted with one-component Debye’s model using Equation (5.5) (full lines). Bottom: The Argand
(Cole–Cole) plot with full lines fitted with Equation (5.5) and the fit of resulting relaxation times
τ with Arrhenius law (red line).
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Surface depositions

Deposition of (2) on surfaces was investigated by two distinct techniques: by drop-casting under
an inert nitrogen atmosphere (drop hereafter) and by thermal sublimation in high-vacuum (subl
hereafter). For the preparation of thick films, we used a home-built high-vacuum sublimation
chamber. For sublimations of (2), a cleaned quartz crucible was used. The base chamber
pressure during the sublimation was 1×10−7 mbar. We prepared a 30 nm thick molecular film on
Au(111) surface deposited on muscovite mica previously treated with a hydrogen flame annealing
treatment and a 30 nm thick film on acetate for UV-VIS measurements. The sublimation was
performed at 225 °C with a growth rate of 1 Å per 9 min. This was carefully monitored by
calibrated quartz crystal microbalance (STM-2, Inficon) placed at the same height as samples
inside the vacuum chamber.

Figure (5.17) shows a comparison of UV-VIS spectra of (2) as a bulk powder, the deposit
obtained from the drop-casting on glass, and the 30 nm thick film obtained by the sublimation
onto acetate substrate.

Figure 5.17: UV-VIS spectra of (2) as a bulk powder (above), drop-cast layer on glass (middle)
and sublimated layer on acetate substrate (below). The results of spectra fitting to four Gaussian
primitives (f1 – olive, f2 – green, f3 – blue, f4 – light blue); bulk (top, λmax in nm, absorbance
in arb. u.): f1 = 741, 0.1795, f2 = 680, 0.1917, f3 = 636, 0.1295, f4 = 481, 0.012; drop-cast
(middle): f1 = 736, 0.0578, f2 = 668, 0.1167, f3 = 634, 0.0730, f4 = 468, 0.0081; sublimated
(bottom): f1 = 745, 0.0127, f2 = 675, 0.0326, f3 = 618, 0.0144, f4 = 489, 0.0097.

Spectra of all three solid samples exhibited two dominant absorptions in the visible part of the
spectra: the peak around 480 nm, which corresponds to the e2–e1 transition in ferrocenyl moiety
(in approximate D5h symmetry) [151, 155] and the cluster of peaks between ca. (600 − 800) nm
that can be assigned to d–d transitions of the tetracoordinate 3d7 central ion [156]. Despite
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the same absorption bands in all three spectra, it is apparent that the profile of each spectrum
is slightly different, e.g. the subl spectra show broader bands and more intense e2–e1 transition
band than in bulk and drop. Despite being aware of different samples’ nature requiring different
approaches in acquiring the UV-VIS data, we attempted to fit all three spectra to quantify the
observed differences. Each spectrum (400 − 800) nm was fitted using four Gaussian primitives,
three peaks (olive – f1, green – f2, blue – f3) sufficiently reconstructed the d–d band [157], while
the fourth one (light blue – f4, Figure (5.17)) was used to fit the e2–e1 transition. Three rather
well-separated components of the d–d band arising from 4A2 → 4T1(P) transition (in ideal Td
symmetry) [158] reflect the lower symmetry of coordination polyhedron, because the parent term
4T1(P) splits into three terms 4A1 + 4B1 + 4B2 [159] in more realistic C2v symmetry [160]. The
peak heights cannot be directly compared among the spectra. Therefore we compared ratios of
the peak heights derived for each spectrum.

The f1/f2 ratios are similar for drop (0.49) and subl (0.39) samples, while in bulk, f1/f2
is rather larger (0.94). On the other hand, the f4/f2 ratios are similar for bulk (0.06) and drop
(0.07) samples, while f4/f2 is significantly larger in subl (0.30). From the presented UV-VIS
data, it is hard to determine if any variations among the spectra, such as one described by f1/f2
ratio, originate from chemical changes or different spectral resolution due to the different nature
of the measured sample. However, it must be noted that an increase of f4/f2 in subl spectrum
can be reasonably explained by partial decomposition of (2) to metalloligand dppf during the
sublimation process resulting in a larger abundance of dppf in the deposit.

X-ray photoelectron spectroscopy (XPS)

XPS measurements were carried out at room temperature in a UHV chamber equipped with
an X-ray source (non-monochromatic Mg-Kα source, 1253.6 eV) and hemispherical analyser by
VSW mounting a 16-channel detector. The X-ray source mounted at 54.44° with respect to
the analyser was operated at a power of 120 W (12 kV and 10 mA). Survey and detailed XPS
spectra were acquired at normal emission with the fixed pass energy of 44 eV. All bulk powder
spectra were referenced to the Cu 2p3/2 peak at 932.7 eV because it served as a substrate for
investigated molecules. Therefore, no change in position for this peak was expected. Drop-
cast and evaporated samples were referenced to the Au 4f7/2 peak at 84.0 eV. The inelastic
backgrounds in spectra were subtracted according to the Shirley method [125] except for Fe
peaks, where a linear background was used. Data analysis was based on a standard deconvolution
method using mixed Gaussian (G) and Lorentzian (L) line shape (G = 70% and L = 30%,
Gaussian–Lorentzian product) for each component in the spectra. The elemental composition
of the samples was evaluated using a semi-empirical approach. The integrated intensity of
each component was corrected with the photoionization cross-section calculated for each atom,
neglecting the differences in photoelectron escape length as a function of the kinetic energy [161]
Spectra were analysed using CasaXPS software (version 2.3.18).
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Figures (5.18) and (5.19) show the chemical composition of bulk (1) and (2). Figure (5.18)
shows the survey spectrum which exhibited O 1s, C 1s, P 2s, P 2p, Cu 2p, Cl 2s, Cl 2p, Fe 2p,
and Co 2p photoelectron peaks.

Figure 5.18: XPS spectra for bulk compound (1), survey (top left), and then according to
elements, spectra for P 2p, Cl 2p, C 1s, Co 2p, and Fe 2p photoelectron peaks.

In the case of (2), Br 3d instead of Cl 2p was present in Figure (5.19). Both spectra
showed also visible OKLL, FeLMM, CoLMM, CuLMM Auger peaks. Highly resolved spectra of C
1s, P 2p, Cl 2p (or Br 3d), Co 2p, and Fe 2p for both compounds revealed a similar chemical
environment through a fitting process by utilising the convolution of Voigt curves to reproduce
spectra. The best-fit parameters were found by applying constraints to the components forming
the overall spectrum based on the nature of the systems: taking into account the relationship
between components area and total angular momentum multiplicity of the final states (for
spectra related to orbitals with non-zero angular momentum) and assuming the same FWHM
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for analogues components in each sample [126, 127]. XPS spectra of bulk (2) exhibited main
ferrocene peak Fe 2p3/2 at 708.5 eV with spin-orbit coupling (SOC) separation of 12.4 eV, which
is in agreement with previous studies [162–164]. The Co 2p photoemission line Co 2p3/2 at
780.9 eV with SOC of 15.4 eV. Both compounds (1) and (2) exhibit shake-up features, which
serve as a fingerprint of having paramagnetic Co(II) complex in the high-spin state [165–169].

Figure 5.19: XPS spectra for bulk compound (2), survey (top left), and then according to
elements, spectra for P 2p, Br 3d, C 1s, Co 2p, and Fe 2p photoelectron peaks.
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Figure (5.20) shows XPS survey spectra for bulk powder scratched on Cu foil (bulk), drop-
cast from a 5 mM solution on Au(111) in a nitrogen atmosphere (drop), and a sublimated 30 nm
thick film on Au(111) substrate (subl).

Figure 5.20: XPS survey spectra of (2) as a bulk powder (top), drop-cast in nitrogen on Au(111)
(middle), and sublimated on Au(111).

Table (5.1) shows a comparison of Fe 2p3/2 and Co 2p3/2 peak binding energies with pre-
vious studies. For cobalt, a slight shift (0.8 eV) of the 2p3/2 peak has been observed between
the sublimated sample and bulk powder. Considering the direction of the shift (toward lower
binding energies), the bromine deficiency, the excess of phosphorous and iron evidenced from
stoichiometry evaluations, one scenario might be the partial decomposition of [CoBr2(dppf)].
However, Co 2p3/2 peak positions are in good agreement with similar systems reported in the
literature, with slight shifts due to the differences in the coordination environment.

Fe 2p3/2 (eV) Co 2p3/2 (eV)
Bulk 708.5 781.0
Drop 708.3 780.6
Subl 708.4 780.2
Ref. 708.5 [170]; 708.1 [171]; 707.9 [172]; 708.0 [163] 780.1 [173]; 780.9 [174]; 781.2 [174]

Table 5.1: Positions of Fe 2p3/2 and Co 2p3/2 binding energies.

Detailed XPS spectra for depositions are shown in Figure (5.21) along with a semi-
quantitative determination of the elemental composition in Table (5.2). Carbon and oxygen
contributions were considered not relevant since they may be affected by adventitious contami-
nants due to the ex situ preparation procedures. The quantitative analysis for an as-synthesised
powder of (2) and drop-cast in nitrogen atmosphere of (2) suggests preserved stoichiometric
composition structure, whereas, in the case of sublimated (2), the amount of Co and Br was
lower than expected, which could be attributed to partial chemical decomposition. In the case
of Fe 2p and Co 2p, shake-up satellite features were present in all three investigated samples
as expected. No significant shift in binding energies among the different samples has been
detected.
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Figure 5.21: Detailed XPS spectra comparison of (2) for bulk powder, drop-cast, and sublimation
for P 2p, Br 3d, Fe 2p, and Co 2p photoelectron peaks.

Element Calculated* 1 bulk 2 bulk 2 drop 2 subl
Co 16.7% 12.5% 13.1% 12.3% 10.1%
Fe 16.7% 13.0% 13.1% 14.0% 19.3%
Br* 33.3% – 34.5% 33.3% 21.6%
P 33.3% 37.1% 39.3% 40.4% 49.0%
Cl* 33.3% 37.4% – – –

Table 5.2: Semi-quantitative determination of the elemental composition. *Chlorine and
Bromine content were evaluated respectively only in compound (1) and (2).

Iron 2p3/2 peak positions were in good agreement with previous studies addressing the iron
in ferrocene molecules (see Table (5.1)). This might be due to the intactness of ferrocene moiety
on the surface, even after utilising high vacuum sublimation techniques. However, in the case of
the film of (2) obtained by sublimation, we observed a shift in binding energies of both elements,
which can be attributed to partial decomposition to the thermally stable dppf [164], which serves
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as a precursor for synthesis. This finding agrees with the decomposition hypothesis deduced from
UV-VIS spectroscopy. These findings suggest that films obtained via sublimation are affected
by a partial decomposition. Therefore, we may conclude that future deposition attempts should
adopt wet-chemistry based protocols preferentially under inert atmosphere [175], which have
proven to provide chemically intact deposits of (2).

Electron spin resonance (ESR)

High-frequency ESR (HF-ESR) spectra at 5 K, 10 K, 20 K, and 40 K for four frequencies 270 GHz,
320 GHz, 360 GHz, and 380 GHz were recorded on a home-built spectrometer [12] featuring
a VDI signal generator, a VDI amplifier-multiplier chain, a Thomas Keating quasi-optical bridge,
an Oxford Instruments 15/17 T solenoid cryogenic magnet and a QMC Instruments InSb hot-
electron bolometer. Both (1) and (2) samples were studied as pressed Teflon-wrapped powder
pellets. All spectra were simulated using the EasySpin toolbox for Matlab [28].

The bulk magnetic properties of cobalt-ferrocene dimers (CFDs) with lin-
ear chemical formula: [X2Co(P(C6H5)2C5H4)2Fe], where X = Br, Cl, and
(P(C6H5)2C5H4)2Fe = dppf] were investigated by HF-ESR. It allowed us to determine
the spin Hamiltonian parameters such as the g-tensor and zero-field splitting (ZFS) terms,
already defined in the theoretical part, representing intrinsic magnetic properties. Co(II) ions
are in tetrahedral 3d7 electron configuration in a high-spin state (S = 3

2). On the contrary,
Fe(II) ions are in the 3d6 low-spin state (S = 0) with no unpaired electrons, and thus only
Co(II) contributes to the overall HF-ESR spectrum.

Equation (5.6) describes the used spin Hamiltonian constructed by taking into account Zee-
man and ZFS contributions:

Ĥ = ĤZeeman + ĤZFS = µBBext · g̃ · Ŝ + ĤZFS = D

[
Ŝ2

z − 1
3
S(S + 1)

]
+ E(Ŝ2

x − Ŝ2
y), (5.6)

where µB is Bohr magneton, Bext is applied external magnetic field, g̃ is a tensor linking the
magnetic field and the spin vectors, D is the axial component of magnetic dipole-dipole interac-
tion and E is the transversal component describing the rhombicity of a system, and Ŝ is total
spin of the system, in this case S = 3

2 .
Figure (5.22) shows the best fitting parameters found for [CoCl2(dppf)] (top): D =

= −12.0 cm−1 with E/D = 0.106, and gx = 2.22, gy = 2.22, gz = 2.28 and [CoBr2(dppf)]
(bottom): D = −11.2 cm−1 with E/D = 0.090, and gx = 2.22, gy = 2.22, gz = 2.31. The spectra
were measured at low temperature of T = 5 K and external magnetic field was swept from 0 T
to 15 T at 4 different frequencies.

These experimental results are in fair agreement with ab initio quantum chemical simulations
(CASSCF/NEVPT2). The effective energy barrier for [CoBr2(dppf)] can be then calculated as:
Ueff = |D| × (S2 − 1

4) = 22.4 cm−1 and for [CoCl2(dppf)]: Ueff = 24.0 cm−1. The replacement of
the bromine by chlorine also changes the ligand field around the central metal ion, and therefore
by chemically engineering the ligands around the metal, a better SMM can be achieved. This
is the path that our research group is focused on. To be able to change magnetic properties and
adhesion to surfaces by changing the ligand field around metallic centres in SMMs and qubits.

77



5. RESULTS OBTAINED

Figure 5.22: HF-ESR powder spectra of [CoCl2(dppf)] - (top) and [CoBr2(dppf)] - (bottom) for
four different frequencies, 270 GHz, 320 GHz, 360 GHz, and 380 GHz, respectively, from 0 T to
15 T measured at 5 K.
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Figures (5.23) and (5.24) show the temperature dependence in HF-ESR spectra.

Figure 5.23: HF-ESR spectra of (1) at 10 K (left), 20 K (middle), and 40 K (right). The black
solid line represents experimental data and the red solid line is the simulation.

Figure 5.24: HF-ESR spectra of (2) at 10 K (left), 20 K (middle), and 40 K (right). The black
solid line represents experimental data and the red solid line is the simulation.
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5.3. Deposition of tetracoordinate Co(II) complex with chalcone
ligands on graphene

Following results were obtained in cooperation and published in:
J. Hrubý, Š. Vavrečková, L. Masaryk, A. Sojka, J. Navarro-Giraldo, M. Bartoš, R. Herchel,

J. Moncol, I. Nemec and P. Neugebauer: Deposition of Tetracoordinate Co(II) Complex with
Chalcone Ligands on Graphene, Molecules, 25, 5021 (2020).

Abstract

Studying the properties of complex molecules on surfaces is still mostly an unexplored research
area because the deposition of metal complexes has many pitfalls. Herein, we probed the pos-
sibility to produce surface hybrids by depositing a Co(II)-based complex with chalcone ligands
as shown in Figure (5.25) on chemical vapour deposition (CVD)-grown graphene by a wet-
chemistry approach and by thermal sublimation under high vacuum. Samples were characterised
by high-frequency electron spin resonance (HF-ESR), XPS, Raman spectroscopy, atomic force
microscopy (AFM), and optical microscopy, supported with density functional theory (DFT) and
complete active space self-consistent field (CASSCF)/N-electron valence second-order perturba-
tion theory (NEVPT2) calculations. This compound’s rationale is its structure, with several
aromatic rings for weak binding and possible favourable π–π stacking onto graphene. In contrast
to expectations, we observed the formation of nanodroplets on graphene for a drop-cast sample
and microcrystallites localised at grain boundaries and defects after thermal sublimation.

Figure 5.25: Molecular structure of studied Co(II)-based coordination complex.

Introduction to topic

Nearly three decades have already passed since the first description of the slow relaxation of
magnetisation in the polynuclear cluster [Mn12O12(O2CCH3)16(H2O)4] known as Mn12 [31, 176,
177], which started the whole new research field of molecular magnetism [27]. These so-called
Single-Molecule Magnets (SMMs) exhibit magnetic bi-stability up to a specific blocking temper-
ature manifested by intrinsic spin-reversal barrier energy (Ueff). The barrier is a function of the
total spin in the ground state (S) and the axial component of magnetic dipole-dipole interaction
(D) as follows: Ueff = |D| × S2 for integer spins and Ueff = |D| × (S2 − 1

4) for non-integer spins,
respectively, in axial symmetry. This alone would imply that by increasing the number of mag-
netic centres, a better SMM would be obtained; however, there is a dependency of D ∝ 1

S2 that
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stems from spin-orbit contributions to the D-tensor [19]. This dependency shifted the interest
from rather large molecules with many magnetic atoms to Single-Ion Magnets (SIMs) [141]. Sev-
eral challenges need to be addressed before fully utilising these SIMs in real applications. One
of the challenges is increasing the blocking temperature, which was recently found to be 80 K
in dysprosium metallocene in 2018 [142]. This temperature, above the boiling point of liquid
nitrogen (77 K), already holds promise for possible applications in spintronics [90], quantum
computing [89], and molecular electronics [60]. The second challenge is finding the way from
bulk material to functional surfaces.

The magnetic properties of magnetic molecules can be precisely measured by high-frequency
electron spin resonance (HF-ESR) both in bulk [12, 43, 45, 46, 50, 53–56, 178] and on a surface
[69–71]. Primarily, the Zeeman and zero-field-splitting (ZFS) contributions to the spin Hamilto-
nian with information about the intrinsic magnetic properties of a molecule can be determined.
Today, the current effort is focused on making thin films, ordered arrays, or self-assembled mono-
layers that will lead to technological applications [61, 62]. The key for this is to understand the
behaviour and adsorption of complex molecules on surfaces since their exposed surface offers
many application possibilities but also brings many challenges, as these molecules can oxidise,
decompose, or degrade in ambient conditions. There are two main ways to produce nanostruc-
tured magnetic thin films. They can be deposited onto a substrate via a wet-chemistry protocol
from a solution [64, 179, 180] or by thermal sublimation in vacuum [67, 68, 181–184].

The electrical addressing of SMMs can be provided via a conductive substrate. A promising
candidate is an atomically thin layer of graphite, known as graphene [185], which is an interesting
substrate due to its high electron mobility [57, 99], mechanical strength [100], and thermal
conductivity [101]. The original preparation technique firstly used to prepare graphene in 2004
was micro-mechanical cleavage [102]. This method is suitable for tens-of-micrometers-large flakes;
however, more industrial techniques for large and homogeneous surface coverage soon emerged,
such as graphene production by chemical vapour deposition (CVD) [103], on silicon carbide
[104], by liquid-phase exfoliation [105], or by large-scale roll-to-roll printing [186]. The perfect
graphene is a zero-gap semiconductor, which helps the charge carrier mobility but also limits
the applications.

Herein, we reported on the synthesis, crystal structure, magnetic properties, and character-
isation of a new tetracoordinate complex [Co(4MeO-L)2Cl2] (1) with the chalcone imidazole-
derivative ligand 4MeO-L = (2E)-3-[4-(1H-imidazol-1-yl)phenyl]-1-(4-methoxyphenyl)prop-2-en-
1-on. The determination of the crystal structure revealed that this compound is tetracoordinate,
and its molecules possess a unique shape with a large angle between the coordinated 4MeO-L lig-
ands (vide infra). Tetracoordinate Co(II) compounds very often exhibit large easy-axis (D < 0)
or easy-plane (D > 0) magnetic anisotropies [187]. Furthermore, the “flat” molecular shape
involving the large aromatic system of the ligands might help to anchor complex molecules on
surfaces such as graphene by non-covalent interactions. Therefore, we decided to thoroughly
characterise the electronic structure of (1) by HF-ESR to investigate both wet-chemistry and
thermal sublimation depositions and, thus, to produce a hybrid material composed of highly
anisotropic Co(II)-based molecules and graphene. These samples were then characterised by
Raman spectroscopy, X-ray photoelectron spectroscopy (XPS), and atomic force microscopy
(AFM).

Synthesis of (1)

The chalcone ligand 4MeO-L was prepared by the aldol condensation of 4�-(imidazol-1-
yl)benzaldehyde with 4-methoxyacetophenone. The purity and structure of 4MeO-L were con-
firmed by 1H and 13C NMR spectroscopy, mass spectrometry, and elemental analysis. The
complex (1) was synthesised by a reaction between CoCl2·6H2O and 4MeO-L (molar ratio, 1:2)
in methanolic solution, and it precipitated as a blue microcrystalline powder. Recrystallisation
from methanol led to the isolation of pale blue crystals suitable for single-crystal diffraction.
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Deposition on graphene

Drop-cast sample was prepared by dissolving the bulk compound (1) in dichloromethane (98%,
Penta, Czech Republic) to make a final solution with a 100 μM concentration. The actual
drop-casting was conducted in a mobile glove bag (Merck, Germany) filled with inert nitrogen
gas; 10 μL was drop-cast onto a substrate. For the thermal sublimation, we used a home-built
high-vacuum sublimation chamber equipped with a quartz crucible heated by tungsten wire,
with a thermocouple in thermal contact with the crucible. The base chamber pressure during
the sublimation was 2 ×10−7 mbar. The sublimations were performed at 75 °C and 265 °C,
respectively.

Raman spectroscopy (RS)

Raman spectra were acquired on a confocal Raman microscope WITec Alpha300 R+ (WITec,
Ulm, Germany). All measurements were carried out with the excitation laser source with
a 532 nm wavelength and 1 mW power output. Optical images were acquired with a 100×
objective (NA 0.9, WD 0.31 mm).

We used CVD graphene (Graphenea, San Sebastian, Spain) on a Si/SiO2 substrate. Figure
(5.26) shows the substrate Raman spectra that helped us to determine the defects involved in the
graphene. The Si/SiO2 Raman spectrum has a main strong phonon band at 520 cm−1 and two
medium peaks at 301 cm−1 and in the region (946 - 976) cm−1 [80, 120]. A spectrum of CVD
graphene exhibited the strong peaks D at 1347 cm−1, G at 1595 cm−1, and 2D at 2689 cm−1,
with the weaker peaks D� at 1627 cm−1 and D+D�� at 2462 cm−1. The presence of a strong G
peak and weak D’ suggests CVD graphene with defects [121].

Figure 5.26: Raman spectra of Si/SiO2 substrate and graphene on Si/SiO2 substrate.
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Figure (5.27) shows comparison of bulk compound (1), drop-cast, and two sublimated sam-
ples at 75 °C and 265 °C.

Figure 5.27: Comparison of Raman spectra of bulk compound (1), drop-cast, and sublimations
at 75 °C and 265 °C.

The Raman spectrum of the bulk compound (1) on the Si/SiO2 substrate consists of signifi-
cant peaks (964, 1186, 1366, and 1603 cm−1) and peaks of Si/SiO2. In the case of the drop-cast
sample, significant peaks were overlapped with the peaks of graphene and Si/SiO2, except one
(1190 cm−1). By contrast, the Raman spectra of the sublimated samples all showed significant
peaks due to measurements on a larger crystal and obtaining a stronger signal.

Optical images of the hybrid material taken along with Raman spectroscopy are shown in
Figure (5.28).

Figure 5.28: Images from the optical microscope of the samples after drop-casting and sublima-
tions at 75 °C and 265 °C.

83



5. RESULTS OBTAINED

Atomic force microscopy (AFM)
All topography images and profiles were obtained with the scanning probe microscope Bruker
Dimension Icon in tapping mode.

Figure (5.29) shows the AFM images with profiles from white lines. The drop-cast sample
consists of nanodroplets up to 50 nm high. On the contrary, sublimated samples resulted in the
formation of microcrystals hundreds of nanometers high.

Figure 5.29: AFM images from drop-cast and sublimated samples at 75 °C and 265 °C.
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X-ray photoelectron spectroscopy (XPS)

X-ray photoelectron (XPS) measurements were carried out with a Kratos Axis Supra (Kratos
Analytical, Manchester, United Kingdom) spectrometer at room temperature and under ultra-
high vacuum (UHV) conditions. The instrument was equipped with a monochromatic Al-Kα
source of 1486.6 eV (15 mA, 15 kV) and a hemispherical analyser with a hybrid magnetic and
electrostatic lens for enhanced electron collection. Survey and detailed XPS spectra were ac-
quired at normal emission with fixed pass energies of 160 eV and 20 eV, respectively. All spectra
were calibrated to the hydrocarbon peak set to 284.8 eV. The Kratos charge neutraliser sys-
tem was used on all specimens. The inelastic backgrounds in all the spectra were subtracted
according to the Shirley method [125]. Data analysis was based on a standard deconvolution
method using a mixed Gaussian (G) and Lorentzian (L) line shape (G = 70% and L = 30%,
Gaussian–Lorentzian product) for each component in the spectra. The elemental composition
of the samples was evaluated using a semi-empirical approach. The integrated intensity of each
component was corrected with the photoionisation cross-section calculated for each atom, ne-
glecting the differences in photoelectron escape length as a function of the kinetic energy [161].
The spectra were analysed using the CasaXPS software (version 2.3.18).

The chemical composition was probed by XPS. Figure (5.30) shows spectra of bulk compound
(1). The bulk compound (1) spectrum exhibited photoelectron peaks—Co 2p, Cl 2p, N 1s, C
1s, and O 1s—and Augers peaks: OKLL and CoLMM. The detailed spectra of the selected peaks
revealed specific chemical bonds. The N 1s peak was deconvoluted to two components: graphitic
N with three neighbouring C atoms and pyrrolic N with two C atoms and one Co bond [188].
The photoelectron peaks emitted from the p, d, and f electronic levels are further split by spin-
orbit interactions. This helped us to distinguish, in the Cl 2p spectrum, between organic (Cl–C
and Cl–H) and inorganic (Cl–Co) components [189]. Co 2p exhibited two main components and
shake-up satellites. The spin-orbit shift of the main components Co 2p3/2 and Co 2p1/2 depends
on the oxidation state, and with 15.6 eV, the Co(II) high-spin state predominates [169].

Figure 5.30: Survey XPS spectrum and detailed Co 2p, Cl 2p, and N 1s spectra.
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Figure (5.31) shows the comparison of the hybrid samples with CVD graphene: drop-cast,
and sublimated at 75 °C and 265 °C, respectively.

Figure 5.31: Comparison of detailed XPS spectra of drop-cast and sublimated samples at 75 °C
and 265 °C.

In the drop-cast sample, we observed a decrease in the graphitic nitrogen component com-
pared to bulk compound (1) and an apparent split of chlorine to inorganic and organic contri-
butions. In the case of drop-casting, we detected a weak Co 2p signal on the surface, suggesting
a possible complex decomposition as shown in Figure (5.32).

Figure 5.32: Weak signal from Co 2p found on the surface after drop-cast. The right side of the
image shows the fit in the CasaXPS program with a weak Co 2p peak detected.
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In the case of the sublimated samples, even after several hours of acquisition, we did not
obtain any convincing Co 2p peaks for 75 °C and 265 °C. This may be attributed to the pos-
sible partial decomposition of the complex or the surface sensitivity of XPS, with the complex
outmost layers containing only a very few Co atoms or so-called “dead” layers with oxidized,
spoiled molecules. This absence led us to a semi-empirical quantitative analysis of the powder
after each sublimation as shown in Figure (5.33) and revealed an increased amount of cobalt
and chlorine in the powder from the crucible compared to the bulk powder. This, along with
the detected organic chlorine, suggests the possible partial chlorination of the graphene with
a partial decomposition of the complex during both deposition processes. Carbon and oxygen
contributions were discarded since they might be affected by adventitious contaminants due to
the ex situ preparation procedures.

Figure 5.33: Histograms from the semi-empirical quantitative analysis of elemental composi-
tion for the studied complex of powder taken from crucible after sublimation at 75 °C and
265 °C. The red line denotes the calculated ideal percental amount of each element from the
compound CoC38H32Cl2N4O4. Histograms illustrate that cobalt and chlorine content increases
as the sublimation temperature rises; this means that cobalt stays in the crucible and supports
the observation of no cobalt detected on the surface of microcrystallites after thermal sublima-
tion.

Electron spin resonance (ESR)

HF-ESR spectra were acquired on a newly home-built spectrometer featuring a signal generator
(Virginia Diodes, Charlottesville, VA, USA), an amplifier–multiplier chain (Virginia Diodes,
Charlottesville, USA), a quasi-optical bridge (Thomas Keating, Billingshurst, UK), and a 16 T
solenoid cryomagnet (Cryogenic, London, UK) with heterodyne signal detection. The reference
powder sample of the complex was studied as a pressed powder into a �5 mm pellet sample. All
ESR spectra were simulated using EasySpin [28], a toolbox for Matlab.

Figure (5.34) shows the HF-ESR spectra acquired for bulk compound (1) at four frequencies
380 GHz, 415 GHz, 456 GHz, and 490 GHz while sweeping the magnetic field from 0 to 15 T at
5 K.
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Figure 5.34: Left: high-frequency electron spin resonance (HF-ESR) spectra for four different
frequencies at 5 K. The dotted line is guidance for Zeeman splitting. Right: temperature
dependence acquired at 410 GHz. Black line in both is experimental, and red/colored line is the
simulation.

Equation (5.7) describes the used effective spin Hamiltonian for the simulations:

Ĥ = ĤZeeman + ĤZFS = µBBext · g̃ · Ŝ +DŜ2
z + E(Ŝ2

x − Ŝ2
y), (5.7)

where µB is Bohr magneton, Bext is applied external magnetic field, g̃ is a tensor linking the
magnetic field and the spin vectors, Ŝ is total spin of the system: S = 3

2 , D and E are axial
and rhombic zero-field splitting parameters, respectively in this case. The best fit was found for
the spin Hamiltonian parameters as follows: D = 14.6 cm−1 with E/D = 0.235, and gx = 2.32,
gy = 2.38, and gz = 2.16.
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5.4. Nanostructured graphene for nanoscale electron paramag-
netic resonance spectroscopy

Following research and results are a part of our cooperation with the University of Georgetown
in the USA. The first collaborative work was already published: L. St. Marie, A. E. Fatimy, J.
Hrubý, I. Nemec, J. Hunt, R. Myers-Ward, D. K. Gaskill, M. Kruskopf, Y. Yang, R. Elmquist,
R. Marx, J. van Slageren, P. Neugebauer and P. Barbara: Nanostructured graphene for nanoscale
electron paramagnetic resonance spectroscopy, J. Phys. Mater., 3, 014013 (2020). Our aim here
is to use the graphene quantum dot as a bolometric detection device for SMMs and shorten the
whole path from a sample to a detector.

Bolometric detectors

Bolometers are very sensitive detection devices for measurements of electromagnetic radiation
power in a broad frequency range, including terahertz and infrared bands. The principle is based
on heating a material with highly temperature-dependent electrical resistance caused by incident
electromagnetic radiation [190]. They are also used in current astrophysics due to their high
sensitivity and ability to detect a tiny amount of incident electromagnetic radiation [191]. The
applicability also spans to the field of terahertz technology and spectroscopy. There are two im-
portant parameters determining the performance of a bolometer. The first is electrical response
R (V/W), which defines the efficiency of the bolometer, that is the ability to convert incoming
electromagnetic radiation to measurable output (higher is better). The second parameter is the
noise-equivalent power NEP (W/

√
Hz) which represents the sensitivity (lower is better) [192].

The principle of bolometers can be described in the following way. The incident electromag-
netic radiation has power P = P0 + ∆P cos(ωt). The heat transfer is then as follows:

C
dT
dt

= P (t) −G(T − T0), (5.8)

where C is the heat capacity and G is heat conductivity. The temperature change is then:

∆T = ∆P
G
√

1 + ω2(C/G)2 . (5.9)

The responsivity R(ω) is then:

R(ω) = ∆V
∆P

∝ 1
G
√

1 + ω2(C/G)2 , (5.10)

in the case of ω << 1/τ : R(ω) ∝ 1
G and for ω >> 1/τ : R(ω) ∝ 1

ωC , where τ = C/G is the
bolometer constant [193].

Nowadays bolometric detectors (e.g. QMC Instruments Ltd.) work with the following pa-
rameters: R > 5 × 103 V/W and NEP < 7.5 × 10−13 W/

√
Hz at temperature of 4.2 K. These

bolometers are based on (III-V) InSb semiconductors with the use of hot electrons (high kinetic
energy) that occur only at very low temperatures, usually units of kelvin. At these temperatures,
the electron gas in metal is only weakly bound to phonons. Electrons will get out of equilibrium
with phonons after they absorb electromagnetic radiation and create high energy electron gas
[194].

The scheme for graphene-based hot-electron bolometer is shown in the following Figure
(5.35).
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Graphene Te

Substrate T0

THz radiation
Pin

Te >T0

Pin = incident power

Te = electrons temperature

T0 = substrate lattice temperature

Ce = electronic heat capacity

Gth = thermal conductance

Gep = phonon emission conductance

Gdiff = electron diffusion conductance

Te, Ce

T0

Gth = Gep + Gdiff

d(Te-T0)
dPin

=
1

Gth

Figure 5.35: Left: the incident power Pin from THz radiation hits the graphene with electrons
temperature Te on the substrate with temperature T0. Right: the scheme illustrates the thermal
conductance Gth from a graphene to the substrate lattice via phonon emission Gep and electron
diffusion Gdiff .

Our interest in bolometric detectors was prompted by the collaborators from Georgetown
University, where nanostructured graphene was used for bolometers. Perfect graphene is a pure
two-dimensional crystal with hexagonal lattice composed of carbon atoms with distinctive elec-
tric, thermal, mechanical properties [195], extraordinary stiffness [100] and high charge carrier
mobility which stems from a weak interaction between electrons and phonons [196]. These prop-
erties, along with small heat capacity, makes graphene a promising material for very sensitive
and responsive bolometers by using hot electrons.

However, monolayer graphene as such is not the best option for functional bolometric devices
due to its low temperature-dependent electrical resistance, which changes less than 30 % from
30 mK to room temperature [197]. This property is caused by the abovementioned weak electron-
phonon scattering [198]. This would make pure graphene not suitable for bolometric devices.
This issue was overcome by dual gate structure on bilayer graphene in such a way to alter
the graphene band gap [199], or by creating defects in graphene that cause a strong electron
localisation [200].

The milestone in the field of graphene-based bolometers was research conducted by our
collaborators where they were able to significantly push the up-to-date performance: 100 000×
increase of electrical response R and 10× lower NEP at the temperature of 2.5 K. These
results were obtained by using a graphene quantum dot (GQD) [201] which we further use
for terahertz spectroscopy of single-molecule magnets. Quantum confinement was used in the
setup. Nanostructured graphene quantum dots exhibit a rapid temperature-dependent change
of electrical resistance; more than 430 MΩ/K under 6 K. This led to following parameters:
R ≈ 1 × 1010 V/W and NEP of 2 × 10−16 W/

√
Hz at 2.5 K. The advantage of this approach

is also the temperature range at which it is still functional, up to 77 K, which makes their
applicability more promising compared to other approaches [199, 200]. Bolometers based on
graphene quantum dots can also be used as broad band photodetectors [202].

Following Table (5.3) compares parameters of electrical response R - the higher the better,
NEP - the lower the better, temperature - the higher the better of commercial InSb bolometer
from QMC instruments with state-of-the-art bolometers.
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Table 5.3: Comparison of bolometer parameters.

R (V/W) NEP (W/
√

Hz) Temp. (K) Ref.
Commercial InSb bolometer 5 ×103 7.5 ×10−13 4.2 QMC
Dual gate on bilayer graphene 2 ×105 3.3 ×10−14 5 [199]
Defects in graphene 6 ×106 1.2 ×10−15 1.5 [200]
Graphene quantum dots 1 ×1010 2 ×10−16 2.5 [201]
Magnetic tunnel junction 4 ×106 2.4 ×10−12 uncooled [203]
Graphene Josephson junction - 7 ×10−19 19 mK [204]
Superconductor graphene junction - 3 ×10−20 50 mK [205]

For our purpose, a bolometer serves as a substrate and an on-chip detector for deposited
SMMs. By this step, we aim to increase the sensitivity of spectroscopic information obtained
from the active area of graphene quantum dot (GQD). This approach would completely omit the
need for the loss of signal path from a sample to the detector, whose power decreases along the
way rapidly. Figure (5.36) shows the chip holder with bolometer chip on expander attachable
to the ESR probe end. The right column shows SEM images with detail of graphene quantum
dot (GQD) and an illustration of bolometer application to detect SMMs.

10 mm

10 �m

200 nm

Graphene quantum dot (GQD) 

ESR probe end

Chip holder

SiC

Drain

Source

THz radiation

GQD

SMM

Figure 5.36: Left: insertion of chip holder connected by pins to printed circuit board (PCB) chip
expander (SEANT Technology, Brno) with mounted graphene-based bolometer chip on silicon
carbide (SiC). Right: SEM image with active graphene quantum dot (GQD) in inset together
with a scheme of application on deposited SMMs.
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The first characterisation of bolometric chip 9EM2 with several active devices in shown in
Figure (5.37).

Figure 5.37: Resistance versus temperature for two devices R2B6 and R2B8 on bolometric chip
9EM2. The area of interest is around 15 K for both devices as the there is the most abrupt
change of resistance dependency, and thus the most sensitive region for detection of changes.

The next step was to check the response on the microwave irradiation by measuring the
I/V characteristics of the device. This is shown in Figure (5.38). At this point, it is necessary
to be aware of the heating of the whole sample because of microwave irradiation. During this
measurement, an increase of ∆T = 0.6 K was observed, which can be caused by improper cooling
by a heat sink or by insufficient feedback on the needle valve control in the VTI.

Figure 5.38: I/V characteristics on R2B6 device on 9EM2 chip at 15 K. The frequency applied
was 98 GHz at zero external magnetic field.
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We have also tested the R2B6 device in an applied external magnetic field of 5, 10, and 15 T
as illustrated in the Figure (5.39). We observed almost negligible dependence on the magnetic
field applied, which promises usability for the detection of SMMs on the bolometer.

Figure 5.39: I/V characteristics on R2B6 device on 9EM2 chip at 15 K. The frequency applied
was 98 GHz at three different external magnetic field intensities of 5, 10, and 15 T.

For the deposition we have chosen a previously well-studied SMM [184, 206, 207] Fe4Ph with
the linear chemical formula C90H146Fe4O19 as shown in Figure (5.40).

(a) (b)

Figure 5.40: (a) Illustration of Fe4Ph SMM, orange - iron; red - oxygen; grey - carbon, hydrogens
are omitted for the sake of clarity, (b) HF-ESR spectra for 2 frequencies 115 GHz and 230 GHz
at 10 K, red line is experiment and black simulation. From reference [206].

We have sublimed 15 nm thick film onto the whole bolometer chip 9EM2 at our collaborators
prof. Mannini, Dr. Giulia Serrano and others in Florence, Italy. The sublimation took place in
the home-built vacuum chamber Ape Cross with a base pressure of 3×10−7 mbar. The thickness
was monitored by QCM placed at the same distance from the crucible with heated Fe4Ph. The
sublimation started at around 210 °C.
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We have tried 2 different ESR schemes as shown in Figure (5.41) for subsequent measure-
ments of Fe4Ph deposited onto graphene-based bolometer. Unfortunately, neither of these meth-
ods gave any reproducible and analysable signal.

KET
+

−
LIADUT

Modulation

Modulation

A

MW modulation

TTL - 33 Hz, 50 Hz, 69 Hz

KET = sourcemeter

LIA = lock-in amplifier

DUT = device under test

AMC = microwave source

Scheme 1

Scheme 2

KET
+

−
LIADUT

AMC

Figure 5.41: Top: the first scheme for testing the device with SMM was with traditional coil
modulation on the sample holder. Bottom: the second approach we tried was to modulate
microwave directly by in-built TTL modulation of microwave source.
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To conclude the first result obtained: A graphene-based hybrid material with quantum bits
prepared by the double Langmuir–Schaefer method, we have deposited and characterised molec-
ular quantum bit based on Cu(II) ion on a surface. We have demonstrated a possibility to
produce large arrays of graphene-based hybrid materials with quantum bits by using a double
Langmuir–Schaefer deposition. We have taken advantage of using disordered graphene sub-
strate as a template matrix for physisorption of [Cu(dbm)2], which we have further characterised
mainly to pinpoint the intactness and robustness of our system. The biggest advantage of our
wet-chemistry based deposition protocol is the scalability and usability of whichever substrate
with size limitations only by the dimensions of a LS trough. On the contrary, the access of
atmospheric moisture and oxygen in the form of water can lead to abrupt decomposition with
a limited amount of systems withstanding the air/water interface and a mixture of solvents
during deposition, and thus is not generally applicable to every compound. To the best of our
knowledge, there is no established database or a rule helping to determine properties of quan-
tum bits on surfaces, and thus every system has to be treated individually. In this regard, there
is space for improving the deposition conditions by using inert nitrogen or argon atmosphere,
water purification, as well as to fine-tune deposition parameters in molecular concentration and
volume used. Additionally, the potential to use specially tailored ligands surrounding the active
Cu(II) ion offers possibilities of adjusting the adhering properties as well as hydrophobicity. Our
work demonstrated a scalable deposition of quantum bits onto graphene-based substrate provid-
ing promising prospects of a wet-chemistry-based preparation route. Therefore, these molecular
qubits in connection with conductive substrate seem to be the potent route in pursuing a quan-
tum computation. Moreover, we have demonstrated that HF-ESR combined with a statistical
approach can be a useful tool for the description of molecular distribution based on magnetic
anisotropy on surfaces.

To conclude the second result obtained: Co(II)-Based single-ion magnets with 1,1’-
ferrocenediyl-bis(diphenylphosphine) metalloligands, we reported on the crystal structure, mag-
netic properties and field-induced single-molecule magnet behaviour of series of Co(II) tetra-
coordinate compounds with 1,1�-ferrocenediyl-bis(diphenylphosphine) metalloligand (dppf) and
with the general formula [Co(dppf)X], where X = Cl (1), Br (2), I (3). The static and dy-
namic magnetic properties were thoroughly studied only for complexes (1–2) because magnetic
properties of (3) were found to be very sensitive to even slight decomposition of the sample.
Investigations by magnetometry and HF-ESR revealed that (1–2) possess relatively large and
axial magnetic anisotropy D = −12.0 cm−1 in (1) and D = −11.2 cm−1 in (2) and significant
rhombicity E/D = 0.106 in (1) and 0.090 in (2), in good agreement with ab initio quantum chem-
ical calculations. Measurements of dynamic AC susceptibility revealed that both compounds
behave as field-induced single-ion magnets with predominant Orbach relaxation of magnetisa-
tion. Sublimation in high-vacuum and drop-casting were attempted in order to deposit (2) on
selected surfaces (Au(111), glass, acetate). Despite the sensitivity to moisture, (2) was success-
fully deposited by drop-casting under an inert nitrogen atmosphere. While attempting thermal
sublimation, we observed a partial decomposition of the complex and thus suggesting that nano-
structuration of these systems should be operated by the introduction of functional groups
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allowing the chemisorption from diluted solution and promoting the formation of monolayers on
surfaces.

To conclude the third result obtained: Deposition of Tetracoordinate Co(II) Complex with
Chalcone Ligands on Graphene, herein we reported on the synthesis, crystal structure, magnetic
properties, and characterisation of a new Co(II)-based complex with monodentate chalcone
ligands and its deposition on graphene. The magnetic properties were determined from HF-
ESR measurements and were found to be in fair agreement with CASSCF/NEVPT2 ab initio
quantum chemical calculations. The spin Hamiltonian parameters are as follows: D = 14.6 cm−1

with significant rhombicity E/D = 0.235, and gx = 2.32, gy = 2.38, gz = 2.16. Depositions on
graphene were attempted by both drop-casting in an inert nitrogen atmosphere and by the
thermal sublimation of bulk compound (1) in a high vacuum. In both cases, we observed
organic chlorine components, suggesting the partial decomposition of the complex or possible
chlorination of graphene. On the contrary, the Raman spectra showed a good agreement of the
peaks in bulk and on the graphene; however, a few peaks from the complex overlapped with the
graphene peaks, which hindered the analysis. In the case of the drop-cast sample, we observed
the formation of small nanodroplets about 50 nm high on the graphene. Samples prepared by
thermal sublimations revealed the formation of microcrystallites formed mostly at the grain edges
and defects on graphene. DFT simulations of the complex at two geometries on the graphene
surface confirmed only weak attraction to the graphene surface, with the crucial role of van
der Waals forces in the adsorption on graphene. The outlook for the successful deposition of
intact complexes on graphene surfaces requires the fine chemical tailoring of ligands, promoting
adhesion on graphene, and utilising chelation agents that protect the complex from detrimental
effects such as atmospheric moisture, oxidation, and thermal decomposition. The next step after
successful deposition is to obtain the magnetic properties of a thin film on the surface, which will
be obtained from HF-ESR measurements or from X-ray magnetic circular dichroism (XMCD)
at the synchrotron facility.

To outline the future development of HF-ESR technology, I will summarise the advantages
and obstacles encountered during HF-ESR systems presented in this thesis. One of the biggest
advantages of HF-ESR is the freedom of sample form limited only by the probe head and VTI
space. This is unique compared to the standard X-band glass capillaries, suitable usually for
powder or liquid measurements. In this regard, samples such as silicon wafer or graphene on
a silicon wafer with �5 mm can be cut by laser dicer for the consequent deposition of molecular
compounds or direct HF-ESR measurements. For these depositions, either a wet-chemistry
approach or thermal sublimation can be used based on the properties of particular compounds.
For the thermal sublimation, the home-built HV chamber was constructed. This chamber serves
as the first test of the molecule if it survives the sublimation and thus is suitable to be measured
by HF-ESR. The effort made by this work was to be able to prepare and characterise thin films
of quantum bits and single-molecule magnets by a combination of HF-ESR spectroscopy and
complementary techniques. Transition-metal coordination complexes and lanthanide/actinide-
based SMMs are mostly investigated by means of HF-ESR as it can very precisely determine
ZFS parameters and a sign of axial D parameter. There is also a great benefit when HF-ESR
is used in combination with quantum chemistry calculation methods and ligand field theory. By
the graphene bolometers, we want to advance the on-chip sensing of molecular compounds with
the potential to revolutionise electronics. This approach would eliminate the whole route of
microwave from a sample to the detector by replacing it with direct on-site measurements.
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Appendices

Appendix A: Remote DC power supply
The scheme of remote DC power supply control as LabVIEW file is shown in following Figures
(8.1 and 8.2).

Remote DC power supply control

Ceramic heater Programmable DC power supply

COM port

Channel 1

PC COM port

Block diagram 1/3 - back end

ON/OFF button

Set I/V

Channel 2
Set I/V

Both channels actual values

Front endselection

Figure 8.1: Scheme of remote DC power supply control. The ceramic heater which heats a cru-
cible with molecules is connected to programmable DC power supply which is fed into PC COM
port. The front end allows to switch the supply ON/OFF and adjust current/voltage on both
channels. Usually only one channel is necessary to heat the crucible in this configuration. The
right section of front end monitors actual values from the power supply.
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Block diagram 2/3 - back end

Block diagram 3/3 - back end

Figure 8.2: Scheme of block diagrams in back end of the remote DC power supply control.
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Appendix B: Remote pressure readout
The scheme of remote pressure readout as LabVIEW file for monitoring pressure during subli-
mations is illustrated in Figure (8.3).

Block diagram - back end

Pressure readout scheme

Vacuum chamber 

COM port selection

A/D converter

Turbo pump station
Wide range gauge

PC

Pressure value

Error status

Stop button

Front end

COM port

Figure 8.3: Scheme of remote pressure readout for the sublimation chamber. The chamber
is connected to turbo pump station with wide range gauge linked via ethernet cable to A/D
converter and fed to the PC COM port.
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