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Abstrakt
Molekulárne systémy predstavujú jeden zo smerov súčasného výskumu nových na-
noelektronických zariadení. Organické molekuly nachádzajú uplatnenie v rôznych a-
plikáciách, ako sú napríklad solárne články, displeje alebo kvantové počítače. Rast
vysokokvalitných molekulárnych vrstiev s požadovanými vlastnosťami často vyžaduje
využitie samousporiadavaných štruktúr, hlboké pochopenie rozhrania kovu a organ-
ických molekúl a tiež dynamiky rastu molekulárnych vrstiev. Predkladaná práca sa
zaoberá predovšetkým samousporadanými štruktúrami bifenyl-dikarboxylovej kyseliny
(BDA) na Cu (1 0 0) a Ag (1 0 0), ktoré boli skúmané v UHV s využitím STM, XPS a
LEEM. V prípade BDA-Ag je podrobne opísaných niekoľko chemicky a štrukturálne
odlišných molekulárnych fáz. Ďalej boli BDA a TCNQ molekuly skúmané na grafene
pripravenom na Ir (1 1 1). Okrem toho sa organo-kovové systémy syntetizovali depozí-
ciou atómov Ni a Fe s molekulami TCNQ a BDA. Záverečná časť tejto práce popisuje
povrchovú syntézu grafénových nanoribonov (7-AGNR) na špecificky štrukturovanom
substráte Au (16 14 15) z prekurzorových molekúl DBBA. Rekonštrukcia povrchu po
raste bola analyzovaná pomocou STM a elektronické vlastnosti 7-AGNRs pomocou
ARPES.

Summary
Molecular systems represent one direction of the current research of the novel nano-
electronic devices. Organic molecules are considered in various applications such as so-
lar cells, displays or quantum computing. Growth of high-quality molecular layers with
desired properties often employs self-assembled structures and requires a deep under-
standing of metal-organic interface and dynamics of the molecular layer growth. Work
presented in this thesis is in the beginning focused on the self-assembly of biphenyl-
dicarboxylic acid (BDA) on Cu (1 0 0) and Ag (1 0 0) studied in a UHV utilising STM,
XPS and LEEM. In the case of BDA/Ag, multiple chemically and structurally distinct
molecular phases are described in detail. Next, the BDA and TCNQ self-assembly is
studied on graphene grown on Ir (1 1 1). In addition, metal-organic systems were syn-
thesised by deposition of additional Ni and Fe atoms with TCNQ and BDA molecules
on graphene. The final part of this work presents on-surface synthesis of graphene
nanoribbons (7-AGNR) on the kinked Au (16 14 15) substrate from DBBA precursor
molecules. Surface reconstruction after the growth is analysed by STM and electronic
properties of 7-AGNRs by ARPES.
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1. INTRODUCTION

For the past decade, the breakdown of the Moor’s law 1, appears to be unavoidable. Al-
though the downscaling of the devices continues with currently the most advanced 7 nm
node technology, the silicon-based transistors are reaching their limit. One indicator
of the stagnation in the development of current conventional CMOS (complementary
metal-oxide-semiconductor) transistors is a plateau in the progress of device frequen-
cies that rarely exceeds the 5GHz. Combined with the increasing cost of downscaling
in terms of fabrication and facility costs, the drive to utilise new materials grows ex-
ceedingly in both scientific and industrial research groups. [2, 3]

In order to make significant improvements, several non-traditional materials and
structures are considered in so-called beyond-CMOS technologies. Between them, a
new branch of molecular electronics is being developed and already various molecular
devices have been discovered such as logic gates [4], diodes [5] or switches [6]. However,
the most recognised application of organic molecules today are OLED (organic light-
emitting diode) displays, now widely utilised in the construction of TVs. OLED screens
provide improved contrast, power efficiency and most notably, the flexibility that allows
them to bend and even partially fold.

In the field of computing research, molecular spintronics aims at using electron spins
rather than charges. Absence of flowing current could improve the device efficiency
and reduce heat accumulation which further removes design limitations. One of the
most promising beyond-CMOS technologies is quantum computing. In this area, the
utilisation of molecular quantum bits (MQBs) is extensively studied due to the easier
spin coupling observed for electron spins compared to the more traditional nuclear
spins. Further, the wide range of molecular adaptability may give MQBs the advantage
over defect-based solid-state quantum information processing devices [7].

Several of the main prerequisites for the practical implementation of molecules as
quantum bits were already fulfilled. First, the coherence time of MQBs was demon-
strated in the range of hundreds of microseconds [8]. Second, dynamic control over the
interaction between the individual metal centres in MQBs, for example, by employing
photo-active or local electric control of a molecular linker [9]. Using chemical synthesis
methods, two quantum bit gates have been implemented with atomic precision in one
molecule. Additionally, the scalability of MQBs can be achieved by implementing prin-
ciples of self-assembled and metal-coordinated long-range ordered molecular networks.
For this and also many other applications, the understanding of the underlying princi-

1 empirical relationship stating that the number of transistors in integrated circuits will double
about every two years [1]



1. Introduction 2

ples of molecular self-assembly and interaction between the molecules and surfaces is
of great importance.

This thesis deals with a variety of surface-molecule systems ranging from weakly
bonded self-assembled structures to metal-coordinated networks and eventually a cova-
lently bonded system achieved by on-surface synthesis. This thesis is divided into eight
chapters beginning with the introduction. Following second chapter provides theoret-
ical overview focused on non-covalent bonds and various interactions most commonly
involved in self-assembled processes of organic molecules on surfaces. Additionally,
multiple experimental examples are given for each relevant bonding mechanisms. Sev-
eral sections of the review also include examples of metal-coordinated systems with a
last sections focused on graphene. In addition to the introduction, relevant overviews
of specific topics are given at the beginning of each experimental chapter.

The third and fourth chapter describe the experimental apparatus and basics of
work in ultra-high vacuum (UHV). Most of the experiments were performed in the
multifunctional UHV system that includes particularly useful combination of tech-
niques for studying molecular structures at surfaces e.i.: a mesoscale view provided by
low electron energy microscope (LEEM), nanoscopic details from scanning tunnelling
microscope (STM) and chemical information from X-ray photoemission spectroscope
(XPS). The third chapter describes LEEM in detail, its construction, operational de-
tails and various applications, mainly the dark-field imaging and µ-diffraction.

The experimental results are presented in the last three chapters. Chapter five
presents an extensive work focused on self-assembled structures of biphenyl-dicarboxylic
acid (BDA) on Cu (1 0 0) and Ag (1 0 0). This molecule is a model system due to its
simple structure and the presence of carboxylic end groups that are often employed in
the molecular self-assembly. In the first part of the chapter, the BDA/Cu (1 0 0) system
is explored. BDA on Cu chemically reacted (deprotonated) at room temperature and
formed a single phase. On the contrary, the BDA on Ag (1 0 0) remains intact at RT.
The deprotonation reaction on Ag was initiated by additional annealing, which lead
to an abrupt change of binding mechanism of functional moieties and, consequently,
to changes in the structure of the self-assembly. Variety of chemically and structurally
distinct phases were observed and described in detail with the addition of main phase
transitions followed in LEEM. In the last part of the chapter, the BDA on Ag (1 0 0)
system is also presented as the experimental realisation of long-range ordered uniform
tessellations.

Chapter five describes the growth of high-quality graphene layers prepared on
Ir (1 1 1) in UHV conditions. Graphene prepared in this way was utilised to study the
self-assembly of BDA and TCNQ molecules. Graphene as a substrate for self-assembly
has several advantages. It is a conductor with high electron mobility and a high spin
diffusion length due to its negligible spin-orbit coupling [10]. Additionally, graphene is
able to efficiently decouple the molecules from the underlying metal substrates due to
its chemical inertness and low density of states around the Fermi level [11]. In this way
molecules adsorbed on graphene can partially preserve their intrinsic properties such as



1. Introduction 3

magnetic moments or their catalytic activity [12, 13]. Further, controlled tuning of the
charge carrier density in graphene devices may provide new opportunities to control
the behaviour of molecular adsorbates [14]. On the other hand, molecules can be used
as functionalising agents for graphene (or other 2D materials) based devices, that are
also considered as one of the beyond CMOS technologies. Last sections of the chapter
focus on the preparation of metal-coordinated molecular networks on graphene, mainly
Fe-BDA and Ni-TCNQ.

Finally, the last short chapter describes the growth of graphene nanoribbons with
a width of seven carbon atoms (7-AGNR) by means of on-surface synthesis from the
dibromo-bianthracene (DBBA) molecules on kinked Au (16 14 15). On-surface chem-
istry in ultra-high vacuum offers complementary routes for synthesising molecular com-
plexes that cannot be accessed through standard solution chemistry. In recent years
this field rapidly grew due to closely cooperating chemists and physicists [15]. One of
the main drives in this field was a synthesis of GNR, one–dimensional carbon struc-
tures. A significant advantage of GNRs over graphene is their tunable bandgap, which
can be modified by the width of the ribbon [16]. Apart from the description of GNR
synthesis, the last chapter also provides details about changes in the surface reconstruc-
tion, showcasing the bilateral relation between the substrate and adsorbed species. The
last section of the chapter briefly describes the measurement of the 7-AGNR frontier
valence band.



2. MOLECULAR SELF ASSEMBLY

The engineering of materials with atomic or molecular-level precision requires high
levels of sophistication in both fabrication and characterisation methods. A promis-
ing pathway lies in self-assembly of organic or metal-organic molecules on surfaces:
a spontaneous formation of spatially textured networks of defined shape. Investiga-
tions focused on on-surface self-assembly started with the observation of self-assembled
monolayers (SAMs). In this case, molecules are functionalised to bound to the sub-
strate and assemble in a self-limiting way into structures exactly one monolayer thick.
Molecules used for SAMs typically consist from long chains with functional anchoring
groups, for example, alkylthiolates on gold surface [17]. Selectivity of the bond be-
tween the substrate and anchoring group drives the self-assembly of SAMs. However,
by exploiting non-covalent bonding between molecules it was possible to prepare a large
variety of self-assembled molecular systems on well-defined atomically flat surfaces. In
the last couple of decades the amount of research in this field rapidly grew, exploring
systems prepared in ultrahigh vacuum (UHV) or at the liquid–solid interface with the
ultimate goal of creating functional 2D systems. Molecules could be programmed to
create an ordered structure tailored to a desired function. [18–20]

The study of molecular structures on surfaces was greatly enhanced by the use of
non-contact atomic force microscopy (nc-AFM) at low temperatures. Today, molecules
can be observed individually with a sub-molecular resolution, and chemical reactions
on surfaces can be observed step by step. Such imaging provides a valuable tool to in-
vestigate the intermolecular and molecule-substrate bonding mechanisms [21]. Surface
confined molecular self-assembly mostly depends on (I) the mobility of the molecules
on the surface, (II) the competition between intermolecular and molecule/substrate
interactions and (III) the thermal energy brought into the system. The following sec-
tions focus on non-covalent bonds and various interactions most commonly involved in
self-assembled processes of organic molecules on surfaces.

2.1 Molecule - Molecule interactions

Most of the important non-covalent interactions between the molecules arise ultimately
from different types of electrostatic interactions [22]. They can be separated into
two main categories: long-range, where the energy of interaction decreases with some
inverse power of distance, and short-range, where the energy decreases exponentially
with distance. Molecular interactions can be expressed as a sum of repulsive and
attractive forces:
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V (R) = Vrep.(R) + Vatt.(R), (2.1)

where R is the distance between the two atoms. The strength of the resulting balance
between attractive and repulsive forces defines the properties of self-assembly.

A typical intermolecular potential can be conventionally described (or approxi-
mated) by Lennard-Jones potential (A/R12 −B/R6), and the repulsive potential can
be further improved by incorporating exponential function (Born-Mayer (A ⋅ e(−BR))
potential)[23]. In most cases, the potential will have a steep repulsive region at closer
range and an attractive region at long range. At very short distances the repulsive
forces will dominate the interaction arising from the Coulomb’s energy, an increased
nuclear repulsion as the ions are brought closer to each other by the bond formation.
The other repulsive contribution is an increased electron exchange energy dictated
by the Pauli exclusion principle. At long range, typically some energy minima exist
where interaction between molecules becomes attractive. The most dominant attractive
long-range effects are classical electrostatic attraction, forces between instantaneously
formed dipoles, and more complex dispersion forces [22].

In this section, the origin of the non-covalent molecular bonds and interaction will
be briefly discussed together with classification of the most common types involved in
self-assembly.

2.1.1 van der Waals Interactions

The van der Waals force is generally used to describe weak long-range attractive in-
teractions between atoms or molecules. However, its unambiguous classification is not
possible. Van der Waals (vdW) interactions encompass attractive and repulsive forces
over various distances 2 − 10 Å. The interactions usually have multiple contributions,
mainly London force describing dispersion interaction and various dipole interactions
between molecules with fixed or rotating dipoles depending on the interacting species.
The interaction strength has a strong distance dependence and is often described (mod-
elled) with term 1/R6 [24].

In self-assembly on surfaces, the van der Waals interactions can be the main driv-
ing force (together with surface interactions) for larger and otherwise non-interacting
molecules [25]. For example, self-assembly of amino-helicene on Cu (1 0 0) and Au (1 1 1)
[26] and several long alkyl chains on graphite [27, 28] were identified as vdW dominated
self-assemblies. Additionally, the surface structures are often formed by the combina-
tion of multiple molecule-molecule interactions, for example, vdW and hydrogen bonds
[29].

2.1.2 Dispersion interaction

Part of vdW forces are dispersive interactions, which play an important role in the
formation of self-assembled structures often in combination with other bonding mech-
anisms between the molecules or molecules and surface [30]. Dispersion interaction has
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a quantum-mechanical origin and is more dominant at the long-range. This interaction
between the atoms/molecules is formed due to a correlation between the motion of their
electrons, and this manifests itself in such a way that lower-energy configurations are
favoured and higher-energy ones disfavoured. The average effect is a energy decrease,
and since the correlation effect becomes stronger as the molecules approach each other,
the result is an attraction (up to a certain distance until other interactions prevail). In
literature, this interaction is sometimes refereed to as London forces, charge-fluctuation
forces, electrodynamic forces or induced-dipole–induced-dipole forces. Dispersion in-
teraction needs to be considered in density-functional theory (DFT) calculations of
larger systems such as self-assembled layers, to provide accurate results. The general
features of dispersion forces can be summarised as follows [24]:

1. They are long-range forces and can be effective from large distances (> 100 Å)
down to interatomic spacings (about 2 Å).

2. They may be repulsive or attractive, and in general, dispersion forces between
two molecules or large particles do not follow a simple power law.

3. Dispersion forces not only bring molecules together but also tend to align or
orient them mutually.

4. Dispersion forces are not additive; that is, the force between two bodies is affected
by the presence of other bodies nearby (nonadditivity).

One of the recent computational approaches for dispersion forces (DFT-D3), will
be partially described to better demonstrate their complex nature [31]. Here, the
dispersion energy is added to the total energy and is comprised from two- and three-
body energies, where the two body part is stronger:

Edisp = E(2) +E(3). (2.2)

E(2) =∑
AB

∑
n≥6

sn
Cn
rn
fd,n(rAB). (2.3)

The two body term is summed over all atom pairs in the systems and the C AB
n is the

averaged n-th order dispersion coefficient, rAB is a internuclear distance of the atom
pair AB and sn is a scaling factor. The dispersion coefficients are computed ab initio,
starting from the Casimir-Polder formula:

CAB
6 = ( 3

π
)∫

∞

0
αA(iω)αB(iω)dω, (2.4)

were the αA and αB is the dynamic dipole polarizability at imaginary frequency
ω of the atom A and B respectively. Higher-order coefficients then correspond to the
polarizability of the quadrupole, octupole and so on. These parameters define how
well the atoms can polarise. For freestanding atoms, the C6 can be easily calculated;
however, in molecules, the polarizability of atoms is quenched by the formation of
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bonds or electron transfer, and the calculation becomes more complex. Additionally,
the three-body contribution needs to be considered as they typically account for 5-
15% of the total Edisp. Contribution of the dispersion effect to the attractive force is
weak except for some nanostructured systems where total wdW interaction between
two molecules becomes more significant [31].

2.1.3 Hydrogen bonds

Hydrogen bonding is the most frequently observed non-covalent bonding [32]. It can be
found in various disciplines from biology (DNA base pairs bonding [33]) to crystallogra-
phy [34]. Hydrogen bonds are often involved in self-assembly due to their reversibility,
selectivity, directionality and relative strength. However, the exact nature of the hydro-
gen bond is still a matter o scientific discussion. According to the International Union
of Pure and Applied Chemistry (IUPAC) recommendation from 2011, the hydrogen
bond X −H ⋅ ⋅ ⋅Y is defined as: “...an attractive interaction between a hydrogen atom
(H) from a molecule or a molecular fragment X-H in which X is more electronegative
than H, and an atom or a group of atoms Y in the same or a different molecule, in
which there is evidence of bond formation. " [35].

The electronegativity of atoms bonding to the H atom determines the strength of the
bond and can be classified in three categories: (I) strong (0.5 − 1 eV) typically involves
a charged hydrogen bonding acceptor, e.g., COOH ⋅ ⋅ ⋅COO−; (II) weak, with energy
slightly above van der Waals interactions (< 0.2 eV), e.g.,CH ⋅ ⋅ ⋅O and (III) moderate,
with the strength in between. Hydrogen bond strength also has a significant non-linear
distance dependence. Theoretically calculated bond energies and corresponding dis-
tances (taken from H nucleus to Y nucleus) for various dimers are shown in Fig. 2.1(a).
Their specific calculation method results in the bonding energy/distance relation that
could be fitted by a term 1/R3.8. Some of the data points in the plot that correspond to
large atoms (gold, bromine), differ from the fit due to the increased nucleus size (points
in the middle of the plot). This result shows that the strongest hydrogen bonds are
formed at distances around 1.5 Å and bonding dissipates at distances larger than 3 Å.

The hydrogen bond on surfaces is most frequently utilised with carboxyl group
terminated molecules such as carboxylic acids. In this case the hydrogen bond forms
between the H atom in the hydroxyl group of he one molecule and the oxygen atom
in the carboxyl group of the other molecule. Typically, two molecules with carboxyl
groups form a dimer, where molecules interact with each other and form two equivalent
bonds as shown in Fig. 2.1(c). One of many examples of widely utilised hydrogen bonds
in supramolecular self-assembly is a trimesic acid (TMA, benzene tricarboxylic acid)
network [38]. Molecules of TMA can form a robust 2D porous self-assembled structure
as shown in Fig. 2.1(b), that can be used as a molecular template for more complex
functional systems [37].

A unique type of hydrogen bonding is a X −H⊸ π hydrogen-bond-like interaction.
It involves a weak hydrogen bond and a type of a π interaction [39]. This interaction
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Fig. 2.1: (a) Interaction energies of hydrogen bonds dependent on a distance between H and
Y atomic nuclei. (b) An STM image of a monolayer of TMA physisorbed on the
interface between an organic solution of TMA in heptanoic acid and the HOPG. (c)
A model of the TMA monolayer where each molecule is bound to the three adjacent
molecules via hydrogen bonding of the carboxyl end groups. Dashed lines indicate
the hydrogen bonds between the TMA molecules. Adapted from [36] for (a) and
[37] for (b), (c).

can be classified somewhere in between conventional hydrogen bonds and weaker in-
teractions dominated by the dispersion (vdW forces). The XH − π bond is formed by
π -electrons of an aromatic molecule that act as an proton acceptor in the hydrogen
bond. The importance of this force in chemistry can be found in the conformation
of different molecules and proteins, the selectivity of some organic reactions and more
[40]. On surfaces, this interaction can influence the stability of one-dimensional pat-
terns, when multiple CH − π bonds are involved.

2.1.4 Halogen bonds

Another type of a non-covalent bond is the halogen bond formed between the elec-
trophilic region of halogen atom (σ-hole) in a molecule and a nucleophilic region in
another or the same molecule. This bond can be denoted as R −X⊸ Y, where X is
the halogen atom covalently bonded to the R group and having the electrophilic re-
gion, and Y is a donor. The Y species can be an anion or a neutral group possessing at
least one nucleophilic region, e.g., a lone-pair-possessing atom or π -system. However,
the exact nature of the halogen bond cannot be fully explained only by the σ-hole
model. The secondary region of a negative potential forms around the σ-hole and can
interact with the electrophilic species. Calculation of the anisotropic electron density
distribution around halogen atom is shown in Fig. 2.2(a).

Theoretical studies determining the strength and nature of the bonding involve
charge-transfer, electrostatic, dispersion, polarisation interactions and the Pauli ex-
clusion principle (see review: [41]). The strength of the halogen bond depends on
the polarizability of the halogen donor atom. Generally, the atoms follow the order
F < Cl < Br < I, where F is the smallest and least polarisable halogen atom. Fluorine
halogen bonds were a matter of scientific discussions, and it was suggested that F could
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act as a donor only when attached to a particularly strong acceptor group [42].
In self-assembly, the halogen bond can be viewed as an alternative to the hydrogen

bond because it has similar properties. However, halogen bonds have higher direction-
ality that can drive self-assembly process. This directionality arises as a consequence
of the σ-hole localisation, i.e. opposite to the covalent bond(s) that the halogen atom
is bonded to. In this respect, the halogen functionalised molecule is routinely used as a
tool to control and direct self-assembly. Numerous networks were synthesised on metal
surfaces and graphite. One interesting example is a polymorphic porous network of
dibromo-p-terphenyl (DBTP) deposited on silver [43]. BBTP molecules form triangu-
lar or square motifs where the sides are terphenyl moieties, and the vertices are three
or four halogen-bonded bromine atoms. In this system bromine atoms attractively in-
teract with each other; they form a halogen bond where halogen atoms are both donors
and acceptors. Porous network was also synthesized by using dibromo-p-quaterphenyl
(DBQP) on Au (1 1 1) [44]. In this case, a square DBQP network is stabilised by four
Br ⋅ ⋅ ⋅Br halogen bonds and four H ⋅ ⋅ ⋅Br hydrogen bonds.

Fig. 2.2: (a) Anisotropy in electron density around the halogen atom in the CF3I molecule.
(b) Possible arrangement of two phenyl rings with an attractive π - π interaction.
Adapted from [45] and [46].

2.1.5 Intermolecular π - π interaction

The interaction between two aromatic molecules can generate sufficient force to in-
fluence self-assembly between π -rich molecules. The electrostatic model can explain
the origin of this interaction. However, a detailed understanding of the nature and
properties of π - π is not available yet. A simple model of the charge distribution was
presented by Hunter and Sanders, which accounts for many of the experimental ob-
servations [47]. The model considers the aromatic molecule as a set of three charges,
one positive (+1) sandwiched between two negative ones (-0.5). In this configuration,
direct staking is disfavoured as two negative charges directly next to each other are re-
pulsed. Optimal π - π interaction of two molecules will then favour T shaped structure
or displaced stacking structure where the π -rings are shifted towards each other [46].
An example of the arrangement of two benzene dimers is shown in Fig. 2.2(b). Inter-
action between aromatic molecules plays an important role in some chemical reactions
and protein recognition [48].
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In self-assembled systems, the intermolecular π - π interaction drives the formation of
stacked linear structures. Molecular columns parallel to the surface and perpendicular
molecular filaments were observed. One example are parallel porphyrin wires assembled
on the surface of KBr as shown in Fig. 2.3(c). The intermolecular distance of porphyrin
can only be explained by the π - π stacking of porphyrin molecules [49].

2.1.6 Electrostatic interaction

Molecules exhibiting permanent charges, dipoles or quadrupoles, will generate electro-
static fields that will interact and can affect self-assembly process. Electrostatic inter-
action can be divided into multiple groups. The most straight forward one, is the ionic
bond that form between two molecules or atoms of different types, one with positive
(cation) and one with negative (anion) charge. A special type of molecules that appear
neutral, but have both positive and negative charges at a separate positions are called
zwitterions. An example of such a molecule is an amino acid L-methionine. Methion-
ine can self-assemble on Ag (1 1 1) in molecular chains and form unique nanogratings of
various periodicity [50]. A nanograting with periodicity 275 Å is shown in Fig. 2.3(b).

In the case of molecules with a permanent dipole, the interaction is generally weak
and depends on the mutual orientation of the molecules. In the cases when dipoles can
be approximated by the classical dipole, interaction strength scale with the distance
approx. 1/r3. Several self-assembled structures have been reported to be stabilised
by dipolar interactions. One example is the hexaaza-triphenylene-hexacarbonitrile
(HATCN) molecule on the surface of Au (1 1 1) [51]. The report has shown that HATCN
molecules form linear and hexagonal porous structures, shown in Fig. 2.3(a), stabilised
by three CN⋅ ⋅ ⋅CN dipolar interactions per molecule.

Fig. 2.3: (a) An STM image of the hexagonal porous network formed by HATCN molecules
on Au (1 1 1) with molecular models partly superimposed over the image.(b) 1D
Self-assembly of zwitterion molecule - L-methionine that forms nanogratings with
periodicity 275 Å. (c) A nc-AFM image of self-assembled porphyrin monolayers as
wires parallel to the surface of KBr. The intermolecular distance of the molecules
was explained by the π − π stacking of the molecules as visualized by 3D model
below. Adapted from [51], [50] and [49].



2. Molecular Self Assembly 11

A unique charge transfer can also take place between strong electron donor and
acceptor molecules. In such bicomponent systems, charge transfer can modify the
intermolecular interactions [52]. For example, porphyrin-fullerene self-assembled archi-
tectures can be designed by controlling the peripheral functionalisation of porphyrin
by the amino groups [53]. The resulting self-assembly forms different phases of striped
or porous structures.

2.2 Molecule-surface interactions

The second most influential force in self-assembly is the interaction between molecules
and surface. Adsorption of molecules is most commonly classified as either weaker
physisorption or stronger chemisorption. The term chemisorption usually implies the
presence of a bond between the surface and adsorbed molecule. In the case of phy-
sisorption, van der Waals forces are often claimed to be the only interaction causing
the phenomena. However, here there is some confusion in literature because today,
the wan der Waals forces are not clearly defined and encompass a variety of interac-
tions as mentioned above. To generalise, there are specific properties that differentiate
the physi- and chemi-sorption; however, there is no sharp distinction between them.
For example, hydrogen bonding can be considered as an intermediate case because it
involves various interactions and can have different strengths.

2.2.1 Metal-organic interface

The most common surfaces used for examining self-assembly of organic molecules are
noble metals and graphite (HOPG; that is more often used for liquid/solid interface).
Their advantage lies in the low reactivity that allows molecules to move and assemble,
and their high conductivity allows a straightforward access by surface science tech-
niques (e.g., STM, XPS). In addition to noble metals and HOPG a variety of surfaces
have been tested such as oxides (e.g. In2O3 [54]) or even alkaline earth metals [55],
however the stronger binding to the surface on these materials usually dominates the
self-assembly.

Further focus in this section is given to the metal-organic interface (M/O). The
electronic structure at the interface of the molecular layer and metal can involve mul-
tiple effects such as the energy level alignment, band bending, charge transfer and the
formation of new interface states. Current models describe formation of a dipole layer
at the interface of most M/O systems. Various theories are used to describe dipole
formation in differently interacting systems.

In the category of chemisorbed molecules, charge can be transferred from the metal
to the molecule, e.g. TCNQ/Au or vice-versa in case of methylphenyl-biphenyl-diamine
(TDP) on Au. This charge redistribution results in the formation of an interfacial dipole
[56]. Similarly, the dipole can form due to the strong bonding between the molecule
and metal. Additionally, the substrate can also affect a charge transfer between dif-
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ferent molecules in donor-acceptor systems. For example, a mixture of electron accep-
tor tetracyanonaptho-quinodimethane (TNAP) and electron donor tetrathiafulvalene
(TTF) molecules adsorbed on Au (1 1 1) forms ordered arrays of alternating rows [57].
The lowest unoccupied molecular orbital (LUMO) of the TNAP molecule when mixed
with TTF, is shifted below the Fermi level of the substrate, which causes significant
charge transfer compared to the almost neutral pure TNAP on Au. It was suggested
that the stabilisation of charge accumulation is due to the effective screening of the
underlying metal substrate [58].

In the case of physisorbed molecules, two phenomena are most prominent, the
pillow effect and image charge effect. The image charge effect can be described as the
formation of a weak dipole in the molecule due to quantum oscillations, followed by an
image dipole formed on the metal surface. The interaction of these dipoles gives rise
to van der Waals force between the molecule and metal.

The origin of the pillow effect lies in another quantum mechanical effect, the Pauli
exclusion principle. When two electron systems of a molecule and metal surface start
to overlap, the exclusion principle dictates that the electrons cannot be in the same
state. Therefore, some of the electrons in the metal are displaced (or pushed back into
the bulk) and a “cushion” or “pillow” is formed under the molecule. Rearrangement
of the electrons at the surface reduces the surface dipole resulting in the reduction of
the work function [59].

The least reactive metals, that are more suitable for self-assembly are usually
Cu > Ag > Au (where Cu is the most reactive). Early DFT studies describe the no-
bleness of a metal to be dependent on filling of the anti-bonding adsorbate-metal d
states, which increases to the right of the transition metal series and is full for the
Cu, Ag and Au. The second parameter is connected to the size of the d-band, making
Au(5d) the most noble metal [60]. This behaviour is usually confirmed by experimental
observations, for example the diindenoperylene (DIP) adsorption on different surfaces,
Cu (1 1 1), Ag (1 1 1), and Au (1 1 1) [61]. Here the bonding distances, that indicate
strength or character of the bond, were determined by X-ray standing wave (XSW)
measurements. Measured distances were 2.51, 3.01, and 3.10Å, for Cu, Ag and Au
respectively. Similar results were also obtained for CuPc [62].

Often the molecules on noble metal surfaces have a different binding character or
undergo some chemical reactions (e.g. deprotonation or debromination) at different
temperatures. These variations will have a direct effect on self-assembly. For example,
cyano-functionalised triarylamine molecules have different intermolecular interactions:
H-bonding on Ag, dipolar coupling or hydrogen bonding on Au, and metal coordination
on Cu [63]. The bonding differences result in distinct structures observed on these
metals as shown in Fig. 2.4: (a) on Ag (1 1 1) a hexagonally close-packed phase; (b)
on Au (1 1 1) two well-ordered phases, hexagonal and closed packed structures; (c) on
Cu (1 1 1) only small patches of ordered molecules together with a disordered phase.

Interestingly, adsorption of a molecule can be modified by the presence of other
molecules in its vicinity. Tetraphenyladamantane (TPD) formed around C60 was able
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Fig. 2.4: STM images and molecular model of cyano-functionalized triarylamine molecules
on (a) Ag (1 1 1); (b) Au (1 1 1) and (c) Cu (1 1 1). Adapted from [63].

to reorient and lift the C60 up from the surface. The lifting force was coused by the
interaction between opposite charges induced on both molecules. Essentially, the TPD
acts as a spacer layer capable of partially overcoming the direct C60 surface bonding
and restoring freestanding electronic and structural properties of the C60.

2.2.2 Diffusion on surfaces

In order to properly assemble, molecules have to be able to move on surfaces. This
ability is quantified by the activation energy (or diffusion barrier) of an adsorbate
(molecules, atoms), which characterise its ability to move in direction parallel to a
surface. At any given surface, adsorption (or binding) energy has lateral variations
with local minima, which are the preferred adsorption site for the molecule. To clarify,
the activation energy differs from the adsorption energy; it corresponds to the energy
needed for the adsorbate to move from one adsorption site to another. When the surface
is complex, energy barriers can have anisotropic distribution resulting in the preferred
diffusion direction (usually along principal crystal axes). The energy maximum between
adjacent sites is the diffusion barrier ED. Diffusion barriers are usually significantly
lower than the energy needed for desorption.

The movement of the molecule on the surface can be realised predominantly due to
thermal motion (mediated by substrate phonons) or in some special cases by quantum
mechanical tunnelling. In principle, two situations can be considered:

(I) kBT ∼ ED: When the diffusion energy is comparable with kT , an adsorbate
moves freely on the surface and can be considered as moving in the 2D gas phase.
Additionally, when the thermal energy approaches the adsorption energy (or exceeds
it), the thermal desorption will become a prominent factor. Thermal equilibrium will
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be established between the solid phase (self-assembled structure) 2D gas phase on the
surface and the 3D gas phase.

(II) kBT ≪ ED: In the second case, when the thermal energy is low, the adsorbate is
confined to an adsorption site and appears immobile. If temperature reaches a specific
point, surface migration starts, driven by the continuous energy exchange between the
adsorbate and substrate. Movement results in random jumps from one binding energy
minimum to another (i.e. the hopping mechanism).

Diffusion of large molecular species is more complex than in the case of simple
molecules (e.g. CO) or atoms. Additional degrees of freedom exist because molecules
can span over multiple adsorption positions, rotate, reorient or deform during the
diffusion [64]. In most experimental cases, when the diffusion energy is lower then
the desorption energy, short sample annealing is sufficient to allow the formation of
self-assembled layers. For more comprehensive review see Ref. [65].

Surfaces can also rearrange to accommodate different molecular species. This was
observed for single molecules of C60 [66] on Pd (1 1 0). After a thermal activation,
the adsorption of the fullerene was accommodated by a vacancy that formed by 8
Pd atoms, that moved from two top substrate layers. The vacancy was observed
as changes in the molecule-adsorption hight. The substrate modifications can also be
directly observed by STM. Molecules can be manipulated aside at low temperatures and
substrate previously hidden under the molecule is imaged before it can reconstruct. For
example, functionalised decacyclene molecules anchored to Cu (1 1 0) forced the removal
of the Cu atoms, forming a characteristic trench base between two neighbouring close-
packed rows [67].

2.3 Metal-organic systems

The deposition of reactive metals on a non-reactive substrate can direct the formation
of new assemblies. The bonding between organic molecules and metals is typically
stronger than the substrate-molecule interaction. Two bonding mechanisms are usually
utilized in growth of metal-organic networks, electrostatic (ionic) bond and metal-
coordination (dative) bond. Metal coordination networks sometimes incorporate atoms
that are provided by the substrate itself.

In the case of electrostatic interactions, the simplest binding scheme is the inter-
action between molecules carrying charged end groups and atoms with the ability to
be ionised. One example is self-assembly of aromatic carboxylic acids and caesium
adatoms on a Cu (1 0 0) surface [68]. Deposited atoms can also acquire the charge
through the interaction with the substrate. This is the case for perylene tetracarboxylic
diimide (PTCDI), an organic semiconductor, that forms a metal-organic network with
Ni on Au (1 1 1). The Ni atom acquires a partial negative charge and the Ni-PTCDI
interaction is entirely electrostatic [69].

Coordination networks on surfaces are named after their 3D analogue in solution
chemistry. Coordination bonding is a type of covalent bonding formed by two atoms
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sharing a pair of electrons, where both electrons are provided by one of the atoms. This
electron pair is then attracted to both atomic nuclei and holds the atoms together. Co-
ordination compounds can form a large variety of regular porous structures with tailor
made size and chemical properties, which made them an exciting research topic. Struc-
tures at surfaces can offer similar adaptability. For example, the length of an organic
ligand can determine the size of the pores in a 2D network. 2D metal-organic coordi-
nation networks (MOCNs) are sometimes also referred to as metal-organic frameworks
(MOFs), surface-confined metal-organic networks (SMONs) or metal-organic materials
(MOMs). One example of MOCN is the honeycomb network assembled from simple
diatopic dicarbonitrile-polyphenyl molecular linkers with various lengths (number of
phenyls incorporated in the molecule) and Co atoms on Ag (1 1 1) [70]. Coordination
networks on surfaces have been synthesised by a variety of metal adatoms (Co, Cu,
Fe, Cr, Mn, Ni) and molecular binding groups (hydroxyls, carboxyls, cyano or pyridine
groups) [20, 71]. It is also possible to create networks incorporating multiple metal
atoms or atomic clusters (poly-nuclear complexes). For example, terpyridine molecules
bonded to tri-iron and creating an 1D coordination complex on Ag (1 1 1). Poly-nuclear
complexes are attractive due to electronic and magnetic interactions occurring between
the metal atoms and also their utilization in novel catalytic processes [72].

The surface is not only a tool to crate structure with a planar geometry. In solution,
a coordination bonding is usually formed by metal cations with known oxidation state
(positive or zero). However, metallic surfaces provide a reservoir of electrons for coor-
dination atoms allowing them to donate (or possibly accept) charge without becoming
charged themselves [73]. Therefore, the nature of the bond can differ from the well un-
derstood liquid phase counterpart. Often, any metal-organic network is automatically
named as a coordination network implying the formation of coordination bonds. One
example of mislabeling of the bonding mechanism is the study of bonding between the
phenazine and Cu adatoms on Cu (1 1 1). Typically, the bonding between the cyano
group N and metal atom is described as a coordination bond were N provides a pair of
electrons. However, an in-depth study by AFM and DFT simulations revealed bonding
to Cu adatoms can be explained by a complex interplay between Pauli repulsion and
covalent bonding which involves frontier molecular π -like orbitals and sp-like metallic
states [74].

In summary, the interaction between metals and molecules on metallic substrates is
not fully understood. The problem is that the exact charge of the interacting species is
elusive because the metal substrate effectively screens the charged adsorbates. A better
understanding of coordination chemistry at surfaces can help to transfer the knowledge
from the solution-phase and fast-track applications of metal-organic networks.

2.4 Self-assembly on graphite and graphene

The use of highly oriented pyrolytic graphite (HOPG) as a substrate has multiple ad-
vantages. First, it has a very flat surface that can be easily prepared for an experiment,
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Tab. 2.1: Overview of the strength of different interactions and processes, with associated
energy. Typical distances noted when available. Adapted from multiple sources
[19, 75].

Interaction Strength [ eV ] Distance Character

van der Waals 0.01-0.1 < 10 Å Selective, non-directional
Hydrogen bonding 0.05-1 1.5-3.5Å Directional
Electrostatic ionic 0.05-3 Long range Nonselective
Ion-dipole (Metal - ligand) 0.5-2 1.5-2.5Å Selective, directional
CH - π 0.05-0.2 directional
X - bond 0.1-1.5 directional
π - π 0.01-0.5 partially directional
Dipole - dipole 0.05-0.5 directional
Cation - π 0.05-0.8 directional
Image charge 0.01-0.1 -
Covalent bond 1-4 directional
Metal complex 0.5-3 -
Diffusion barrier 0.05-3 2.5-4Å -

e.g. by cleaving the topmost layer with sticky tape, due to the weak interlayer bonding.
Further, the graphite is chemically inert, and most of the molecule-substrate interac-
tions are mediated through π - π interactions. In this respect, the majority of observed
molecular assemblies on HOPG are formed by aromatic molecules (e.g. [76, 77]).

Graphene can be viewed as a single layer of HOPG and offers similar advantages.
However, molecular self-assembly on graphene can be influenced by slight corrugations
that are usually present on graphene grown on metals or transferred on other sub-
strates. These structural and electronic variations can act as preferential adsorption
sites. In general, self-assembly on graphene is structurally similar to the one observed
on graphite [78].

Graphene is exceptionally thin and can act as an interlayer between the molecules
and the metal substrate, on the one hand decoupling the molecules from the metal
and on the other hand allowing partial transmission of other interactions. One exam-
ple is the mediation of a superexchange interaction in phthalocyanines (Pc). It has
been shown that a graphene layer can preserve the magnetic state of FePc and CuPc
molecules [79]. Unmodified Pcs were then able to participate in superexchange interac-
tion between the Co layer underneath the graphene, which resulted in antiferromagnetic
and ferromagnetic couplings for FePc and CuPc respectively.

From the opposite view, the deposition of molecules on graphene can completely
change graphene physical and electronic properties. Effectively this could provide con-
trollable molecular doping of graphene by charge transfer between the graphene and
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molecular orbitals [80]. Graphene also attracted considerable interest in the optoelec-
tronics due to its low light absorption of ∼ 2.3 % from infrared-to-visible light [81, 82].
The high transparency, combined with graphenes high conductivity, makes it a promis-
ing candidate for a transparent electrode in touch screens [83], organic light-emitting
diodes (OLEDs) [84] or solar cells [85]. Here the graphene interaction with organic
molecules is of great interest for the study of charge transfer to and from the graphene
electrode into the organic film.

Some of the self-assemblies on graphene could be sensitive to the interaction between
the graphene and its substrate, especially for the weakly interacting molecules. On
moiré–forming Gr/metal substrates, such as graphene on Ru, the molecular assembly is
governed by the surface electronic corrugations. Due to the lattice mismatch between
graphene and Ru surface, topographic and electronic modulation is emerging as a
moiré pattern as shown in Fig 2.5(a). Real-space corrugation was calculated to be
approx. 1.3Å[86]. The separation between the graphene and the metal also strongly
varies across the unit cell with a minimum C–Ru distance of 2.1Åup to 3.6Å, identified
with LEED [87]. The resulting graphene layer is highly doped (n–type), losing its semi-
metallic character and its characteristic linear dispersion relation via the electronic
coupling of graphene π –states with metal d–states near the Fermi energy [88].

Fig. 2.5: Graphene grown on Ru (0 0 0 1): (a) 9 × 9 nm2 STM and AFM image with visible
moiré pattern. (b) 3D representation of the STM image detail of graphene corruga-
tion. Adapted from [86]. (c) 3D structure model of the unit cell with exaggerated
vertical displacement of graphene. Adapted from [87].

The effect of graphene corrugations on Ru can be observed, for example, for iron
phthalocyanine (FePc) assembly shown in Fig. 2.6(b). FePc forms regular Kagome
lattices that replicate the lattice of the underlying moiré pattern [89]. It is assumed
that lateral dipoles drive the molecular adsorption and assembly on Gr/Ru (0 0 0 1)
[90]. Dipoles originate from the inhomogeneous distribution of charge due to the strain
from the corrugation of graphene on a Ru surface. For weakly coupled substrates such
as graphene on Ir (1 1 1), flat surface topography and electronic structure of graphene
are mostly preserved. This system can, therefore, act as an excellent model surface for
studying molecule–molecule and molecule–graphene interactions. Comparison between
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graphene grown on Ir and Ru is shown in the Fig. 2.6. Cobalt phthalocyanine (CoPc)
on Graphene/Ir (1 1 1) forms tightly packed self-assembly at room temperature [91],
contrary to the Kagome lattice of FePc on Ru.

Fig. 2.6: (a) STM image of CoPc closed packed self assembly on Graphene/Ir (1 1 1). Adapted
from [92]. (b) STM image of FePc on Graphene/Ru (0 0 0 1) surface. Kagome lattice
is marked with blue lines. Adapted from [89]. Scale bars are 3 nm.

Phthalocyanines are not the only molecular structures that can be assembled on the
graphene layer (see review [93] or [94]). However, they are important from the point
of view of their applications. Metal phthalocyanines (MPc) are a family of highly
stable molecules with a single metal ion in the central position surrounded by an or-
ganic macrocycle (CoPc is illustrated in the Fig. 2.7(c). MPcs are used, for example,
as semiconductors in the organic-electronic devices (review [95]). They combine the
properties of the transition metals and the π -bonding present on the benzene rings and
have a good match of electronic structure with the transparent conductive electrodes.
Depending on the central metal ion, MPc molecules have various spin configurations,
so they can also be viewed as tunable single-molecule magnets [96, 97]. Their electronic
structure and interactions with the substrate can be further tuned with modifications
to the macrocycle by substituting hydrogen atoms (e.g. with fluorine [98, 99]). This
makes MPc versatile molecules relevant in many potential applications. Phthalocya-
nines can also be synthesised directly on the surfaces. FePc was recently prepared in
two steps, were initially the precursor molecules and Fe atoms form coordination com-
plexes on a clean Au (1 1 1) surface. In the second step, the molecules undergo cyclic
tetramerisation during thermal annealing and forming individual FePc molecules [100].

For potential organic-electronics applications, it is crucial to see if self-assembly also
holds for the graphene transferred to other relevant substrates. Cobalt phthalocyanine
assembly was studied on chemical vapour deposited (CVD) graphene transferred onto
silicon dioxide (SiO2) and hexagonal boron nitride (hBN) [101]. CoPc molecules formed
a tight-packed square lattice on both substrates. However, on graphene on SiO2 shown
in Fig. 2.7(b), domain size is limited by surface corrugations. Smaller disorders of the
molecular arrangement were also observed inside of molecular domains. Self-assembly
of CoPc on graphene transferred on hBN, shown in Fig. 2.7(c), is perfectly regular with
the large scale order comparable to graphene on metals. The molecular domain size
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is only limited by the size of the terraces of the hBN. Observations of the large-scale
order on decoupled graphene hold a promise for effective functionalisation of graphene
that can be utilised in future applications.

Fig. 2.7: (a) Structure of cobalt phthalocyanine molecule. (b) Self assembled CoPc molecular
layer on graphene transferred on a SiO2 substrate. Molecular assembly is limited by
the surface corrugations. (c) Large scale molecular ordering of CoPc on graphene
transferred on a hBN substrate. Adapted from [101].

2.4.1 Metal-organic networks on graphene

There is a very limited number of experimentally realised metal-organic networks or
any on-surface synthesised materials on weakly interacting, noncatalytic substrates.
In fact, there are only a handful of studies demonstrating the controlled synthesis of
high-quality 2D structures on graphene, despite the numerous examples of molecular
self-assembly on graphene [93]. The advantage of using the graphene substrate, as
mentioned above, is the graphene non-interacting nature. For example, graphene has
been suggested as a possible substrate for realising 2D organic topological insulators
[102]. Additionally, theoretical studies have shown the possibility of forming graphene-
molecular bilayer where graphene and molecules would mutually influence each other
electronic and magnetic properties to the point of forming a new two-dimensional (2D)
heterobilayered materials [103].

One of the metal-organic coordinated structures on graphene was prepared from
para-hexaphenyl-dicarbonitrile (NC-Ph6-CN) molecules and Cu atoms on graphene
epitaxially grown on Ir (1 1 1) [104]. Here, the metal-ligand bonding formed at room
temperature between the cyano groups and deposited Cu atoms. Various structures
formed on graphene depending on the metal-molecule ratio including a basketweave-like
pattern, a hexagonal porous network and 1D molecular chains as shown in Fig. 2.8(a),
(b) and (e) respectively. These structures utilised either three-fold or two-fold metal
coordination.

Similarly, molecules functionalised with cyano groups, the dicyanobiphenyl (DCBP)
and dicyanoanthracene (DCA), were used with cobalt metal atoms to synthesise high-
quality 2D honeycomb metal-organic networks on graphene [105]. Molecules were se-
quentially deposited with cobalt atoms and subsequently annealed (to approx. 90 °C).
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Experiment resulted in honeycomb networks of DCBP3Co2 and DCA3Co2, shown in
Fig. 2.8(c) and (d). STS and DFT further showed that DCBP3Co2 system has only a
weak coupling, while DCA3Co2 network shows significant in-plane hybridisation. As a
result, the DCA3Co2 metal-coordinated structure has new 2D electronic states.

Fig. 2.8: The STM images of self-assembled molecular structures on Gr/Ir (1 1 1). The NC-
Ph6-CN molecules and co-deposited Cu atoms at the different molecule-atom ratios
formed: (a) the basketweave-like pattern; (b) hexagonal porous network and (e)
molecular chains. Molecular models are overlaid with red dots representing the
Cu atoms. (c) The nc-AFM image of a honeycomb DCBP3Co2 and (d) STM to-
pography image of DCA3Co2 metal-organic structures. The scale bars are 1 nm.
Corresponding DFT simulated images are shown below in (f) and (g). Adapted
from [104] and [105].

The inert nature of the graphene substrate was also exploited for the synthesis of
organo-metallic sandwich molecular nanowires [106]. Nanowires were formed by ionic
metal-organic bonding between europium (Eu) atoms and cyclooctatetraene molecule
(EuCot structure). Similarly to the above mention examples, the authors used single-
crystalline film of graphene grown on Ir (1 1 1). Molecules were observed to stand
upright, compared to their typical flat adsorption suggesting strong internal bonding in
EuCot. Synthesis on graphene yields an extended domain of closed packed nanowires,
compared to the gas-phase synthesis, that is limited to approx. 30 metal atoms in
a chain for EuCot [107]. Additionally, the authors successfully tested the synthesis
of EuCot on an h-BN monolayer. However, the typical size of a nanowire crystallite
was around 10-20 nm compared to 50-100 nm for graphene. Use of the graphene also
allowed to examine the magnetic and electronic properties EuCot nanowires utilizing
X-ray magnetic circular dichroism (XMCD), STM and STS and discover that EuCot
is a ferromagnetic insulator [108].



2. Molecular Self Assembly 21

2.5 Conclusion

Molecular ordering on surfaces is controlled by a delicate balance between intermolec-
ular forces and molecule/substrate interactions. In this chapter, various non-covalent
bonding mechanisms and interactions between molecules have been explored, most
importantly, hydrogen, halogen bonds, and π - π interactions. A weak intermolecular
interaction drives a system to a closed packed molecular layer, and stronger interac-
tions generate more directional self-assembly and their interplay results in a myriad of
observed structures on surfaces.

A further focus in this chapter has been given to the metal-organic interface between
the substrate and molecules, and diffusion of molecules on surfaces. Additionally, sub-
strate atoms can be pulled out from the surface, or a new element can be deposited to
form 2D metal-organic networks. The last section introduced self-assembly and metal-
organic structures on graphene, which will be explored in the experimental chapter 6
of this work.



3. EXPERIMENTAL SETUP

Majority of experiments in this work were performed in a multi-instrumental UHV
system, henceforth referred to as UHV cluster. This system is available for use in a
cleanrooms of the CEITEC Nano Research facility in Brno [109]. UHV cluster currently
incorporates ten UHV modules for sample preparation and in-situ analysis by several
complementary methods. Individual chambers are connected by a linear transfer sys-
tem that allows for fast sample transfer while maintaining the UHV conditions. In this
chapter, some of the experimental techniques and methodology will be described.

3.1 UHV system

The complex UHV cluster system is schematically drawn in the Fig. 3.1 (top view).
Each module or UHV chamber is separated from the central linear transfer chamber by
a gate valve and can be vented separately. In the case of the LEEM and STM chambers,
special damping elements were used to prevent the transfer of mechanical vibration
from other systems. Additionally, the whole UHV cluster is installed on a concrete
mono-block and thus isolated from vibrations of the building. Ultra-high vacuum
conditions (∼ 1 × 10−10 mbar) are maintained in majority of the sub-systems. Each
chamber is equipped with turbomolecular pumps (mostly Pfeiffer HiPace) with its size
depending on the chamber volume. With exception of the load-lock and preparation
chamber, all chambers are also equipped with an ion getter pump combined with a
titanium sublimation pump.

3.1.1 Sample transfer

The central part of the UHV cluster is a linear transfer chamber that enables fast
and reasonably easy sample transfer between the chambers. Samples are moved in the
magnetically coupled trolley, capable to store 5 sample holder carriers. Each carrier
can hold up to 3 individual sample holders. During the trolley movement, the pressure
slowly increases up to 8 × 10−8 mbar and quickly restores to base level of 4 × 10−10 mbar
when the movement ceases. Transfer between the chambers takes approx. 2 − 3 min.
The main load-lock allows to insert whole sample carriers into the trolley and addi-
tionally individual sample can be loaded trough load-lock chambers in LEEM or PLD
systems.
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Fig. 3.1: Schematic drawing of the UHV cluster system formed by ten vacuum chambers,
viewed from the top. Samples can be transferred under UHV conditions through a
linear transfer chamber. Each system is isolated by gate valves and can be vented
separately. Additionally, STM and LEEM instruments are mechanically decoupled
by connecting dumping element, from the linear transfer to prevent the transmission
of vibrations during measurement.
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3.2 Sample preparation

3.2.1 Sample holder

Most of the experiments presented in this work were performed on the single crystal
metal samples. The hat-shaped crystals are secured in the sandwich-type molybdenum
holders shown in the Fig 3.2(a-b). This design is necessary to meet the requirements
for LEEM manipulator i.e.: crystal surface should be at the same level as the sample
plate to create the uniform electric field for LEEM imaging (see chapter LEEM: 4.1.3).
Additionally, the bottom part of the holder is open to allow efficient direct e-beam
heating. Crystals have to be mounted in the way that pressure is applied to the
bottom part of the crystal. If the top part of the crystal is touching the sides of
the top sample plate, stress can accumulate during annealing, which results undesired
surface reconstructions and over time in significant surface morphology changes. It’s
recommended to use only a small amount of force on the screws to prevent crystal
damage. For example, gold crystal can be pressed into the sample holder over time
and become trapped. This will make impossible to remount the sample and hence
repolishing of the crystal surface in the future. It was found that it is also necessary to
use different metals for sample holder and screw since the materials can bond during
annealing cycles (e.g.: tantalum screws for molybdenum holder).

Fig. 3.2: (a)Hat shaped single crystal (silver) with a diameter of 8 mm. (b) Sandwich style
sample plate with a gold single crystal. (c) Iridium crystal heated to 1500 °C inside
of the manipulator in the preparation chamber. (d) Sample plate with two electrical
connections and attached thermocouple for temperature calibration.

3.2.2 Sample cleaning

Samples were cleaned in the preparation chamber equipped with broad beam extractor
type ion source. Sputtering was performed with various ion energies between 1 − 3 keV.
Typically, three Ar+ sputtering cycles of 10 − 15 min with annealing after each sputter-
ing were used. The sputtering source is not equipped with the focusing lens, therefore
the beam size will change with sputtering energy. It is important to set the correct
sample position to sputter the entire crystal surface and check the beam shape over
time. Improper cleaning may take several cycles to discover and accumulated crystal
damage may be irreversible. Fig. 3.3(a) shows Ag (1 0 0) crystal surface cleaned multi-
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ple times without the proper sputtering. Crystal had to be mechanically repolished to
recover the surface.

Heating cycles were applied after each sputtering. The sample is heated by elec-
tron beam extracted from the thorium coated wolfram filament and accelerated by
1 keV. The manipulator construction allows long term annealing at temperature up
to 800 °C or reaching 1500 °C for short periods (Fig. 3.2(c)). The sample annealing
temperature was set at approx. 50% of the metal melting point. In the case of irid-
ium crystal, additional cleaning cycles were used to remove the carbon residues by
annealing in an oxygen atmosphere. Multiple carbon structures are shown in the STM
image Fig. 3.3(b), most likely accumulated on the surface from the graphene growth
and molecular depositions. Exact cleaning conditions are described in the table Tab. 3.1
for each metal.

Fig. 3.3: (a) Scanning electron microscope (SEM) image (tilted by 40°) of Ag(1 0 0) surface
after improper cleaning procedures. Conic structures are formed by silver. No
contamination were detected by XPS or by localized EDX measurement on the
structures. (b) STM image of Ir(1 1 1) surface with carbon residues. (c) Iridium
surface after applying additional annealing in oxygen atmosphere during the clean-
ing procedure.

3.2.3 Temperature measurement in UHV

The temperature in UHV can be measured by K-type thermocouple (chromel-alumel)
attached somewhere close to the sample. For our systems thermocouples are attached
to the spring which pushes down the sample holder against the manipulator. This
often provides misleading information, because the sample side is significantly cooler
than the metal crystal which is directly heated by the e-beam. Additionally, spring
contact strength can change over time, which will modify the thermal contact to the
sample and result in discrepancies in temperature readout.

Remote temperature measurement can be performed by infrared (IR) optical py-
rometers. They calculate the sample temperature from the intensity of the IR light
emitted by the sample. The measured temperature depends on the: (I) temperature of
the sample, (II) sample radiation properties (emissivity constant), (III) IR transmission
of the materials in the optical path of the pyrometer, in our case mainly the chamber
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Tab. 3.1: Cleaning parameters of single crystal metal samples. Temperature was monitored
with IR pyrometer with emissivity set to 0.1. First sputtering cycles was usu-
ally performed at the higher sputtering energy as noted and the Ar+ pressure
∼ 9 × 10−6 mbar. Iridium crystal required to use of additional annealing in oxygen
atmosphere. Typically, the crystal was heated for 6min at 800 °C at the oxygen
pressure of 1 × 10−6 mbar

Material No. of cycles Sputt. energy Sputt. time Annealing temp.
[ keV ] [ min ] [°C]

Cu (1 0 0) 3 2, 1 20 − 15 550
Ag (1 0 0) 3 2, 1 10 − 15 520 − 550
Au (1 0 0) 3 2, 1 10 − 15 500
Ir (1 1 1) 3 (+1 O2) 2.5, 1.5 10 − 15 1450 − 1550
Au (16 14 15) 3 0.8 − 1.2* 15 − 20 450 − 480

*sputtered at high incidence angle for better step reconstruction

windows. The emissivity constant ε is the relationship between the emission of a real
object and the emission of a black body radiation source (an object which absorbs all
incoming rays, ε = 1). It is the property of each material and additionally, strongly
depends on the surface properties e.g.: roughness, oxidation and the spectral range
utilized by the specific pyrometer. For polished metals the emissivity is generally very
low (ε < 0.1). Annealing cycles in this work were monitored with LumaSense IMPAC
IGA 140 pyrometer. It operates in range of 350 − 1800 °C and 1.45 − 1.8 µm wavelength.
The minimum emissivity setting allowed by the device is 0.1 and was used for all the
experiments with metals. The uncertainty of the device provided by the manufacturer
is 0.3 %, with even better repeatability. However, given the uncertainty in the material
emissivity constant and the small transmission losses, the precise sample temperature
will be slightly different. Annealing temperature can also be set experimentally by
observing the terrace formation in LEEM. It was also observed that a small amount of
metal can be sputtered over time from the samples onto the chamber windows. This
thin metallic layer will absorb part of the IR radiation and change the temperature
measured by the pyrometer.

Second pyrometer, Micro Epsilon 3ML-SF, was used for lower temperature measure-
ments, for example for growth of metal-organic systems. It has a range of 80 − 400 °C
in the spectral range 2.3µm. For lower temperature measurements it was observed
that any heated materials in the chamber, such as deposition cells, will significantly
increase the measured temperature. This is most likely caused by reflected IR light
from the chamber walls. The temperature was usually set before the experiment or
assumed to be comparable for the same heating parameters of the manipulator. Ad-
ditionally, temperature calibration was performed with a special sample holder shown
in the Fig. 3.2(d) with the mounted thermocouple.
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Tab. 3.2: Deposition temperatures of used molecules.(ML = mono-layer)
Molecule Temperature Approximate depos. rate

[°C]
TCNQ 113 0.1 ML/min
TPA 170 0.05 ML/min
BDA 185 0.04 ML/min
DBBA 170 0.35 ML/min

3.2.4 Material deposition

Material depositions were performed in the Deposition chamber that has a base pressure
lower than 8 × 10−11 mbar. Organic molecules were deposited from thermal evaporators
of two types. BDA (biphenyl dicarboxylic acid) and TPA (terephthalic acid) molecules
were deposited by the near-ambient effusion cell (Createc) from an oil-heated crucible.
The TCNQ (tetracyanoquinodimethane) molecules were deposited from organic ma-
terial effusion cell (MBE-Komponenten). Typically, the molecules were degassed for
several hours (4 − 8 h) after refilling or chamber venting. Unless stated otherwise, the
molecules were deposited on to the sample held at room temperature. Deposition
temperatures and rates are noted in Table: 3.2. Here, the monolayer coverage (ML) is
estimated as fully covered surface by the molecules in the intact state in the respective
self-assemblies formed at room temperature. The coverage of the surface was usually
estimated from the LEEM observation.

Deposition of Ni and Fe were performed by Single Pocket Electron Beam Evapora-
tor (SPECS) from the metal rod and crucible respectively. Here, a part of the heated
metal atoms is ionized and detected on the separate electrode. Detected ion current or
Flux of these atoms can be used to estimate the deposition rate. All evaporators are
pointing to the sample position at an 20° angle of incidence, measured form sample nor-
mal. Chamber is further equipped with retractable quartz crystal microbalance (QCM)
allowing deposition rate calibration and control of deposition layer thickness. Typically
information from QCM is combined with flux and X-ray Photoelectron Spectroscopy
(XPS) measurement to accurately determine the deposition rates of metals.

3.3 Sample Analysis

The following section provides a brief description and technical specifications of used
XPS and Scanning Tunneling Microscopy (STM) techniques. Description of the oper-
ation principle is not part of this work since both techniques are widely used in surface
science. On the other hand, Low Electron Energy Microscopy (LEEM) is a significantly
less common technique. Therefore, a more detailed description is provided in the next
chapter (chapter 4).
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3.3.1 X-ray Photoelectron Spectroscopy

The photoelectron spectroscopy was employed for chemical analysis and valence band
mapping of samples prepared in the UHV cluster. The spectroscopic system comprises
150mm mean radius hemispherical energy analyzer (SPECS PHOIBOS 150) equipped
with microchannel plate detector and 2D CCD camera, non-monochromatic Mg/Al
X-ray source (SPECS XR 50), He I/He II UV source (SPECS UVS 300), and flood
gun. Samples can be mounted in the 5-axis fully automated manipulator capable of
annealing to temperature up to 800 °C and cooling down by the flow of liquid He or N2

to temperatures below -250 °C and below -170 °C, respectively. Apart from the standard
K-type thermocouple, low temperatures can be monitored by the silicon diode.

3.3.2 Scanning Tunnelling Microscopy

The UHV cluster is further equipped with SPECS Aarhus 150 SPM with a Nanonis
controller providing atomically resolved images in a temperature range of 90 − 400 K.
Aarhus SPM has miniaturized design shown in the Fig. 3.4(a). This design ensures
a very small mechanical loop between the tip and the surface which results in very
good measurement stability. To limit the vibration transfer during the measurement,
the central cradle is suspended in space by multiple springs and additional damping is
provided by rubber Viton bands. Thermal contact for cooling experiments is provided
by copper braids. To allow the insertion of the sample the cradle is locked in place and
sample is inserted and locked by two clamps, shown in Fig. 3.4(b).

The data in this work were obtained with standard etched tungsten tips or a spe-
cial Kolibri sensor. The Kolibri is a force sensor based on a quartz length extension
resonator and is capable of simultaneous STM and AFM measurement. The sensor
consists of an oscillating piezoelectric rod supported by two arms. Sinusoidal voltage is
then applied to one of the arms to excite the rod oscillations. When the rod is extended
or contracted, induced electric charge is collected by the other arm. This allows detect-
ing changes in the resonant frequency of the rod caused by the tip-surface interactions.
The tip itself is attached to the oscillating rod and it is electrically insulated from the
resonator to separate the tunneling and oscillating current.

Both types of the tips are made from tungsten, therefore no qualitative difference
is expected in STM data. For the Kolibri sensor, improved long-term stability of the
STM measurement was observed during the measurement of mobile organic molecules
on the surface. The oscillator was turned on without the activation of the atomic force
microscopy feedback providing additional high-frequency oscillation of the tip. Both
types of tips can be sputtered by a parallel ion beam, while still mounted in the STM.
Every new tip was sputtered for approximately 45min at 2.5 keV at an Ar+ pressure of
9 × 10−6 mbar and occasionally for 5 − 10 min before the experiments.
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Fig. 3.4: (a) The image of Aarhus 150 SPM. During the measurement, the central part
(golden cradle) is suspended by multiple metallic springs and rubber Viton bands
to dampen the vibrations. (b) A close-up image of the sample stage of the SPM.
The sample is inserted upside down and clamped. STM tip or Kolibri sensor is
approached from the bottom. (c) SEM image of a W tip of the Kolibri sensor pro-
truding from the metallic shield that protects the quartz oscillator. The tip is only
a couple of hundred micrometers high.

3.3.3 STM drift correction

Majority of STM images in this work were obtained at room temperature. In general
imaging at these conditions will suffer from distortions caused predominantly by the
thermal drift of the sample and creep of the scanning piezo. This means that precise
determination of distances and angles of the measured structures can be challenging.
When measuring organic molecules it is often impossible to obtain atomic-resolution
images of the substrate together with the molecular structures in the same scan. There-
fore, the image distortion can not be corrected simply by looking at the crystal lattice
of the substrate.

Piezo creep is an inherent hysteretic behaviour of the piezo material and result in
non-linear distortion of the images. Creep effect becomes significant after large voltage
changes on the x, y, z piezo and can be minimized by waiting after more significant
shifts of STM scanning area and by choosing the proper scanning parameters. On the
other hand, the thermal drift of the sample is a perpetual behaviour (at least in our
laboratory). It originates from differences in the thermal expansion coefficient and in
the thermal diffusivity of the different parts of the STM, sample holder and the sample
itself. Even in the controlled experimental environment that is the air conditioned
clean rooms, constant thermal drift was observed for multiple days.

In approximation, the thermal drift was assumed to be linear linear for images
measured during the usual short scan time (5 − 15 min). In linear approximation, the
sample drifts in the arbitrary direction with constant drift velocity, therefore it may
be necessary to correct both vertical and lateral drift. However, in the performed
experiments the vertical drift (out of plane, z - axis) was very small compared to the
image size and therefore its effect on the size and shape of the measured structures was
negligible.
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A drift correction procedure was derived from the Ref. [110]. In two or more con-
secutive images, a specific feature was tracked (usually defect in the molecular island)
to determine the drift velocity. The position of a tracked feature should be measured
either in consecutive up or down images to minimize possible addition of the creep
distortion. Following the procedure detailed in the article, polynomial equations were
used to correct for the image distortion directly in the open-source software GWYD-
DION [111]. Example of the effect of the image distortion caused by linear thermal drift
during the STM scanning is shown in the Fig. 3.5(a)-(b). The image deformation is not
completely straightforward, because the STM has fast and slow scanning directions.
Therefore, the constant drift velocity will deform the x and y image axis differently.
Example of the measured and corrected image is shown in the Fig. 3.5(c)-(d).

Fig. 3.5: Scheme of changes in the STM images after applying drift correction for positive
drift velocities in x and y direction. Original image (Ψ) is marked in light green and
corrected image (Σ) is outline in blue. Image correction of the down (a) and up (b)
scanning directions. Adapted from [110]. (c) Original measured STM image and
(d) drift corrected image where green dashed line marks the position of the original
image (c).



4. LEEM - LOW ENERGY ELECTRON MICROSCOPY

Low Energy Electron Microscopy allows to image low energy electrons reflected, emitted
or scattered from the sample. Due to the use of low primary electron energy (0 − 100 eV)
high surface sensitivity is achieved. One of the most attractive advantage of this
instrument is the ability to combine the nano-meter spatial resolution in real-time
images of the surface with structural information provided by micro-diffraction and
to trace changes on the surface in real-time. This chapter will be focused on a brief
description of the principle of operation and available techniques but mainly on the
FE-LEEM P90 instrument manufactured by SPECS, based on the design of Dr. Tromp
[112]. The author aims to briefly introduce the reader to the basics of the LEEM setup
and experimental techniques. Data obtained from this instrument will be often used
in the experimental section.

4.1 Microscope setup

Development of the LEEM instruments began in the 1960s by Prof. Ernst Bauer,
however the first functional instrument with good quality images appeared decades later
[113]. LEEM development entered a new era in the 20th century with modern devices
and commercial instruments from German companies SPECS and Elmitec. LEEM
instruments can, at first glance, remind one of the transmission electron microscope
(TEM). LEEM usually consists of the electron source, illumination system, objective
lens, imaging column and a special component: magnetic beam separator or sample
prism as shown in Fig. 4.1.

4.1.1 Gun and condenser system

Electron beam is extracted from a cold field emitter to achieve good energy dispersion
(∼ 0.3 eV) and the beam is accelerated by −15 kV voltage. Electric potentials are in
case of the P90 instruments arranged such, that the source and the sample are held
at high potentials and the electron column is held close to the electric ground. This
allows decelerating the electrons before they reach the sample surface. The opposite
configuration with the sample and source grounded, is not technically compatible with
the use of magnetic lenses which have, in principle, lower optical aberrations. The
illumination system of the P90 instrument utilizes two magnetic lenses to create a
magnified image of the source in the entrance plane of the prism. Additionally, there
are special elements here to adjust astigmatism (two quadrupoles) and position of the
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Fig. 4.1: Simplified schematics of the FE-LEEM P90 instrument manufactured by SPECS.
The right inset graph shows electron extraction from the cold cathode. The beam
of electrons is accelerated to an energy of −15 keV and travels through the electron
optics system similar to the TEM to form a homogeneous beam. The beam of
electrons is then deflected towards the sample by a 90 ° in a magnetic prism. Af-
terwards, the beam is focused at the sample by objective lens and decelerated to a
low energy (0 − 100 eV) using a strong electric field formed between the lens and the
sample (sample is held at −15 kV). After the interaction with the sample, electrons
are accelerated back towards the objective lens and travel through the magnetic
prism to projector lenses and finally to a detector consisting from the microchannel
plate (MCP) with a CCD camera [114].
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beam on the sample (electrostatic deflectors).

4.1.2 Sample prism - Beam separator

At the center of the LEEM instrument lies the magnetic prism which has a dual role.
First, the prism deflects the illuminating electron beam by 90° toward the objective
lens and second, it turns the electrons reflected from the sample towards the projection
column. Both beams are therefore separated in the prism and do not interact with each
other. In the easiest way the prism can be realized as a magnetic dipole which creates a
homogeneous magnetic fiels. Electron moving in this magnetic field will be influenced
by the Lorentz force, we need to simply adjust the strength of the magnetic field to
adjust their path trough the prism. In reality, more complex multipole designs of the
prism are required to compensate for the additional focusing effect of the magnetic
field and astigmatism.

Prism can be also utilized as a simple energy filter. The inelastically scattered
electrons travelling from the sample with different energies (velocities) will be dispersed
in the magnetic field of the prism. These electrons carry information, for example,
about the band structure. The entrance slit (positioned between the objective lens and
prism) allows to cut the beam in a way that creates narrow 2D slice of reciprocal space.
This function can also be utilized with secondary illumination, for example, Helium
UV lamp to perform angular resolved photoemission experiments although with lower
resolution, than offered by proper ARPES setup with hemispherical analyzer (see Ref.
[115]).

4.1.3 Objective lens and Sample

The objective lens has a dual function, it is a magnetic focusing lens but also forms
a strong electrostatic field for electron deceleration. The field strength can reach
10 − 20 kV/mm and its inhomogeneity can negatively impact image resolution. The
quality of the electric field is enhanced by the shape of the objective (special tip), how-
ever, it will be also affected by the sample quality e.g.: planarity, conductivity. This
puts a requirements on the sample and sample holders that can be used in the LEEM.
Moreover, sparking can occur if the sample distance from the objective is too small or
due to the increased pressure between the sample and objective (e.g. caused by a rapid
degassing from the sample). Sparks can destroy the sample or damage the instrument.

To better understand the image formation, the basic information on the electron
optics will be provided next. Electromagnetic lenses are, to a reasonable approxima-
tion, comparable to the glass lenses used in a standard light microscope. The main
difference is that we can adjust the focal length of the lens, which determines where
the electrons intersect: lenses with a higher magnetic field will have a shorter focal
length. The LEEM objective can be drawn as a thin convex lens, a familiar diagram
from geometrical optics is shown in Fig. 4.2. The paths of the light rays (electrons in
our case) are drawn as they will transfer through the lens. The rays emerging from a
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point in the object plane are focused in the back focal plane (at distance fi) and con-
verge to a point in the image plane. Rays that are parallel to each other, dashed yellow
and blue rays in Fig. 4.2(a), will meet at the same point in the back focal plane. This
means that also electrons from the sample that travel at the same angle will converge
in the same point. Therefore, the diffraction pattern exists at the back focal plane of
the objective. Either the image plane or the diffraction pattern from the back focal
plane can be further magnified and transfer trough additional lenses.

fi

Objective

Sample

Contrast aperture

Object plane

Lens

Back focal
plane

Image plane

fi

(a) (b)

Fig. 4.2: (a) Optical pats of a light ray for a thin convex lens. (b) Schematic illustration of
electrons focused through the objective. A contrast aperture can be inserted to the
back focal plane of the objective.

4.1.4 Projector system and Apertures

After the electrons interact with the sample they are accelerated back to the objective
lens and continue trough the prism to the projection system. Since we image the surface
with a parallel beam, the majority of the reflected electrons will be also parallel (or close
to it) and pass through the focal point of the objective lens. The contrast aperture
can be inserted into this point as shown in Fig. 4.2(b) to improve the resolution 1.
Aperture limits the acceptance angle for the objective, therefore, reduces the spherical
aberration in the image.

Different aperture sizes can be selected depending on the beam intensity or applica-
tion. However, smaller apertures also add diffraction effects and reduce contrast which
ultimately degrades the image. The optimal aperture size can be found and for the
P90 LEEM it is 40µm for an resolution increase. The contrast aperture is additionally
used for dark-field imaging, where one of the diffraction spots can deflected so it passes
through the aperture. This will be explained in a more detail later.

1 Technically, the exit aperture is located in the exit plane of the prism as shown in Fig. 6.7, not
behind the objective lens, but it performs the same function.
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Several other apertures are utilized in the P90 LEEM. One of the most used is the
µ -diffraction aperture. It is placed parallel to the path of the illuminating electron
beam in the prism. This aperture limits the viewing area of the microscope down
to a circle with the 185 nm diameter. During the experiment, it allows collecting the
diffraction pattern from individual structures on the surface.

The final part in the path of the electrons in LEEM is the projector column. It
is a system of four projector lenses and several deflectors. Its function is to transfer
and magnify either the real space image or diffraction pattern onto the detector. The
detector itself contains a micro-channel plate (MCP), which is formed by millions of
very thin conductive glass capillaries fused together. Each capillary acts as a secondary
electron multiplier and depending on the applied voltage will amplify imaging electrons
from the sample. Secondary electrons will then hit the phosphor screen and produce
visible light collected by a CCD camera.

4.2 Imaging with LEEM

Several examples of LEEM imaging possibilities and fundamental sources of contrast
will be reviewed in this section. Modern LEEMs can perform a large variety of ex-
periments. The basic requirement is a conductive sample, but not necessarily with
high conductivity since even oxide samples, or mica with a thin layer of metal evapo-
rated on top can be imaged. LEEM provides the best results on relatively flat surfaces
whose facets lie mainly within the surface plane. Samples are usually prepared in-situ
or carefully cleaned if prepared elsewhere. A powerful advantage of LEEM is real-
time tracking of the material’s evolution. Depending on the construction design, it
is possible to observe changes during annealing, exposure to gases or during the de-
position of materials. This is achieved by separate pumping of the sample chamber,
prism and electrons source (which requires best vacuum conditions). Additionally, the
instrument can be connected to a synchrotron light source or laboratory UV lamp to
perform PEEM (Photo Emission Electron Microscopy). This enables a wide range of
spectroscopies that can be performed with nm-range spatial resolution. For state of
the art aberration-corrected microscope 2 nm resolution was demonstrated [116]. Given
the scope of LEEM applications, we will only focus on a few examples.

4.2.1 LEEM contrast

In standard LEEM images, the contrast of different materials can be understood as a
difference in their electron reflectivity. The reflectivity usually depends on the surface
work function and strongly changes with electron energy. In approximation it can be
related to the band structure of the material (or rather the surface of the material).
Electrons are absorbed if their landing energy coincides with the energy of unoccupied
states in the material. Exact mechanism always depends on a particular system.

LEEM image of Ag(1 0 0) surface with molecular islands of BDA (biphenyl-dicarboxylic
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acid) is shown in Fig. 4.3(a). Separately, the normalized intensity from marked areas
was plotted for Ag and BDA. Highest contrast was formed for the electron energy of
3.6 eV, where the intensity difference between Ag and BDA is largest. Electron in-
tensity dependence on the electron energy is called the IV curve. Additionally, other
electron energies with lower contrast can also be utilized for imaging. For example,
mirror electron microscopy (MEM) mode is used at very low electron energy, close to
zero or even slightly more negative (relative to the sample). During the MEM, most of
the electrons are reflected above the sample surface. Advantage of this technique is its
sensitivity to the electric fields and reduction of the beam damage to the sample [117].

Fig. 4.3: (a) LEEM image at optimal contrast condition for BDA on Ag surface at 3.6 eV.
Red and black points mark the measured position of IV curves for Ag and BDA
respectively. (b) measured intensity dependence on electron energy (normalized
I-V curves) of Ag(1 0 0) surface and BDA molecular islands. The top graph shows
contrast plotted as a difference between Ag and BDA intensity, highest contrast is
marked with a dashed line.

Atomic steps

Most of the surface scientists start their experiments by cleaning the surface of their
substrates. When we observe clean surfaces in LEEM, very strong contrast at the
atomic step edges is observed as shown in Fig. 4.4(a). Origin of this is Fresnel diffraction
of electrons reflected at the lower and upper terrace. Steps typically appear as a single
line, however, in aberration-corrected microscopes more typical oscillatory pattern can
be visible. Besides the scientific possibilities, highly practical advantage of this is
also calibrating the preparation parameters of the sample. For example, the proper
annealing temperature of substrates can be found, since the terrace formation is clearly
visible. It is important to notice the evolution of the size of the structures in LEEM,
when objective focus changes, also shown in Fig. 4.4(b-d). Sometimes, the actual focus
is hard to determine and combine with the beam astigmatism it can complicate the
precise quantification of structure size. Slight defocus is usually used to enhance image
contrast and structures visibility.
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Fig. 4.4: LEEM image of Ir(1 1 1): (a) clean surface with strong step contrast formed by Fres-
nel diffraction. (b) and (d) Surface with carbon residues after growth of graphene
monolayer. These images show evolution of structural details during focusing of the
electron beam.

Contrast in thin atomic layers

LEEM is often used to observe deposition dynamics of thin layers, because of the
strong sensitivity to different materials and can even be used to determine a specific
number of deposited layers. For thin metallic layers, we can observe drops in electron
reflectivity called the quantum size effects (QSE) [118–120]. They can occur as a result
of the electron confinement by the surface and interface with the substrate or electron
adsorption in quantum-well type standing waves in the films. Combined with the
theoretical calculations the measurement of QSE can be used to accurately determine
the number of layers on the surface. Example of coexisting 2ML and 3ML film of
silver on the W(1 1 0) is shown in Fig. 4.5(a)-(b). It is possible to think of this effect
as interference between electrons reflected from the film/substrate interface and form
the film surface. In literature, it is also called phase contrast or quantum interference
contrast.

An analogous effect was observed for 2-D van der Waals structures, for example,
graphene grown on silicon carbide (SiC) shown in Fig. 4.5(c)-(d). Here the reflectivity
changes because of electron scattering states localized between the graphene layers
[121]. These unoccupied states derive from the interlayer band of graphite. For I-
V curves of graphene on SiC, several intensity minima are observed in the spectra,
depending on the number of graphene layers. Contrast changes of SiC/graphene images
between energies 1.5 − 8.8 eV, can be observed in the Supplementary video file no. 1 (1-
SiC-IV.avi).

4.2.2 Dark-field imaging

During the real space bright-field LEEM imaging, only the central electron beam (the
specular beam or (0,0) beam spot) can be considered. On the other hand during the
dark-field imaging, only one non-specular beam is selected by the contrast aperture
inserted to the back focal plane. After the contrast aperture is inserted into the center
of the diffraction image, entire image is shifted by the deflectors in the prism. In
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Fig. 4.5: (a) - (b) LEEM images of silver layer on the W(1 1 0) surface with different thickness
(2 and 3ML). Strong contrast for thin metal films is a result of interference effect
between electrons reflected from the interface and from the film surface. Adapted
from [119]. (c) - (d) Graphene flakes of various thickness on SiC substrate. Contrast
in the image is formed by minima in electron reflectivity caused by the presence of
unoccupied states between adjacent graphene layers.

this way, the specific non-specular diffraction spot can be chosen to pass through the
aperture instead of the central spot. Imaging optics is then switched to the real space
and only structures that diffract the electrons to the selected spot will appear bright
in the image. This also allows distinguishing multiple structures or rotational domains
on the surface.

Let’s exemplify this on the simple self-assembly structure of terephthalic acid (TPA)
on Ag (1 0 0) surface. This molecule consists of a phenyl ring with two carboxylic acids
in para positions. The TPA is stabilized on the surface via complementary hydrogen
bonding between carbonyl groups, building up a chain-like structure (stronger interac-
tion) and it maintains a flat adsorption geometry [122]. In LEEM we can distinguish
two equivalent long-range molecular domains of TPA rotated toward each other by
90○. Each domain can be separately imaged by choosing the appropriate diffraction
spot for dark field imaging as shown in the Fig. 4.6. The molecular islands of TPA can
observed growing in narrow strips terminated on the step edges.

4.2.3 Diffraction imaging

Compared to the standard LEED (Low Energy Electron Diffraction) setup diffraction
imaging in LEED has several advantages. Central spot and areas around it can be
imaged as shown in the in Fig. 4.6(a). Imaging energy can be very low in the range
of several eV compared to the approx. 30 eV for standard LEED. This allows users to
observe sensitive materials such as the organic molecules. Additionally, the diffraction
spot positions are not moving with increased energy, since the change in the size of
the Ewald sphere size is compensated by the electron optics. Diffraction images can be
also collected from very small areas, depending on the available µ -diffraction aperture
size (185 nm for P90 LEEM). Combining the structural information from µ -diffraction
with spatial information from-dark field imaging gives LEEM great advantage over
other surface techniques.
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Fig. 4.6: (a) Ilustration of the chemical structure of the 1,4-benzenedicarboxylic acid (TPA).
(b) LEEM diffraction image at 26 eV of TPA molecular domains formed on the sur-
face of Ag (1 0 0). (c) LEEM bright-field image acquired at 9 eV. (d) and (e) LEEM
dark-field images of molecular domains acquired by selecting the specific diffrac-
tion spots noted in diffraction pattern. (f) Combined LEEM images showing the
complementarity of the molecular arrangements on the surface.

4.3 Conclusion

Construction and primary operation of LEEM microscope was described with a focus
on specifics of the SPECS P90 instrument used in this thesis. Basic operational modes
were described to familiarize the reader with possibilities of LEEM in general. Mainly
the dark-field imaging and µ -diffraction were presented on the experimental examples.
Several sources of contrast in LEEM images were also described with the example of
their usefulness in surface science. The real-time evolution of structures in LEEM
was not presented but will be partially included in a later chapter on molecular island
growth. Additional videos captured in LEEM (from experiments described later in
this work) are provided in supplementary files that better showcase LEEM imaging
capabilities (description here: 9).



5. BIPHENYL DICARBOXYLIC ACID ON METAL SURFACES

The biphenyl-dicarboxylic acid (BDA) networks were used as a model system to study
supramolecular chemistry and self-assembly. The BDAmolecule, as shown in Fig. 5.1(a),
is formed by two phenyl rings that are symmetrically functionalised by carboxylic end
groups. Molecules with carboxylic groups have been extensively studied with a focus on
their surface self-assembly. Especially the di- and tri-carboxylic acids were researched
on a variety of metal surfaces including Cu [123–134], Ag [132, 133, 135–138], Au
[135, 139], and Pd [140]. The intact DBA molecule usually maintains a flat adsorption
geometry on metals, and it is stabilised on the surface via complementary hydrogen
bonding between carboxyl groups and additionally by the van der Waals interactions
bringing BDA sides closer together [122]. In this way, carboxylic acids build up a va-
riety of structures often formed by long molecular chains both separate or adjacent to
each other [124–128, 132, 134, 135, 137, 138, 140, 141].

Removal of a hydrogen atom (proton) from carboxylic group (deprotonation or car-
boxylation) leads to an abrupt change of binding mechanism of functional moieties and,
consequently, changes the structure of the self-assembly on surfaces [124, 125, 133].
The temperature range in which deprotonation occurs strongly depends on the em-
ployed substrate. Whereas on Cu deprotonation occurs below room temperature [124–
126, 133], on Ag, temperatures over 390K are required [127, 133, 135]. On a less reac-
tive substrates like Au (1 1 1) and graphene on Ir (1 1 1) no reaction was observed in our
experiments up to temperatures at which BDA desorption takes place; this is consis-
tent with reports for Au (1 1 1) [141], graphene/Ni (1 1 1) [142] and graphene/Cu (1 1 1))
[128]. Such trend was explained in terms of the strength of bonding towards the surface,
decreasing from Cu to Au [143]. In contrast, on a more reactive Pd (1 1 1) substrate,
an equilibrium between carboxyl and carboxylate groups was established as hydrogen
remained on the surface [140].

Structurally, the deprotonated molecules undergo rearrangement that can be under-
stood in the simplest way as mutual repulsion of molecules that occurs due to partial
negative charging of the carboxylates. New molecular self-assembly is formed that
usually involves binding motif of carboxylate and hydrogen atom at phenyl ring. Addi-
tional phases can be formed when only a part of the carboxylic groups is deprotonated,
either at one molecule or on average in the molecular arrangement [125, 127, 136, 138].
In such cases main binding motif is carboxylate-carboxyl bonding. Another possibil-
ity in these systems is a coexistence of several segregated “pure” phases with distinct
bonding configuration [125, 128, 137].

Exploring the BDA interactions with surfaces can improve our general understand-
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ing of the carboxylic group’s role during the self-assembly process and surface reactions.
That, in turn, will allow to design and fabricate improved supramolecular nanostruc-
tures with well-defined properties.

-e
-e

(a) (b) (c)

Fig. 5.1: (a) Chemical Structure of 4,4-Biphenyl Dicarboxylic Acid (BDA), (b) deprotonated
BDA and (c) Terephthalic acid (TPA).

5.1 BDA on Cu (1 0 0)

Following section is based on the author’s publication in Ref.[144]. It will describe the
bonding mechanism of BDA on Cu (1 0 0) and the resulting model of the self-assembled
structure. Further, it explains the unusual growth behaviour of molecular islands on
the Cu, where no preference of nucleation at the step edges was observed. The au-
thor performed the sample preparation, molecular depositions, STM measurements,
data analysis and part of the LEEM measurements. Jan Čechal and Pavel Procházka
contributed in all aspects of the experimental work, data analysis and writing of the
original manuscript.

On the surface of copper, the BDA deprotonates: hydrogen is removed, and result-
ing carboxylate groups bind to the copper surface. The exact mechanism of BDA-Cu
interaction was the object of some discussion in the literature. Original studies of simi-
lar terephthalic acid (TPA) on Cu (1 0 0) suggested that molecular assembly is a result
of the interplay between molecule-substrate interaction and intermolecular hydrogen
bonding [124, 130, 145]. However, later studies reported that molecular deprotonation
takes place near room temperature, and strong oxygen copper bonds will dominate the
molecular self-assembly.

The BDA molecule observed in the STM at different chemical states during the
gradual deprotonation is shown in Fig. 5.2. Here we can observe temperature depen-
dence of chemical state and STM appearance of BDA on Cu (1 1 1) [125]. A carboxy-
late bound to the copper surface appears as a depression in STM (independent of bias
voltage). For temperatures below -30 °C only protonated (intact) molecules can be
found on the surface while at temperatures above 150 °C only dicarboxylates remain.
Between these temperatures, a partially ordered phase of fully protonated molecular
phase coexists with a well-ordered phase made up of a combination of intact and par-
tially deprotonated molecules. This multi phase was explained to form due to presence
of atomic hydrogen from initial deprotonation, that remained on the surface. Thermal
desorption spectroscopy showed, that on the clean Cu (1 1 1) surface, atomic hydrogen
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is continually desorbing up to 90 °C [146, 147]. Schmitt et al. [125] further noted
that additional phase of fully deprotonated molecules could be observed at step edges,
however, without any further discussion.

Fig. 5.2: STM images of BDA molecule on Cu (1 1 1) surface with (a) intact (b) one and (c)
both caboxylic groups deprotonated. Scan size is 2 × 2 nm2, adapted from [125].

On the surface of Cu (1 0 0) at the room temperature, only a single BDA phase was
observed consisting of fully deprotonated molecules. Different behaviour, compared
to the Cu (1, 1 1), is likely caused by lower desorbtion temperature of atomic hydrogen
[146]. The structure of this phase is shown in Fig. 5.3, together with the proposed model
consistent from both LEED and STM data. The LEED pattern taken over a large num-
ber of BDA islands shown in Fig. 5.3(a) can be associated with (4

√
2 × 4

√
2)R45°, or

equivalently, c(8×8) molecular superstructure. Similarly to the STM measurement on
the Cu (1 1 1) in Fig. 5.2, single BDA molecule appears as symmetric rod-like protrusion
with the apparent length of 1.08 ± 0.03 nm (measured at 10% of the maximum height).
This length is comparable with a theoretical length of 1.14 nm obtained by gas-phase
geometry calculation using Arguslab and considered in recent studies [130, 148]. Con-
sistently with the BDA structure, measured protrusion displays a slight narrowing in
its centre.

In the high-resolution STM image in Fig.5.3(b), a long-range ordered structure
of the self-assembled BDA can be observed. Islands typically extend in range of
30-100 nm depending on the terrace size, at the submonolayer BDA coverage of ap-
prox. 0.4 − 0.6 ML. Within the molecular domain, the adjacent BDA molecules are
oriented perpendicular to each other; the carboxylate moiety of each pointing to the
centre of the neighbouring BDA. X-ray photoelectron spectroscopy shown in Fig. 5.4
confirms that the BDA carboxyl groups are deprotonated. Oxygen peak at the posi-
tion 530.9 eV and secondary carbon peak at the 287.9 eV can be associated with the
carboxylate group [149]. These observations are consistent with earlier studies on the
carboxylic acids, TPA and BDA on the Cu(0 0 1) [150, 129, 151].

Based on the available data structural model shown in Fig. 5.3(c) was created.
It presents binding motif where two carboxylate oxygen atoms point to two distinct
substrate atoms and phenyl rings are localised near substrate hollow sites. Relative
positions of BDA on Cu (1 0 0) were determined following recent studies [130, 152]. The
model suggests that substrate mediated molecular interaction will be the dominating
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factor in the self-assembly.

Fig. 5.3: (a) LEEM image measured at 30 eV. Cu (1 0 0) diffraction spots are marked in orange
and BDA molecular superstructure in blue. Missing spots are the result of extinc-
tion due to the glide symmetry of molecular superstructure along directions ⟨1 1 0⟩.
(b) STM image of BDA molecular self assembled structure on Cu (1 0 0) surface with
superimposed molecular model. Scale bar is 2 nm. (c) Model of the proposed BDA
phase, where atoms are marked as follow C = black, O = red, H = white, Cu = orange.
Each oxygen of BDA is bonding to individual Cu surface atom. Primitive vectors
of (4

√
2 × 4

√
2)R45° superstructure are marked as blue arrows, and unit vectors of

equivalent c(8 × 8) superstructure by green arrows.
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Fig. 5.4: Detailed spectra of (a) C 1s and (b) O1s measured on the ∼ 0.4ML of BDA on
Cu (1 0 0).

Parallel studies employing tetra-cyanoquinodimethane (TCNQ) on Cu(001) ob-
served substantial structural rearrangements of both the organic and metallic elements
[153]. The cyano groups act as a strong electron acceptor and thus will create strong
bonds to the substrate. Subsequently, the TCNQ molecule bends toward the substrate,
which is followed by rearrangement of the substrate atoms. Copper surface atoms are
lifted from their equilibrium positions by about 0.3 Å. A similar surface reconstruc-
tion has been theoretically obtained for the adsorption of the analogue strong organic
acceptor tetracyanoethylene (TCNE) also on Cu(1 0 0) [154].
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A significant charge transfer from the BDA carboxylate group to the substrate was
also observed previously [155]. Additionally, strong bonding between the O atoms in
carboxylates in TPA and the Cu atoms caused buckling of the first Cu layer [129],
similarly to the above-mentioned case of TCNQ. Carboxylates in this case displayed
strong carboxylate oxygen binding to substrate, charge transfer, and lifting of sub-
strate atoms. On this basis, it can be assumed that a single substrate atom cannot
accommodate the binding of two and more carboxylate oxygen atoms. However, it
still possible that there other interactions are also involved, for example, the mutual
repulsion of partially negatively charged carboxylates. In any case, the proposed model
dictates that two carboxylate oxygen atoms point to two distinct substrate atoms (site
exclusion model).

5.1.1 Structural defects

It was possible to predict, considering the proposed bonding mechanism, that only
distinct defects in the self-assembled BDA phase can occur. Indeed, in the measured
STM images, specific defects could be identified, as shown in Fig. 5.5. Simplest point
defect is modelled in Fig. 5.5(d) where single-molecule switches position. During the
STM measurement, such structures could be observed, as shown in Fig. 5.5(a). The
BDA molecule in the point defect was observed to transition back to its original position
in the several consecutive images after a few intermediate jumps.

The second most commonly observed feature was dislocation line (or line defect),
where the molecular assembly moves by one or two Cu surface atoms, this motif is mod-
elled in Fig. 5.5(e-f). The part of the BDA molecular assembly shown in Fig. 5.5(b),
involves both line defects types, marked with a green and blue arrow. The line defects
are dividing two long-range ordered domains, and during the measurement, attachment
or detachment of the whole BDA islands was observed between the consecutive STM
scans. Next, Fig. 5.5(c) shows a cumulation of multiple defects in the BDA assem-
bly and various additional cumulative defects could be observed. However, molecular
arrangement within all types of defects is consistent with the site exclusion model
where, as described above, a single Cu atom cannot provide more than one bond with
carboxylate oxygen. Therefore, substrate positions cannot overlap.

An additional consequence of the site exclusion is the limited diffusion of BDA
molecules along the side of the molecular islands. Movement of the molecule along
the edge would require the bonding to the restricted position where the carboxylate
oxygen atoms would be bound to the same substrate atom. In the STM single molecule
was observed to detach and reattach to the sides of the molecular islands between
the individual scans and sometimes only between several line scans. Such behaviour
suggests that molecule movement involves detachment, diffusion in the vicinity of the
edge, and reattachment at an appropriate position (previously suggested by Schwarz et
al. [152]). Supplementary video file no. 2 (2-BDA-Cu.avi) is included in order to better
exemplify the molecular movements. The video shows attachment and detachment of
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BDA molecules in consecutive STM images taken on the edge of BDA self-assembled
phase.

Fig. 5.5: Defects in the self-assembled BDA phase: (a) STM image of the point defect and
(b) two distinct line defects. (c) STM image of additional structure created by
a combination of multiple defects. (d) Corresponding model of the point defect
and (e-f) line defects that show dislocation formed by a shift of the BDA phase by
one (green line) or two Cu surface atoms (blue line). Blue and green arrows mark
the dislocation lines in the (b) STM image. Smaller dots visible in the STM images
between the BDA molecules and on the bare Cu surface are adsorbed CO molecules.
Scale bars are 2 nm.

5.1.2 Growth Anomalies of BDA on Cu (1 0 0)

Modelling and quantitative understanding of thin films growth in the traditional semi-
conductor industry are crucial in the development of new technologies and processes.
Modelling can reduce the cost of an experiment by trial and error, which is essential
from an industrial viewpoint. Theoretical models are widely studied for homoepitax-
ial and further for heteroepitaxial systems [156, 157]. These models are now being
extended in order extrapolate for the molecular layers [75, 158–161]. Typically the
materials on surfaces nucleate at the step edges as they exhibit strong chemisorption
and catalytic properties, therefore, act as natural defects for nucleation [162].

Extended decoration of the step edges was observed for the vast majority of inor-
ganic systems where monomers are single atoms displaying isotropic behaviour [163].
Additionally, many organic systems also nucleate on the step edges [70, 148, 164]. How-
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ever, despite many similarities, some molecular systems show a new range of phenomena
[160]. The organic molecules are one-, two-, or three- dimensional objects that can dis-
play anisotropy with respect to the shape of the molecule, surface-interlayer diffusion,
interaction with other molecules or substrate, and various functionality. For example,
growth regime can display transition from diffusion-limited to attachment limited ag-
gregation due to the new activation barrier for the attachment of molecules caused
by additional energy needed for a reorientation of the molecule [165, 161]. Moreover,
interlayer diffusion and the associated Ehrlich-Schwoebel or step edge barriers [166]
can influence the island morphology and introduce new growth phenomena such as
mound formation and rapid roughening, which are frequently observed [167]. In order
to predict and control the assembly of a wide variety of molecular networks, it is crucial
to understand the relevant physical processes of molecules on particular surfaces.

Growth of BDA islands on the Cu (1 0 0) is one example where molecular island
growth differs from typical systems. Observations in LEEM found no preference for
nucleation at atomic step edges consistent with the previous work [150, 152]. This
behaviour makes the presented system important from both a fundamental and appli-
cation point of view. In the real space LEEM image in Fig. 5.6(a), one can observe
that BDA molecule form separated islands. The BDA molecular islands appear as dark
contrast areas, and the Cu substrate appears bright and upon closer inspection lines
representing step edges and narrow terraces can be observed. Further, large area STM
image in Fig. 5.6(b) confirmed that molecular islands are distributed over the terraces
and touching the step edges only in few points. The origin of strong non-wetting of the
step edge was not previously identified despite multiple studies of systems comprising
BDA [125, 130], or similar TPA[129, 151], and other related dicarboxylic acids [133]
on Cu substrates. This originally promoted further studies into this system.

Fig. 5.6: Self-assembled islands of BDA on the Cu (1 0 0) surface: (a) LEEM image measured
at 3 eV. Dark areas correspond to the molecular island and light gray to the sub-
strate. (b) Overview STM image on the same sample. Green lines mark line defects
in the molecular assembly, separating different molecular islands. STM image con-
trast was enhanced by adaptive filtering. Scale bar is 25 nm.
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5.1.3 Step edge passivation

Previous sections argued strong molecule-atom interaction between the BDA and Cu,
and, therefore, one can expect even stronger step edge interaction, which appear incom-
patible with the idea of BDA non-wetting the atomic step edges. In fact, closer look
on the step edges of Cu(1 0 0) revealed a dense decoration by BDA molecules as shown
in the STM images Fig. 5.7(d-e). Molecules at the steps are preferentially oriented in
the same direction ⟨1 0 0⟩ or rotated by 45° with the respect to the BDA orientation
in the islands ⟨1 1 0⟩. Given the high step-edge reactivity, some additional structures
could be observed that are ascribed to the molecular fragment or other contaminants
on the surface. These structures provide anchoring sites for molecular domain attach-
ment as previously shown in the STM image in Fig. 5.6(b). However, the majority of
the molecules attached to the steps retain features consistent with the appearance of
intact BDA molecules.

Fig. 5.7: (a-c) Models of the BDA molecules bonding to the Cu (1 0 0) atomic steps edges.
Majority of the molecules at the steps are rotated by 45° with respect to the BDA
orientation in the islands. Diffusion of molecules along and over the step edge
is limited. (d-f) Detailed STM images of BDA step edge decoration. Molecules
in the direction of the islands are marked in red and rotated molecules in green.
(d) Increased noise in the STM encircled in black suggests trapped molecules be-
tween the island and the step edge since they cannot attach or diffuse to the next
terrace. Scale bar is 4 nm.
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By careful examination, several high-resolution STM images from multiple experi-
ments were selected for statistical analysis. As shown in one of the selected images in
Fig. 5.7(f), the orientation of the BDA was determined from the self-assembled phase.
Molecules at the step edges were identified and were assigned the orientation. Only
the molecules that can be unambiguously identified were included. Over 200 molecules
were counted for which the ⟨1 0 0⟩ direction (molecules rotated in respect to the self-
assembled phase) was slightly favoured over the ⟨1 1 0⟩ one, with the ratio of 1.6 ∶ 1.
These orientations are in accordance with the previously presented tentative model, as
shown in Fig. 5.7(a-c). However, the ⟨1 1 0⟩ molecules (Fig. 5.7(b)) do not fit perfectly
and the molecules can be distorted in order to comply with the site exclusion model
(one oxygen binding to one Cu atom). In fact, such distortions were observed in some
of the STM images (noted with red arrows in Fig. 5.7(d) ). Based on this observations
it is possible to hypothesise that the preferential orientation is ⟨1 0 0⟩. Nevertheless,
precise molecular positions cannot be identified from our STM data, and further inves-
tigations are needed in order to determine the exact molecule position with regards to
the atoms of the step edges.

The dense molecular packing of BDA at the step edges prevents the attachment
of additional BDA molecules and hinders the formation of extended molecular islands.
Some molecular islands were attached in areas without the decoration by intact BDA.
The area between the BDA islands and the step edges often exhibited high noise levels
in the STM, even when the other features appeared in high resolution. This implies high
mobility of the BDA molecules in these areas and suggests another possible aspect of
the BDA passivated step edge: the formation of a barrier against the diffusion of BDA
molecules across the step edges (a type of Ehrlich-Schwoebel barrier). The molecules
trapped between the BDA islands and step can neither attach to the passivated steps
nor diffuse to the next atomic terrace.

5.1.4 Conclusion of section BDA on Cu (1 0 0)

This section was focused on the BDA/Cu (1 0 0) system. The author made a supportive
argument to the previously proposed structural model and added a more complete
explanation of the observed defects and growth anomalies in the BDA self-assembly
structure. Proposed model explains the unusual growth behaviour of BDA molecular
phase on the Cu (1 0 0). Extensive step edge decoration resulting from the strong
bonding of the BDA to the atoms in the next atomic plane prevents growth of the
molecular phase. Substrate step edges then become effectively passivated and form a
diffusion barrier for the molecules. Study of structural and chemical distinctiveness of
molecular systems is an important step toward improving theoretical growth models
of atomic layers. Increased understanding of the involved intricacies is needed in order
to make worthwhile predictions for similar systems.
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5.2 BDA on Ag (1 0 0)

The following section describes the step by step deprotonation of BDA on the Ag(100)
surface. Multiple structural assemblies (phases) of BDA are presented, corresponding
to fully- and partially protonated molecules as well as deprotonated molecules. Ad-
ditionally, at specific conditions a mixture of fully-, partially- and non-deprotonated
BDA coexists on a substrate. Hence, we can view this system as the multi-component
assembly of structurally close but chemically distinct molecular building blocks.

Parts of the following sections are based on the author’s publications: Kormos et al.
[168] and Procházka et al. [169]. The author performed the sample preparation, molec-
ular depositions, XPS, STM and some of the LEEM transformations measurements and
data analysis. Pavel Procházka performed significant part of the LEEM measurements,
data analysis and creation of the structural models mainly the LEEDPat simulations.
Jan Čechal supervised the experiments and data analysis. Anton Makoveev contributed
to some of the experimental work. Additionally, low-temperature nc-AFM measure-
ments were performed at the RCPTM centre at the Palacky University in Olomouc, in
cooperation with Bruno de la Torre and Taras Chutora. In addition, the DFT mod-
elling was performed to support the nc-AFM data in the group of doc. Pavel Jelínek at
the Institute of Physics of the Czech Academy of Sciences. DFT data are not directly
included in this work.

5.2.1 Overview

Combination of the mesoscale viewing area of LEEM, nanoscopic details from STM
and chemical information from the XPS revealed multi-step deprotonation process of
BDA on the Ag (1 0 0). During the continuous annealing of BDA/Ag (1 0 0), several
phases consisting of BDA molecules with a distinct level of deprotonation were iden-
tified: fully protonated (2H-BDA), semi-deprotonated (1H-BDA), and fully deproto-
nated (0H-BDA). Main molecular phases shown in Fig. 5.8 are denoted as α-phase: a
fully protonated molecules (as deposited); β-phase: formed by partially deprotonated
BDA; γ-phase: a mixture of partially and fully deprotonated molecules and δ-phase:
fully deprotonated phase of BDA. Each phase will be described in detail in the fol-
lowing section. In addition, multiple intermediate phases and phase transformations
observed in LEEM will be shown.

The BDA molecules were deposited onto an Ag (1 0 0) crystal held at the room
temperature. After the transfer to the LEEM chamber, the sample was analyzed and
slowly heated by the filament (IR-heating only). The increased temperature initiated
the deprotonation process and associated phase transformation. Changes of the molec-
ular island were carefully observed in the LEEM, and the transformation was stopped
at specific points. The sample was then cooled down to the room temperature and
analyzed. By utilizing µ-diffraction aperture every structural domain of the BDA was
identified. Each phase consisted of multiple equivalent molecular domains, and exper-
iments sometimes yielded mixtures of different phases. After the transformation and
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Fig. 5.8: Change of BDA molecular phases on the surface of Ag (1 0 0) with increased temper-
ature. (a-d) Each phase represent the different chemical composition of BDA and is
stable after the cooldown of the sample to the room temperature. LEEM images rep-
resent the typical appearance of molecular islands of different phases. Images were
acquired at 10 eV with inserted contrast aperture. Corresponding STM images are
in the second row. Diffraction patterns in the last row represent a single molecular
island (domain) on the surface and were acquired by inserting µ-diffraction aperture
(diameter of 185 nm). The unit cells of molecular superstructures are marked by a
red in diffraction patterns and white in the STM images. Scale bars in STM images
are 2 nm.

LEEM analysis in the LEEM were finished, the sample was transferred to the STM or
XPS chamber for further measurements. Numerous experiments were performed with
several silver crystals and yielded consistently the same molecular phases. Molecular
layers were also transformed in several vacuum chambers and also in another laboratory
(for nc-AFM measurement).

5.2.2 XPS analysis

Distinct chemical composition of each BDA phase was identified in-situ, by X-ray pho-
toemission spectroscopy. Conventional non-monochromatic X-ray source that utilized
Mg K α radiation with 300W emission power and 12.5 kV cathode-anode voltage was
used for all measurements. The C 1s and O 1s detailed spectra were acquired in high
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magnification mode using pass energy 20 eV integrating up to 180 sweeps with 0.1 s
dwell time and 0.05 eV energy step. Normal emission geometry (emission angle 0°) was
employed. The prolonged measurement time was necessary due to the weaker oxygen
signal for sub-monolayer BDA coverage. To prevent any changes during the spectra
acquisition (up to 6 hours), some samples (where chemical change was observed during
measurement at RT), were cooled down to 100K in the liquid-nitrogen cooled manip-
ulator. The Ag 3d peak was measured both before and after the measurement of O 1s
and C 1s peaks to ensure correct binding energy reference. No charge compensation or
energy scale correction was employed. The Ag 3d 5/2 peak position was calculated as
(368.21 ± 0.01 eV) as an average for all the samples with the confidence level of 95%.
Calculated value is in agreement with the reference energy (368.22 ± 0.01 eV) for un-
monochromated Mg K α radiation [170]. Small energy shift of the O1s and C1s peaks
were observed during the initial sweeps in the range of 0.1 − 0.2 eV. Cause of this effect
is unknown. However, because this was a consistent and reproducible behaviour, the
initial 15 sweeps (from hundreds) were excluded from the data analysis.

First, the reference spectra of BDA was measured from a multilayer, shown in
the first row of the Fig. 5.9. Here, it was assumed that any surface effect of the Ag
substrate would be negligible in overall data. The detailed spectra of C 1s were fitted
by three components and simultaneously adjusted Shirley background. The largest
component of the multilayer BDA carbon can be associated with the carbon atoms of
phenyl ring (C1, blue) at the binding energy of 285.4 eV and the second component
with the carbon bound to a carboxyl group (C2, red). The third component (C3,
green) was attributed to the shake-up satellite due to π − π∗ transition in the aromatic
ring. Fitting procedure for all the XPS data was performed in the program Unifit 2013
and all the fitting parameters are summarized in the tables below (Tab.: 5.1 and 5.2).

Spectra of submonolayer coverage of intact BDA (α-phase) exhibited two main dif-
ferences compared to the multilayer. First, an additional forth carbon component (C4,
magenta) was added to properly fit the C 1s spectra. This component was shifted by
1 eV towards higher binding energies and could be associated with the carbon atoms
that are detached from the surface. Such effect may occur for either a BDA molecule
moving in the molecular gas or part of the BDA that is lifted from the surface due to
the compression in the self-assembled structure. Some hight variation was observed in
the nc-AFM data, and this will be introduced appropriately later (Fig. 5.13). Alterna-
tively, this peak could be explained as a signal from adsorbed CO molecules or by an
asymmetry in the C1 carbon component. The second difference is that the main C1
component is shifted by ∼ 0.5 eV toward lower binding energy. The corresponding shift
can be observed for O 1s peak. Similar shifts are often explained for adsorbed molecules
as a screening of the core levels by metal substrate, i.e.: effect of the charge transfer
from the substrate to the adsorbate [171]. The peak positions are in agreement with
the previous studies of carboxylic compounds [136, 149]. The intensity ratio of peaks
associated with carboxylic and phenyl carbon atoms is 0.16, that is in agreement with
the expected ratio of 2:12 (0.167) for BDA molecule.
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Fig. 5.9: Detailed photoemission spectra of C 1s (left) and O1s (right) peaks measured for
all main BDA phases on Ag (1 0 0). Additionally, reference spectrum from BDA
multilayer (∼ 8 ML) is included in the first row. The thickness of the BDA layer and
temperature of measurement is marked in the respective graphs. Coloured atoms
in the molecular schematic indicate the corresponding peak in the spectra.
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The O1s peak of multilayer BDA was fitted by two components corresponding to
the two distinct oxygen atoms in the carboxylic group. The background was changed
to a combined Shirley-linear model. The linear component was included to compensate
for a decreasing background intensity at the high binding energy side of Ag 3d peak.
The intensity of oxygen components is close to 1:1, which is in agreement with the
presence of intact carboxylic groups. The spectrum of the α-phase is qualitatively
consistent with the multilayer except for the rigid shift, also observed for the C 1s peak
and described above.
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Fig. 5.10: Chemical scheme of the carboxyl and carboxylate groups. Binding configuration
of β-phase (right), intact carboxyl group forms hydrogend bond with carboxylate.
The spectral components of O 1s peak are marked as O1, O2, and O3 next to the
associated hydroxyl, carbonyl and carboxylate oxygen atoms, respectively.

Understanding the XPS spectrum for the intermediate β- and γ-phases presented a
substantial challenge. Original hypothesis follows the idea of typical chemical reaction:
by annealing, the BDA molecule will undergo deprotonation process. The experiment
should yield either protonated or deprotonated BDA molecules with the possibility of
a mixed compound of both if the chemical transformation was not completed. The
oxygen XPS spectrum was expected to be composed of 3 components, the hydroxyl
oxygen (O1) and carbonyl oxygen (O2) of the carbonyl group and carboxylate oxygen
atoms (O3) of deprotonated BDA (a reminder of the nomenclature is in Fig. 5.10).
This follows the previous studies of the terephthalic acid on Cu (0 0 1) [129, 134] and
Ag [124].

Indeed, the new oxygen component is present in the β- and γ-phases spectra as was
expected due to the presence of new deprotonated molecules on the surface. Addition-
ally, the carbon C4 component was shifted to lower binding energy by ∼ 1.8 eV con-
firming the expected chemical change. However, the oxygen spectrum is significantly
shifted compared to the α-phase. Further, the position of the new oxygen component is
also shifted compared to the fully deprotonated phase of the BDA. Quiroga et al. [134]
explored in detail the similar changes in case of the terephthalic acid on Cu (0 0 1).
Substantiated by DFT theoretical calculations, they explained that the shifts are a
result of the hydrogen bonding environment between partially and fully deprotonated
molecules.

Proposed bonding scheme for the BDA β-phase is shown in Fig. 5.10. Deprotonated
carboxylate oxygen was assigned to the O3 fitting component at the energy of 531 eV,
in agreement with the reported peak component for TPA/Cu [134]. Component O1
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Tab. 5.1: Fitting parameters of C 1s spectra components. Noted FWHM value corresponds
to Gaussian component. Lorentzian peak width was fixed as 0.1 eV.

C1 C2 C3 C4
(phenyl ring) (phenyl ring) (carboxyl) (π − π∗)
BE FWHM BE FWHM BE FWHM BE FWHM
eV eV eV eV eV eV eV eV

BDA 285.4 1.1 - - 289.65 1.2 291.6 2.2
α 284.9 1.2 285.9 1.2 289.7 2.2 292.3 2.5
β 284.6 1 285.6 1 287.9 2 291.5 2.5
γ 284.45 1 285.45 1 287.75 1.6 291.55 2.5
δ 284.45 1 285.45 1 287.65 1.5 291.15 2

was assigned to hydroxyl oxygen) bonded trough hydrogen bond to carboxylate oxygen.
Its energy position 532.7 eV is close to reported 532.5 eV [129, 134] and the energy shift
from the alpha phase −1.1 eV is comparable with reported value −0.9 eV. Position of
the O2 component 531.8 eV is higher than 531.1 eV reported for TPA/Cu. However,
the energy shift of the C2 component of 0.7 eV is much closer to the reported value
of 1.0 eV. The discrepancy in the peak shifts is possibly caused by different charge
transfer between carboxylate and Ag surface compared to the Cu. The ratio of the
O1:O2:O3 peak area of the components is 1:1:2, which means the ratio of protonated
and deprotonated carboxylic groups is 1:1. This ratio can be explained by either an 1:1
mixture of fully deprotonated and protonated molecules or only partially deprotonated
BDA molecules.

In next spectrum of the partially deprotonated BDA γ-phase the O1 and O2 com-
ponents of the oxygen peak associated with hydroxyl and carbonyl peaks shift back
to the higher binding energy. Importantly, the energy separation of these components
returned to the value of 1.25 eV (from 0.9 eV in β-phase). This energy is close to 1.35 eV
that was observed for the α-phase. Finally, the interpretation of the spectrum of the
fully deprotonated δ-phase of BDA was straightforward. The O1s can be fitted with
the single component, associated with carboxylate oxygen, at 530.7 eV, which is in
agreement with similar systems [149]. No energy shift compared to the γ-phase was
observed. A single component is consistent with the symmetric binding environment
of both carboxylate oxygen atoms. Fitting parameters are summarized in the tables:
Tab.:5.1 for C 1s and Tab.:5.2 for O 1s.

5.2.3 Strucure of the BDA α-phase

The intact BDA α-phase deposited on the Ag surface at room temperature grows in
small islands in almost a needle-like fashion. The molecular islands appear to be
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Tab. 5.2: Fitting parameters of O 1s peak components. Noted FWHM value corresponds to
Gaussian component. Lorentzian component width was fixed as 0.1 eV.

O1 O2 O3
(hydroxyl oxygen) (carbonyl oxygen) (carboxylate)
BE FWHM BE FWHM BE FWHM
eV eV eV eV eV eV

BDA 534.2 1.45 532.85 1.25 - -
α 533.8 1.6 532.45 1.3 - -
β 532.7 1.2 531.8 1.2 531 1.1
γ 533.2 1.2 531.95 1.2 530.55 0.95
δ - - - - 530.55 1.05

preferentially growing out of the substrate steps edges indicating that the step edges
present preferential nucleation sites and are not passivated by BDA, contrary to the
Cu (0 0 1) described in the previous section. Elongated BDA islands preferentially
grow in the substrate high symmetry orientations ⟨1 1 0⟩. The µ-diffraction images in
Fig. 5.11(b), taken from individual islands, show that there are two rotational domains
of the self-assembled BDA. Further, the dark field LEEM images were acquired for
both molecular domains, and their superposition over the bright field image confirmed
that they include all of the molecular islands on the surface as shown in Fig. 5.11(d).

Fig. 5.11: LEEM data of α-phase: (a) Bright field LEEM image where molecular islands
appear as a dark features. (b) The µ-diffraction acquired from individual BDA
islands. (c) Large area diffraction image overlay with the µ-diffraction images. (d)
Dark field images acquired from individual BDA structural domains superimposed
on top of the bright field image (a).

The STM measurement revealed a well ordered self-assembled structure of the BDA
shown in the overview Fig. 5.8(a) and in more detail in Fig. 5.12. Here, the STM im-
age was aligned based on the previously measured atomic resolution images of clean
Ag (1 0 0) surfaces. This was reasonable approximation because the position of the crys-
tal in the sample holder was fixed over time. The BDA molecules appear as rod-like pro-
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trusions with an apparent height 6.1 ± 0.6 Å, length 10.2 ± 0.5 Å and width 3.8 ± 0.5 Å.
Molecules formed a closely packed structure of straight molecular chains with an inter-
chain distance of 5.5 ± 0.3 Å. Chains packing exhibits regular periodicity that can also
be observed as prominent spots in the µ-diffraction images in Fig. 5.11(b). On the
contrary, in the direction of the chains, the spacing of the molecules was variable. This
can be observed in the STM image overlaid by a periodic lattice in Fig. 5.12.

Considering the shape of the BDA molecules and XPS chemical information that
confirmed their intact chemical state, the BDA molecules were assumed to be arranged
in head to head fashion. This assembly is stabilized by electrostatic hydrogen bond-
ing between opposing carboxylic groups in agreements with multiple studies were the
hydrogen bond was suggested as a driving force of the BDA self-assembly. The varia-
tion in the molecular distances corresponded to alternating intermolecular bonds that
are in the range of 2.4 − 3.3 Å. The bond length was calculated from theoretical BDA
length of 11.4 Å (length from O to O along the molecule) subtracted from measured
molecule-molecule distances in STM images. Alternating molecular distances suggests
that substrate-molecule interaction will play a significant role in the BDA self-assembly
on Ag(1 0 0). The C = O⊸ HO hydrogen bond usually maintain a distance of 2.7 Å in
organic crystals [172], however hydrogen bonds on surfaces with length over 3 Å were
identified as weak [36, 173].

Fig. 5.12: STM data: composition of the atomic scale images of Ag (1 0 0) surface with the
deposited BDA α-phase and large area (∼ 300µm2) diffraction pattern acquired at
20 eV.

A low temperature STM/AFM measurement shown in Fig. 5.13, was performed
on the BDA α-phase. The measurement utilized a qPlus sensor functionalized by a
CO molecule in a commercial CreaTec UHV system [21]. Detail of the self-assembly
from STM shows prominent features that appear to be connecting the molecular
chains. However, the nc-AFM measurement that reflects the actual hight profile of
the molecules revealed that these features are formed by non-planar adsorption of
the BDA. The two phenyl rings of the molecule are mutually twisted, as shown in
Fig. 5.13(b). Additionally, the bright spots are observable between the BDA carboxylic
oxygen sites that are a signature of complementary hydrogen intermolecular bonding
[174].

Based on the available data: STM, nc-AFM, diffraction pattern and simulating the
diffraction spots in the LEEDpat [175], the following model was created. Each chain
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Fig. 5.13: Low temperature measurement: (a)Detail of the BDA α-phase in STMmeasured at
5K. (b) nc-AFM image of the same area measured with qPlus sensor functionalized
by CO molecule. (c) nc-AFM with model of the BDA molecules.

of the BDA molecules lays over two Ag atoms in the ⟨1 0 0⟩ directions of the Ag (0 0 1)
surface. Both oxygen atoms are located near the on-top sites at similar heights, and
the lateral repulsion of the molecular arrangement twists the phenyl rings of the BDA
molecules differently as seen in the AFM data. The α-phase unit cell most closely
approaches ( 2 −2

2 14/5 ), modelled in Fig. 5.14(b). Hydrogen bond length corresponding to
this unit cell can be calculated 0.245 Å, which corresponds to the measured minimal
lengths from STM images (strongest hydrogen bond). However, hydrogen-bonded pair
of BDA at the optimal position is incommensurate with the substrate periodicity.

The mutual distance between two BDA molecules is governed by BDA-BDA opti-
mal hydrogen bonding length, but the BDA-substrate interaction is maximal for the
optimal position of BDA in respect to substrate atoms. Hence, with every new BDA in
a chain, the BDA-substrate shift is increased. Once it surpasses the hydrogen bond en-
ergy, it will become more energetically favourable to break the hydrogen bond and align
the BDA position with respect to the substrate. The resulting irregular intermolecular
spacing caused by competing BDA-BDA and BDA-substrate interactions can be ob-
served as tear in the self-assembly. It is most prominently visible in the LT-STM image
shown in Fig. 5.14(a). These tearing is also visible in the room temperature images, but
in this case STM measures the time-averaged image of dynamically reordering molec-

Fig. 5.14: (a) LT-STM image of the BDA α-phase with visible tearing of the self-assembly.
Scale bar is 4 nm. (b) Model of the BDA α-phase unit cell and (c)model with the
shifted molecules resulting in an observable space between the molecules and shift
of chain arrangement.



5. Biphenyl Dicarboxylic Acid on metal surfaces 58

ular positions within the molecular rows. These observations are in agreement with
the recent work on TPA/Cu (1 1 1) system [126]. Variable intermolecular arrangement
of BDA results in one additional phenomenon, prominent lines features (called also
streaks) in the BDA α-phase diffraction patterns. These are a consequence of multiple
available arrangements of the neighbouring molecular chains.

5.2.4 Structure of the BDA β-phase

The formation of the DBA β-phase was thermally induced by annealing to approx. 70 °C.
The new phase consist of larger molecular islands, compared to the α-phase, as shown in
Fig. 5.15(d). The diffraction image taken from the displayed area is formed by a combi-
nation of four rotational domains of the β-phase. Each domain is shown in Fig. 5.15(c)
and was measured from individual islands acquired by µ-diffraction aperture in the
LEEM. Observation of four rotational orientations is consistent with unit cell rotation
in respect to principal substrate directions and the fourfold substrate symmetry. Ad-
ditionally, individual islands of corresponding rotations were visualized with dark-field
imaging, and the coloured composition image is displayed in Fig. 5.15(e). All of the
domains were homogeneously distributed on the Ag surface. The unit cell of β-phase
contains four BDA molecules and exhibits the interlocked row structure as can be ob-
served in the STM Fig. 5.15(a). The molecules appear to be tilted toward each other
by approx. 20°.

Detailed LT-STM/nc-AFM measurement revealed that β-phase distinct row struc-
ture is caused by bent BDAmolecules as showed in Fig. 5.16(b-d) where higher molecules
appear brighter. Additionally, only one bright spot on average can be observed between
the BDA molecules suggesting that BDA molecules are creating carboxylate-carboxyl
hydrogen bonds as can be observed in the detailed nc-AFM images. Here, only the
higher positioned oxygen atoms of BDA, that are engaged in the hydrogen bonds,
are visible. Additionally, bending of the molecules can be explained as a stronger
interaction with the substrate by the carbonyl oxygens. The bonding mechanism is
supported by the XPS data, which showed that, chemically, the β-phase consists of
an equal ratio of protonated and deprotonated carboxylic groups. Unexpectedly, the
nc-AFM data showed the presence of all molecular types i.e. intact, partially- and
fully- deprotonated molecules as showed in Fig. 5.16(d). This suggests that the depro-
tonation process is random, and both carboxylic groups of the BDA can deprotonate
independently. Therefore, statistically, the ratio of BDA molecules: 2H-BDA : 1H-
BDA : 0H-BDA should be 1:2:1. However, a small area of measurement restricted by
the capabilities of the nc-AFM does not provide sufficient evidence for this hypothesis.

The schematic model describing the β-phase in Fig. 5.16(e) shows that one row
of BDA molecules is oriented in the substrate ⟨1 1 0⟩ directions and similarly to the
α-phase molecules adsorb over 2 × 5 Ag atoms. In the second row, the molecules are
rotated with respect to the substrate, and here the molecules occupy three rows of Ag
atoms. However, there is slight modulation in the position of BDA molecules over the
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Fig. 5.15: (a) STM and (d) LEEM image of the β-phase. (b) Wide area diffraction captured
at 10 eV. (c) Diffraction pattern taken from individual molecular islands and their
composition with the wide area diffraction below. (e) Composition of 4 dark field
images taken from diffraction spots marked in the (b).

substrate atoms resulting in height variation of the BDA. This gives rise to the weak
moiré pattern shown in Fig. 5.17(a).

Further, the β-phase µ-diffraction pattern acquired at 20 eV can be de-constructed
into three components: substrate spots, β-phase and the moiré pattern. The moiré has
significantly larger unit cell; however, only two diffraction spots can be observed per
BDA unit cell. The STM data in Fig. 5.17(b) support the presence of the moiré pattern,
which can be observed in the small hight variations of BDA molecules only after en-
hancing the STM z-axis colour scale. The moiré periodicity can be described in matrix
notation as ( 3 −2

3 5 ) in respect to the β-phase unit cell. The overall complex diffraction
pattern of the β-phase can be reproduced by simulations with BDA superlattice matrix
( 4 −32/21

1 33/7 ) in respect to the Ag (1 0 0) unit cell.

5.2.5 α ⇒ β phase transformation

The real-time observation of the structural transition between the BDA phases was
possible thanks to the fast image acquisition in the LEEM. The sample was heated at
a rate of approx. 1 − 3 °C/minute. During the transformation, the bright-field images
were recorded every 1 s and the thermal drift of the sample was corrected later in
the data processing. In the initial moments of heating the α-phase islands undergo
significant morphological changes without change of the self-assembly structure. Some
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Fig. 5.16: (a) LT-STM detail of the BDA β-phase and (b) corresponding nc-AFM image
acquired with the CO functionalised tip. (c) The molecular models of partially de-
protonated BDA positioned on the nc-AFM image. (d) Large area nc-AFM image
of the β-phase showing random placement of the 2H-, 1H- and 0H-BDA molecules
in the self assembly. (e) Model of the β-phase arrangement on the Ag (1 0 0) surface
and (f) illustration of the bonding mechanism.

Fig. 5.17: (a) Decomposition of the β-phase µ-diffraction pattern acquired at 20 eV. The unit
cell of the β-phase is marked by blue and same area in the moiré pattern that
encompasses the two visible moiré spots is marked is enlarged on the right. (b)
STM image with enhanced colour scale focusing on the highest features of BDA
molecules. Corresponding unit cells are drawn by dashed lines.
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of the smaller BDA islands decrease in size, and simultaneously other islands grow.
This phenomenon is known as Ostwald ripening. Change of the size of the molecular
islands during a 40 s period at 70 °C can be observed in Fig. 5.18(a-b). Additionally,
the BDA islands were masked (green areas), and the island boundary from the initial
image was drawn in the second image to enhance the visibility of small size changes of
the islands.

The BDA molecules are moving between the island in the state of 2D gas, available
on the surface. In fact, each molecular phase coexists in thermal equilibrium on the
surface with corresponding 2D molecular gas. This can be observed as noise shown
in Fig. 5.18(c) or rapid changes at the edges of the molecular islands in the STM
images [176, 177]. In the case of 2D molecular gas, each molecule passing under the
tip temporarily increases the tunnelling current and appears as an increased hight (in
the constant current mode).

Fig. 5.18: (a) Two bright field LEEM images of α⇒ β phase transformation of the same area
after 40 s, taken at temperature 341K. (b) BDA islands masked by green areas
with boundary lines of initial islands shape inserted in the image after 40 s. (c)
Unprocessed STM image of BDA phases with z-scale focused on the noise observed
on Ag substrate. Green circles mark the increased noise between the molecular
islands where, presumably, the 2D molecular gas density increases.

Progress of α⇒ β transformation in 10 s intervals is shown in Fig. 5.19. The LEEM
bright-field images were acquired at the energy of 1.5 eV where both phases have good
contrast with respect to the Ag surface and each other. After reaching sufficient tem-
perature, the nucleation of the β-phase starts simultaneously over the sample surface
without any preferential nucleation sites. Transformation progresses rapidly compared
to the heating rate. Islands of the β-phase grow larger at the expense of the α-phase in
their close proximity. They appear to create a capture zone in which the α-phase islands
quickly dissolve, however the α-phase islands outside of the zone remain intact. This
process is significantly affected by the surface atomic steps which are hindering the dif-
fusion of the molecules in the 2D gas. Therefore, at the more stepped surface, as shown
in Fig. 5.19(b), the β-phase grows in smaller islands. Here, the nucleation is forced on
atomic terraces after reaching sufficient saturation of transformed molecules. Typical
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phase transition can be viewed in supplementary video file no. 3 (3-AlphaToBeta.avi)

Fig. 5.19: Bright field LEEM images of α⇒ β phase transformation progress in 10 s intervals.
Surface of Ag (1 0 0) with small (a) and high (b) atomic step density (different
experiments). Images acquired at 1.5 eV.

The structural transformation of the α to β-phase also occurs at room temperature
(RT), after approx. 12 hours. An XPS measurement confirmed gradual deprotonation
of the BDA at RT. However, contrary to the thermally induced transformation, the
RT β-phase grows in smaller islands on the edges of the α-phase islands.

5.2.6 Structure of the BDA γ-phases

The next step in the BDA self-assembly within the deprotonation process is the γ-
phase. Chemical and structural transformation starts at approx. 120 °C and leads to a
sequence of γ-phases with different ratio of protonated, semi- and fully- deprotonated
molecules. Originally only one γ-phase has been observed (γ2) consisting of a sequence
of alternating lines (2 and 1 rows) of distinct BDA molecules as shown in Fig. 5.20.
This phase appears to be chemically and structurally most stable. However, with
careful annealing and appropriately chosen LEEM observation energy, it was possible
to distinguish more complex transformation progress from β-phase.

Initially, new γ3-phase has been formed. It is chemically similar to the β-phase as
shown in Fig. 5.21(a). The (hydroxyl + carbonyl):carboxylate ratio of O 1s components
is (0.26+0.27):0.47, which is close to the ratio observed for the β-phase. Structurally,
it consists of alternating rows of 3 and 1 BDA molecules as shown in the STM image in
the first row of Fig. 5.20. This phase was first to exhibit morphologically different types
of BDA molecules in STM. This suggests heterogeneous binding motifs of two types.
(I) binding between a single row and multi-row and (II) binding inside the multi-row. It
can be assumed, considering the chemical composition of the γ3-phase, that a 0H-BDA
molecule forms the single row line in the structure and, form a side, bond to the phenyl
rings of a 1H-BDA molecule, while the protonated end-groups of the 1H-BDA molecules
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Fig. 5.20: Two most stable observed γ-phases: (a) STM images with scale bar 3 nm; (b)
bright field LEEM images taken from the initial and final moments of the BDA
β to γ2 transformation, acquired at 3 eV; (c) Diffraction images measured at 20 eV
and (d) single domain µ-diffraction patterns.
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Fig. 5.21: Detailed XPS spectra of O 1s peak of structurally distinct γ-phases with increasing
level of deprotonation.

bind to 2H-BDA molecule inserted between them in the multi-row arrangement of γ3-
phase. Additionally, XPS spectra show the hydroxyl and carbonyl components of O1 s
peak shifted to higher binding energies, confirming a change in the binding motif (from
carboxyl-carboxylate to carboxylate-phenyl and carboxyl-carboxyl, Fig. 5.21).

Evolving deprotonation process further induced new structural transformation.
Gradual changes in the chemical composition are shown in Fig. 5.21. The hydroxyl
and carbonyl components of the O1s peak decrease while the carboxylate component
increases. Structurally, the transformation ended with the stable γ2-phase, where the
ratio of the protonated to deprotonated oxygen groups is (0.15+0.15):0.7. Considering
the two:one row structure observed in STM, it can be reasonably assumed that the
γ2-phase is formed by one row of deprotonated 0H-BDA and two rows of 1H-BDA as
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shown in Fig. 5.22. In this configuration, the ratio of different oxygen groups would
be (1+1):4, which is close to the ratio measured by XPS (0.15+0.15):0.7. The self-
assembly is this case will be governed by bi-functional 1H-BDA molecules that (I) bind
to each other with carboxylic groups and (II) bind to the side of the phenyl ring of the
0H-BDA row with the carboxylate end-groups.

Fig. 5.22: Model of the γ2 and γ3 phases. 2H- and 1H-BDA molecules are oriented in the
direction of the Ag atomic rows analogous to the α and β-phase. Fully deprotonated
0H-BDA molecules are tilted by approx. 10 ° with respect to the Ag atomic rows.

Both γ2 and γ3 phases form larger molecular islands compared to the β-phase.
At the same time, their structure has similar four symmetry equivalent rotational
domains. The µ-diffraction images from each domain of the γ3-phase are shown in
Fig. 5.23. Due to the sensitive transformation conditions, it has not been possible
to acquire nc-AFM data for the γ-phases (measured in the system without LEEM).
Instead, the construction of molecular model relied entirely on the STM and LEEM
diffraction data.

The unit cell of the structure cannot be measured directly from the LEEM diffrac-
tion pattern due to the distortions arising in the LEEM imaging system. In order to
find the correct model of the structure, multiple diffraction patterns have been simu-
lated in the LEEDpat software. Based on the mutual position of the individual spots,
it is possible to confirm the validity of the proposed model precisely. Additionally,
combining simulated µ-diffraction images of four equivalent domains and comparing
resulting composition image to the large area diffraction it is possible to focus on spe-
cific details between similar models and chose the best match as shown in the enlarged
detail in Fig. 5.23.

The unit cell of the γ3-phase best matches ( 8 10
−3 2 ) parameters and that of the γ2-

phase ( 5 7
−3 2 ) in matrix notation. The precise molecular positions were obtained by

combining the LEEM and STM data. The RT-STM (room temperature STM) images
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Fig. 5.23: Diffraction model of the γ3-phase: µ-diffraction images of four individual structural
domains (top) and corresponding simulated patterns below presented in a different
color for each domain. Measured large area diffraction (bottom), a composite image
from the simulated patterns and enlarged details for comparison.

were superposed on the atomic resolution images of the Ag (1 0 0) surface of the same
crystal. In this way, it was possible to obtain approximate rotation of the molecules
towards the substrates. Although the STM images were corrected for a linear drift,
additional non-linear distortions, the tilt of the sample towards the piezo or other
factors usually prevented the precise determination of the unit cell solely from the RT-
STM data. Moreover, when measuring with tunnelling conditions for atomic resolution
(high current, low voltage), the relatively weak molecule-substrate binding resulted in
the destabilization of the self-assembled structure. This prevents the simultaneous
imaging of the substrate and self-assembled BDA structures at RT.

Corrected RT-STM images from multiple measurements were overlaid with the unit
cell from simulated diffraction patterns to find the correct BDA positions. Additionally,
the binding motifs of the α-, β- and δ-phase (introduced in the next section) and
the chemical composition from the XPS were considered during the constitution of
the self-assembly model shown in Fig. 5.22. Here, the fully- and semi- protonated
BDA molecules lie parallel to the ⟨1 0 0⟩ directions of the Ag(001) surface similarly
to the α-phase. In the case of the γ3-phase, these positions of the molecule over the
Ag atomic rows are slightly shifted to fill the area between the fully deprotonated
molecules optimally. The bonding of the 0H-BDA to the Ag substrate is expected to
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be the strongest and therefore being the dominating force of the self-assembly. Indeed,
the position of the deprotonated molecules with respect to the substrate appears to be
the same in both the γ2 and γ3-phase.

5.2.7 β ⇒ γ phase transformation

Initial relatively small changes in the β phase islands can be observed after annealing to
approx. 130 °C. The BDA islands first evolved into the γ3 phase, which then develops
into an intermediate phase or mixed phase and finally transforms into the γ2-phase.
First, the γ3-phase starts to nucleate inside of the β islands. These structures are
homogeneously distributed and can be observed as darker spots in the LEEM bright-
field images, as shown in Fig. 5.24(a). The dots continuously grow in time, both in
number and size, and once the islands are fully transformed they continue to grow and
coalesce with the surrounding γ3 islands. Additionally, dissolution of β-islands without
the formation of the new islands have been observed in case of lower BDA coverages
or when the β islands are isolated from other islands by a certain distance. Only the
internally transformed γ3 then serves as a nucleation point, and when the new phase
reaches β-phase island boundary (from within), the transformation quickly progresses
as shown in Fig. 5.24(b). These observations suggest that a significant energy barrier
exists for γ3 nucleation outside of the β-phase.

Fig. 5.24: Bright field LEEM images of thermally induced β to γ BDA phase transition. Ini-
tially small islands of γ3 form inside of the β-phase.(b) Dissolution of the βisland
followed by quick growth of the γphase island. Short time period of the transfor-
mation, 1 s per window. (c) Internal transformation of the mixed phase to the γ2
-phase.
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In the second stage, the transformation continues as an inner conversion of γ phases.
The γ2-phase first form on the island periphery and later inside of the islands as shown
in Fig. 5.24(c). Internal transformation is slower compared to the initial transforma-
tion; however, it is still relatively fast, approx. 2min., and experiment with lower an-
nealing rate (< 1 °C/min−1) was required to properly captured it in LEEM. Two main
observation can be drawn from the sequence of images: (I) the transformation is prop-
agating along with narrow stripes and (II) brighter spots appears at the forefront of
the transformation. Entire phase transformation of β to γ2-phase can be viewed in
supplementary video file no. 4 (4-BetaToGamma.avi).

To explain the (II) observation, we consider the differences in packing of molecules
in the γ structures. Surface area per one BDA molecule in each phase of the BDA on
the Ag (1 0 0) surface is plotted in Fig. 5.25(a). The data points were calculated from
the unit cells of presented BDA models (blue), and additional data from the STM
images are included (red) for reference (sanity check). The STM data points were
calculated from the unit cells obtained by FFT (Fast Fourier Transform) of the surface
scans with the exception for the γ3 data point marked as a star. A sufficiently large
image of the γ3 BDA phase could not be acquired to reliably perform the FFT analysis.

The molecular density of γ2-phase calculated from the unit cell vectors, is higher
than the density of γ3-phase. Therefore, it can be hypothesized that the observed bright
spot represents a propagating cavity within the self-assembly. The cavity enhances the
rate of transformation as the molecules can rearrange into the new structure while
remaining in contact with Ag surface.

High directionality of the transformation (observation I) can be explained by the
cavity defect propagating along the rows of the γ3-phase. Some structural defects
of similar nature can be found in the STM images of the mixed γ-phase shown in
Fig. 5.25(c) marked by green circles. Here, both γ-phases coexist on the Ag surface.
The mixed-phase is usually observed as the γ3-phase slowly transforms during the
sample transfer and prolonged data acquisitions. The γ3 and γ2-phase can seamlessly
interconnect as the position and orientation of the deprotonated BDA molecule in the
self-assembly is the same for both phases (i.e. both phases have the same unit cell
vector along one side) as shown in Fig. 5.25(b). The seamless connection of the two
phases may be the key in enabling the internal transformation mechanism with a sharp
directional propagation.

5.2.8 Structure of the BDA δ-phase

The last of the self-assembled structures of BDA on the Ag (1 0 0) surface, the δ-
phase, was formed by the fully deprotonated molecules. The STM image, shown in
Fig. 5.26(a), reveals that the BDA is arranged in an alternating row structure with the
front of the molecule touching the side of the next row of molecules. The formation
of the δ-phase was thermally induced by annealing above the 150 °C. The new phase
consists of molecular islands which have similar size compared to the γ-phase, as shown
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Fig. 5.25: (a) Surface area per one BDA molecule (or inverse molecular density) of each phase
of the BDA on the Ag (1 0 0). (b) Model of the extended molecular structure for a
mixed phase joining the γ3 and γ2-phase on the the Ag (1 0 0) surface. Unit cells
are marked by blue lines. (c) STM image of the mixed γ-phase. Defect where the
γ3 rearrange into the γ2-phase are marked by green circles. Scale bar is 5 nm.

in the LEEM image in Fig. 5.26(d). Here, the contrast of the molecular island is re-
versed, and they appear bright because the image was acquired at higher energy 6 eV.
The diffraction pattern taken from the displayed area is formed by a combination of
four rotational domains of the δ-phase similarly to the previous γ and β phases. The
individual domains were visualized by dark-field imaging from the selected diffraction
spots, and their coloured composition image is displayed in Fig. 5.26(e). The unit cell of
the δ-phase is marked in the STM image Fig. 5.27(a), and in the µ-diffraction patterns
measured from the individual island, Fig. 5.26(c).

Low-temperature nc-AFM data revealed that molecules in one of the rows are flat
and slightly buckled in second one, where BDA molecules protrude outward as shown
in Fig. 5.27(a-c). Absence of the bright feature between the molecules suggests that
molecules are fully deprotonated as previously determined by the chemical analysis
from XPS. As a result, BDA molecules are stabilized by a strong interaction between
the carboxylate oxygen atoms and the substrate. In the self-assembled structure, BDA
molecules are tilted toward each other by approx. 75 °and the carboxylate end groups
point to the phenyl rings of the molecules in the next row.

A detailed analysis of the diffraction patterns and STM images revealed, that the
unit cell of the δ-phase is ( 3 5

−3 2 ), in matrix notation. Model of the δ-phase is shown in
Fig. 5.27(d). Here, it can be observed that molecules in one of the rows are adsorbed in
the direction of the Ag surface atoms and occupy 2 × 5 Ag atoms. Comparison of atomic
resolution STM images of the Ag surface and the δ-phase self-assembly identified that
the slightly deformed BDA molecules that appear brighter in the STM images are tilted
by approx. 15 ° with respect to the principal Ag direction ⟨1 1 0⟩. In this configuration,
there is a subtle difference in the positions of the carboxylate oxygens between the
two differently positioned molecules that lead to their different adsorption heights, as
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Fig. 5.26: (a) STM and (d) LEEM image of the δ-phase. (b) Wide area diffraction captured
at 10 eV. (c) Diffraction pattern taken from individual molecular islands and their
composition with the wide area diffraction below. (e) Composition of 4 dark field
images taken from diffraction spots marked in the (b) with respective color.

captured in the nc-AFM images.

δ-phase transformation

The transformation of the γ2 to δ-phase is shown in Fig. 5.28. Some of the molecular
islands nucleate on the periphery of the γ2-phase islands and continue to grow. How-
ever, majority of the new phase formation takes place internally, similarly to the γ3 to
γ2 transformation. Again, it can be observed that the growth is partially propagated
trough bright spot (presumable cavities in the self-assembly). However, the difference
in γ2 and δ molecular surface density is negligible (shown previously in Fig. 5.25) and
the mechanism of the cavity formation, if in fact present, must be different from the
β to γ transformation. Full video of the transformation can be viewed in the supple-
mentary file no. 5 (5-GammaToDelta.avi).

The higher temperature, for example, compared to the γ transformation may allow
for easier desorption of the BDA molecules from Ag surface inside of the transformation
front. Additionally, the transformation also continues to propagate in all directions and
is not limited to the narrow stripes as in the case of γ2.

The role of the Ag adatoms in the overall BDA deprotonation process has also
been tested. The Ag thermal evaporator was installed directly into the LEEM cham-
ber. Evaporation of Ag atoms during the annealing experiments did not enhance the
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Fig. 5.27: Low temperature measurement: (a) STM detail of the BDA δ-phase and (b) nc-
AFM image of the same area measured with qPlus sensor functionalized by CO
molecule at 5K. (c) Model of the BDA molecules overlaid on the nc-AFM image.
(d) Model of the δ-phase unit cell on the Ag (1 0 0) surface. (f) Extended molecular
arrangement model with Ag atoms illustrated under the molecules (with reduced
size) and corresponding RT-STM image (e).

transformation process. No observable effect was found other than the growth of Ag
islands.

5.2.9 Other BDA self-assemblies

Additional deprotonated phases have been occasionally observed on the Ag (1 0 0) sur-
face. First, the new phase, denoted as δε-phase shown in Fig. 5.29(a), was observed
to form with the γ2 and δ-phase at room temperature. Contrary to δ-phase, the car-
boxylate oxygen atoms of the new phase appear to bind to two phenyl rings in two
distinct neighbouring molecules. The resulting pattern is similar to the molecular ar-

Fig. 5.28: Transformation of the γ to δ-phase observed in the LEEM. Measured at 1.1 eV
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rangement of TPA on Cu (0 0 1) and Ag (0 0 1) [124, 178]. In this configuration, a more
open structure is formed at much lower molecular density compared to the δ-phase.

The formation of this phase was observed on a large scale, and the diffraction images
were obtained in the LEEM, as shown in Fig. 5.30(a-b). Additionally, the chemical
composition of this new phase was confirmed by an XPS measurement to be identical
to δ-phase. From the µ-diffraction pattern and the STM data, the simple model was
proposed as shown in Fig. 5.30(d). Here, each BDA molecule lies symmetrically on
the 2 × 4 Ag atoms. Annealing of the δε-phase slightly above the room temperature
(∼ 60 °C), immediately leads to the formation of the δ-phase whereas typical thermally
induced transformation of the δ-phase occurs at a much higher temperature of 160 °C.
Therefore, it can be assumed, that δε-phase is a metastable assembly of deprotonated
BDA molecules formed due to the limited diffusion at room temperature.

The second example is the phase which was observed coexisting with the δ-phase
and tentatively named the BDA “windmill” phase as shown in Fig. 5.29(b). This self-
assembly is similar to the molecular arrangement of BDA on Cu (1 0 0) as discussed
in the previous section (e.g. Fig. 5.3). Here, the BDA carboxylic groups appear to
be bonding to the sides of the phenyl ring of neighbouring BDA molecule forming
a windmill like chiral structures. Additionally, the “windmill” structure and δε-phase
formed extensive assemblies integrating protonated molecules similarly to the γ3-phase,
shown in Fig. 5.29(c). This phase was found to grow at the step edges; therefore, it
can be assumed that some contaminants may be involved in its formation. One possi-
bility could be a foreign metal atoms (Cu, Co) forming metal coordinated complexes.
Unfortunately due to the sparse amount of this phase, no further analysis could be
performed.

Beyond the δ-phase

Annealing of the δ-phase above 170 °C resulted in the evaporation of the most of
molecular islands. No diffraction patterns were observed in the LEEM. Examination of

Fig. 5.29: Minor phases of deprotonated BDA: (a) Areas of δε-phase; (b) BDA “windmill”
phase. (c) Mixture of the “windmill” phase with protonated BDA molecules form-
ing structure similar to the γ3-phase
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Fig. 5.30: (a) Diffraction and (b) µ-diffraction image of the δε-phase. (c) STM image
4 × 4 nm2 and (d) model of the δε unit cell.

the Ag (1 0 0) surface in the STM, after the sample was cooled down, discovered small
molecular islands with unorganized structures, as shown in Fig. 5.31(a). The dominant
features here are the long chains of the molecules and the areas with “tripod” structures
where individual molecules additionally fill the area between them.

It has been previously reported that decarboxylative polymerization of dicarboxylic
acids occurs on the metal surfaces at elevated temperatures [179]. In that report,
annealing naphthalenedicarboxylic acid on the Cu surface first leads to the formation
of organometallic polymers and later to poly-naphthalenes structures. In parallel, it
can be assumed that the observed BDA structure on the Ag surface may be poly-BDA
chains or more likely Ag mediated metallic polymers given the lower Ag reactivity
compared to the Cu. Due to the very low coverage of these structures after annealing,
no XPS data were obtained in our system.

Fig. 5.31: (a) BDA chains and (b) tripod structures formed after annealing BDA above
440K. The blue area in (a) is colored to enhance contrast and represents next
atomic terrace.

5.2.10 Long range-order

The long-range order is sometimes misleading on the nano-scale. In this work, most of
the described BDA phases, areas larger than 45 × 45 nm2 were observed in the STM as
shown in the 5.32(a) - (d). Exception was the α-phase were large area STM measure-
ments are problematic due to the weak molecule-substrate interactions. However, the
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presence of long-range order in all phases is supported by the clear diffraction patterns.
As previously mentioned, the diffraction images in LEEM are acquired over relatively
large areas of approx. 150µm2 and µ-diffraction from circular areas with a diameter
down to 185 nm (∼ 0.1µm2). Diffraction patterns were always recorded at multiple
sample positions. Furthermore, in all our experiments each of the molecular islands
has grown from a single nucleus, and thus each of them is a single crystal as evidenced
in the presented dark field images for every major BDA phase.

Fig. 5.32: Large scale 45 × 45 nm2 STM images of (a) β- , (b) γ2- , (c) γ3 - and (d) δ-phase.
Scale bar is 10 nm

5.2.11 LEEM beam damage

It should be noted that the electron beam in the LEEM is not an inert observation
tool. Depending on the energy of the electron beam, it can damage the molecular
structures or induce the deprotonation of the BDA. Low energy electrons can initiate
a variety of reactions. Electron inelastic collisions can induce ionization, excitation
of the molecule or assortment of other chemical/physical processes. Controlling and
understanding chemical reactions involving the electron irradiation is of some interest
in the chemistry field (see reviews: [80, 180]).

The electron energy for observation was chosen as small as possible to mitigate
the beam damage during the observation while maintaining good contrast between the
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molecular islands and substrate (1 − 3 eV). Examples of the e-beam induced transfor-
mation at the typical observation energies are shown in Fig. 5.33(a-b). After several
minutes of measurement in LEEM (electron irradiation), the β-phase islands started to
grow from the sides of the α-phase domains. Prolonged observation can lead to a full
transformation of the α-phase without the annealing. Therefore, during the annealing
experiments, the observed area was shifted to ensure that the molecular transformation
occurs everywhere on the surface in the same fashion and it is not the result of the
e-beam induced effects.

High electron beam energies (10 − 30 eV) utilized during the acquisitions of diffrac-
tion patterns also results in the gradual deprotonation of the BDA. For example the
observation of the α-phase at 12 eV results in the formation of the β-phase and δε-phase
after approx. 3 − 5 min. To visualize this effect the large µ-aperture was utilized to lo-
cally irradiate the α-phase as shown in Fig. 5.33(c). Here, the fully transformed darker
islands formed in the central circle. One can note that due to limited thermal diffu-
sion, the β-phase and δε-phase islands have a similar shape to the α-phase. To limit the
e-beam induced effects during the diffraction imaging it was necessary to occasionally
shift the observed area and acquire the diffraction pattern from the “fresh” structures.

Fig. 5.33: Electron beam induced transformation of the BDA α-phase. (a) Irradiation at the
2.5 eV: Small islands of β-phase start to grow over time from the sides of the α-phase
islands. (b) Irradiation at the 4 eV: β-phase forms after approx. 500 s. (c) β-phase
and δε-phase formed after 300 s in the central area of the view-field irradiated by
12 eV electrons.

5.3 BDA phases as a k-uniform tilings

The described BDA phases are attractive from a geometrical point of view as they
present the experimental realizations of long-range ordered systems of uniform tilings.
Generally, any partition of the plane can be considered as tiling. Tiling can be broadly
defined as a division of the plane into regular regions (tiles). Regular patterns have
been found throughout the history of human society in art and architecture and division
between regular patterns and tilings was blurred. To find tiling patterns, one can simply
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look around in homes or pay attention to the pavements, floors, walls or ceilings, on
the way to work. Besides a visual appeal, the practical relevance of regular tilings can
be found in fields of mathematics, aesthetics, engineering and crystallography [181].

5.3.1 Symmetry and regularity

First, some essential terms and definitions will be explained in the following section.
However, the library of knowledge about regular patterns is extensive. First, the tiling
of the plane can be defined as a repeating 2D pattern which covers the plane without
gaps or overlaps, and the tessellation is a tiling created by one or more regular
polygons. Vertex can be simplified as an intersection of the set of tiles. In a polygon
type tilings (tessellation), usually only the edge to edge tilings are considered which
means, that the corners and sides of the polygon correspond to vertices and edges of
the tiling, respectively. To further narrow down the scope of the study, only regular
and uniform tilings will be considered in the following part.

(b)(a) (c)

Fig. 5.34: Three types of regular tilings: (a) triangular - [36], (b) square - [44], (c) hexagonal
- [63].

Tiles of a regular tiling are necessarily regular polygons (but not vice versa). This
comes from the condition that a regular tiling has a symmetry group transitive on the
flags of the tiling. Here, the term flag encompass a group consisting of a vertex, an
edge and a tile. The symmetry of an object is an isometry that maps the object onto
itself. There are four types of plane isometry: a) rotation. b) translation, c) reflection,
d) glide-reflection. Most of them are self-explanatory with the possible exception of
glide-reflection, which is reflection combined with translation trough a given distance
parallel to the plane of reflection.

There are only three regular tilings, shown in Fig. 5.34, hexagonal, square, and
triangular. In simplified terms, in a regular tiling, a flag must have the capability to be
copied into any other position in the tiling (another tile/flag), trough one of the plane
isometry operations as shown in Fig. 5.35. Further, if the flag transitivity condition is
reduced to the vertex transitivity, there exists an additional eight edge to edge tilings
formed by regular polygons. Theses are called Archimedean 1, uniform or demiregular

1 Their name was given as a reference to the supposed description of regular solid polyhedra by
Archimedes later rediscovered by Kepler.
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tilings, some authors also consider the previously shown three regular polygons to be
included in the Archimedean tilings. Same group of tiles can construct only a single
tiling pattern (monomorphic type), but also multiple tiling patterns (polymorphic tiles,
k-morphism).

(b)(a)

Fig. 5.35: Examples of the regular tiling (a) and (b) one that is isotoxal, isogonal and isohe-
dral, but not regular. The flag is marked in red. Adapted from [181].

The first theoretical description of tilings was formulated in the pioneering work of
Johannes Kepler in 1619 [182]. There, 11 edge-to-edge tessellations of a Euclidean plane
were introduced. Three of them are regular tilings shown in Figure above (Fig. 5.34)
and the remaining eight are tilings formed by a combination of two or more different
polygons (semi-regular and other tessellations).

Tilings formed by regular polygons appear to be an extremal solution to various
problems, and the treatment of more general problems can be often reduced to ones
involving regular polygons ([183] and Chapter 4: [181]). Tilings are often used as a
method of rationalizing and classifying complex lattice structures. In crystallography,
the tiling patterns can be found in the more complex arrangements of atoms such as
quasi-crystals [184]. In fact, many crystallographic ideas such as fault lines, planes of
cleavage have their analogues in the theory of tilings.

Edges and vertices of abstract tiling assemblies can be reimagined as atoms and
molecules to construct a particular network. The links between the network compo-
nents have to follow specific criteria that mirror some of the known favourable coor-
dination of real elements (e.g. preferred bonding positions). This may lead to new
materials with properties not previously observed [185]. In this respect, Archimedean
tiling patterns have been used to model a photonic crystals and simulate their proper-
ties [186–188] or in biology to clarify the nature of self-assembled virus capsids made
from pentamers [189]. Examples of tiling utilization in other fields include 2D non-
coarsening fluid foams [190], modelling a random diffusive motion of classical particles
over the edges of Archimedean lattices [191], the study of cellular structures [192],
artificially created electronic quantum fractals [193] or design of new topologies for
geometrically frustrated magnets [194].

In surface science, tilings represent a way to design and study the novel molecular
networks and enable control of the surface properties. Significant progress has been
made in the development of spontaneous self-assemblies of supramolecular systems.
Chemistry can now provide complex molecular species that create surface systems
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of increasing complexity. For example, terphenyl tetracarboxylic acid, adsorbed on
graphite, which is stabilized by hexagonal junctions can be mapped onto a rhombus
tiling [195]. Quasi-degenerate locally stable states of these molecules can rearrange
through defect migration and molecules exhibited changing behaviour varied with sub-
tle chemical changes in the system [196]. Many other supramolecular tessellations have
been successfully synthesized on surfaces by self-assembly including regular [197–199],
semiregular [200–205], fractal [206–209], quasicrystalline [210–214] and random tilings
[185, 195, 196, 215]. However, investigations of more complex k-uniform tilings formed
by multiple types of vertices are sparse.

5.3.2 k-uniform tilings

A tiling is described as k-uniform if it is k-isogonal and its tiles are regular polygons
(k ≥ 1 is an integer). A tiling is k-isogonal if its vertices form k transitivity classes.
Vertex transitivity requires the possibility to map every vertex of the tiling into any
other vertex trough one of the symmetry operations. In other words, the tiling will
have k-number of vertex types that are not equivalent. Correspondingly, the k-hedral
and k-toxal tilings have k-number of tile types and tile edges. The tiling type can be
described by the set of integers [nα1

1 ⋅ nα2
1 ⋅ . . . ⋅ nαn

n ] that correspond to the numbers of
sides of the polygons ni that meet at each vertex. For example, the hexagonal tiling
is shown in Fig. 5.34(c) can be denoted as [63] since its hexagonal tile has six sides
and three polygons meet at each vertex. The sequence of polygons is usually listed in
a clockwise direction [181]. If two or more identical polygons are neighbouring their
count is given by superscript αi.

5.3.3 BDA phases as k-uniform tilings

Previously described Archimedean tilings were 1-uniform. These tilings can be ex-
perimentally realized from a single molecule with two separate functional centres that
formed a single binding motif [201] or by mixing two molecular phases to form a new
vertex type not present in the pure phases [202]. Another strategy can be to utilize
rare earth directed metal-organic assembly, where the central ion enables the adapt-
ability of opening angles between two neighbouring ligands [200] or a distinct number
of coordinated ligands at each of the central ions [210].

In our case, the δ- , γ2- and γ3- phases represent complex tessellation as shown in
Fig. 5.36. In the previous section, the BDA phases were described chemically from the
intact to the fully deprotonated phase. On the other hand, from the geometrical point
of view, the simplest structure is the δ-phase, that can be expressed as six triangular
tiles meeting at a single vertex. The assembly is composed of a single polygon tile
type, and it is a regular tiling that can be denoted as [36].

Triangular tiles of the δ-phase can be divided into two types portrayed in yellow
and orange in the detailed STM image in Fig. 5.36(a), however, they still have identical
geometry. The molecular structures associated with these triangles display a distinct
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Fig. 5.36: BDA tiling structures illustrated as triangles and squares and overlaid on the BDA
phases models and STM images. An additional STM detailed view in the first
row shows two chiral types of triangular tiles, representing different intermolecular
binding motif. Scale bar 2 nm.

chirality of the BDA arrangement. Measured lengths of the triangle’s sides (10.4Å;
10.1Å; 9.7Å) and inner angles (60.3 °; 56.3 °; 63.4 °) are close to those of the equilateral
triangle, and therefore they represent a good approximation of Archimedean and k-
uniform tilings [201, 206, 216–218].

Presented complex tessellations were enabled by the bifunctional 1H-BDA molecule
that was integrated into the γ2- and γ3- phases. The 1H-BDA allows homogeneous
transition between δ and γ binding motifs. The new binding motifs added another
rectangular tile type, as shown in Fig. 5.36(b) and (c). The tessellation of γ2 molecular
structure now incorporated two distinct types of vertices, which are characteristic for
the 2-uniform tiling [36,33 ⋅ 42]. The new notation includes the second vertex type
marked as [33 ⋅ 42] since it connects three triangular tiles [33] and two square ones
[34]. The new rectangular tile is a parallelogram with sides 10.4Å and 8.3Å and inner
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angles 88.2 °and 91.8 °. The shape of the triangular tiles is slightly changed compared
to the δ-phase because, as described in the previous sections, the γ2-phase unit cell
is commensurate with the substrate and therefore binding motif has to adapt to the
substrate. Sides are 10.4Å; 9.6Å; 9.9Å and inner angles are 56.5 °; 59.2 °; 64.3 °. The
slight changes in the geometry between these tessellations are enabled by the structural
adaptability of BDA binding on Ag (1 0 0). Similar adaptability may be important in
facilitating the formation of other molecular systems comprising two or more distinct
binding motifs.

In the γ3-phase, the addition of 2H-BDA molecules results in the second row of
rectangles and also a new vertex type [44] in the structure. Therefore the resulting
tessellation is 3-uniform tiling noted as [36,33 ⋅ 42,44]. Compared to the γ2-phase the
sizes of the rectangular tiles became more uniform (10.4Å; and 9.2Å) and slightly
distorted (inner angles 85.0 °and 95.0 °). The triangular tile again adjusted (10.4Å;
10.2Å; 11.0Å, 56.9 °; 64.4 °; 58.7 °) to allow matching the molecular structure with the
substrate.

The use of carboxylation of terminal hydroxyl groups of simple molecules, to steer
the evolution of supramolecular tessellations is not unique to BDA systems. A recent
study on the Ag (1 1 1), showed that stepwise deprotonation of similar 4,4 dihydroxy
biphenyl leads to a wide variety of tessellations [203]. The BDA-Ag(1 0 0) system is
distinct from other multi-component systems because the bifunctional 1H-BDA allows
the seamless expression of complex tessellations formed by two binding motifs. For
the majority of multi-component systems [75] and systems featuring carboxylic acids
and carboxylates in particular [137, 128] the individual components segregate into sub-
phases forming separate islands or domains.

A multi-component BDA phase coexisting with other phases has been observed
for BDA on a Cu (1 1 1) substrate [125]. Here, the intact and partially deprotonated
BDA molecules formed 2-uniform tiling [46,33 ⋅ 42]. However, the fully deprotonated
BDA molecules form separate islands and the third [36] vertex was not formed. This
suggests that the unique matching of substrate geometry and molecular assemblies has
an important role in obtaining higher-order uniform tilings, additionally, in contrast to
Archimedean tilings formed by metal-organic networks [200, 201, 210], the BDA tilings
on Ag (1 0 0) display long-range order.

5.4 Conclusion BDA on Ag (1 0 0)

Initially it was expected that the deprotonation of the BDA molecule will be a sim-
ple chemical reaction. However, it was discovered that the reaction involves multiple
steps of chemically and structurally distinct molecular self-assemblies. This chapter de-
scribed in detail, the arrangements of BDA molecules analyzed by STM, AFM, LEEM
and XPS. Atomic models were presented for each self-assembled phase. Additionally,
a description of the molecular islands morphology and real-time transformation of the
molecular islands in LEEM were presented. A better understanding of surface chemi-
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cal reactions can be extended to other molecules functionalized by carboxylic groups.
Furthermore, investigated dynamical evolution of the phase transformations can lead
to improved models of organic layer depositions.

In the last section of the chapter, the BDA self-assembled phases were presented
as k-uniform tessellations with 1, 2 and 3 distinct vertex types. The BDA/Ag (1 0 0)
system has a unique structure, where the partially deprotonated BDA mediates connec-
tion of two distinct binding motifs in a single long-range ordered molecular phase. This
system can help to form new design rules for the utilization of complex supramolecular
tilings with novel physical and chemical properties.



6. MOLECULAR NETWORKS ON GRAPHENE

The goal of the experimental work presented in this chapter is the preparation of
Ni-TCNQ metal-organic layer on graphene. On metal surfaces, the Ni-TCNQ (7,7,8,8-
tetra-cyano-quino-dimethane) molecular network exhibit weak ferromagnetic coupling
[219]. The coupling was explained in terms of indirect coupling mediated by the con-
duction electrons, i.e., Ruderman-Kittel-Kasuya-Yosida (RKKY) interactions [220], or
in terms of superexchange via the negatively charged ligand [221]. The tunability
of the Fermi level position in graphene and consequently the electronic states in Ni-
TCNQ system in its vicinity could theoretically enable external control of the magnetic
coupling for application in spintronics and quantum processing [222, 223].

This chapter describes graphene, its properties and examples of molecular self-
assembly experimentally realised on graphene. High quality graphene layers were pre-
pearted on Ir (1 1 1) in UHV conditions. The growth procedure is described in more
detail in order to provide a practical guide. Rest of the chapter describes self-assembly
of BDA and TCNQ molecules on the graphene as well as attempts to synthesise 2D
metal-organic networks on graphene with Fe and Ni atoms.

Part of the work in this chapter, specifically graphene with BDA molecules and
Fe-BDA network was done in cooperation with masters student Ing. Štepán Kovařík
and results are part of his master’s thesis [224].

6.1 Graphene electronic properties

Carbon atoms in the graphene layer are hybridised in sp2 configuration and form cova-
lent σ - bonds with each other. Strong σ - bonds in the horizontal plane are responsible
for its extraordinary mechanical properties. The 2pz electrons form a delocalised π -
bond and give rise to many of the graphene unusual electronic properties. The graphene
band structure in the first Brillouin zone is depicted in the Fig. 6.1(a). The valence
band and conduction band are connected at the K and K’ points also called charge
neutrality or Dirac points1. This makes graphene a unique combination of semiconduc-
tor and metal (no bandgap). Semiconducting behaviour means that the conductivity
will depend on the graphene doping level. If the Fermi level of graphene is moved
around the K point, the density of the occupied states is increasing/decreasing, and
the conductivity will significantly change. This is often exploited for graphene-based

1 Other meeting points, visible in Fig. 6.1, are equivalent through translation by a reciprocal lattice
vector. There are three K and three K’ points due to two inequivalent carbon atoms in the graphene
unit cell.
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sensors. Additionally, linear dispersion around the Dirac point (Fig. 6.1(b)) means,
that electrons in graphene can be described as relativistic massless charged particles
moving with the Fermi velocity (∼ 106 m ⋅ s−1) [225]. The charge carriers can therefore
be effectively described with the Dirac equation for fermions. Consequently the K and
K’ points in the reciprocal space are denoted as the Dirac points. As the description of
the charge carrier properties relies on quantum theory, many unusual phenomena may
be observed in graphene, e.g. the symmetry-broken quantum Hall effect, the integer
quantum Hall effect (IQHE) or the Klein tunnelling.

E(k)

kx

ky

KK’

(a) (b)

EF

Dirac point

Fig. 6.1: (a) 3D illustration of the graphene band structure, the conduction and valence band,
connected at the Dirac points (K and K’). (b)The band structure of graphene near
the Dirac points. The linear dispersion relation is similar with massless relativistic
particles. Adapted from [226].

6.2 Graphene synthesis

The first method used for the graphene fabrication was a micro-mechanical cleavage
(often called scotch tape method or exfoliation) of HOPG (highly oriented pyrolytic
graphite) utilized by A.Geim and K.Novoselov in 2004 [227], when the graphene was
discovered. This method yields single- or multi-layer graphene flakes of micrometre
size. It is a time–consuming process which needs additional techniques such as atomic
force microscope (AFM) or Raman spectroscopy to verify the thickness and quality of
the graphene flakes. The advantage of the exfoliation is a simple production of high-
quality graphene [225]. In the following years, many other methods were developed
e.g.: thermal decomposition of SiC [228], liquid-phase exfoliation [229] and molecular
beam epitaxy [230]. However, one of the most promising methods for future industrial
production of graphene layer are based on the graphene growth on metal substrate.

Graphene growth on metals can be divided into two approaches. One is based
on segregation of carbon atoms from the bulk of the metals such as Ru (0 0 0 1)[231]
or Pt (1 1 1)[232], during thermal annealing in vacuum. The main problem of the
segregation approach lies in achieving exactly one layer due to additional segregated
carbon, which often results in thicker, few-layer graphene stacks.

The second approach is based on the thermal decomposition of hydrocarbons cata-
lysed via its adsorption on the surface. Many transition metals are catalytically active
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and can decompose hydrocarbons at elevated temperatures. Several types of precursors
can be used to synthesize graphene such as ethylene [233], PMMA layer [234] or even
liquid precursors, e.g. hexane [235].

6.2.1 Chemical vapour deposited (CVD) graphene

Currently, the most promising method for commercial applications is CVD growth util-
ising thin polycrystalline copper foil. This method allows the preparation of graphene
layers on the large scale (30-inch foils [83]). Compared to graphene exfoliation, the
CVD process usually results in growth of polycrystalline graphene layer, as shown in
Fig. 6.2(a). During the typical CVD process, a metal foil is heated in the growth cham-
ber with the presence of a short-chained hydrocarbon gas molecules (e.g. methane,
benzene). At a high enough temperature, the gas will thermally decompose on the
metal surface, which acts as a catalyst that reduces the temperature of decomposi-
tion (∼ 1000 °C for Cu). One of the advantageous properties of copper substrate is low
solubility of carbon, even at high temperatures. Therefore, the growth process is re-
stricted to the surface, where decomposed carbon atoms start to nucleate and form the
graphene mono-layer [236].

On the other hand, graphene is strongly influenced by substrate quality and growth
properties. Crystal defects in the substrate structure and chemical residues from the
fabrication process can aggravate the electronic properties of the subsequently grown
graphene layer. A substantial number of research publications today is devoted to
improving the quality of CVD graphene. For example, by reducing the number of
nucleation sites utilising ultrasmooth copper foil, it is possible to decrease the density
of of substrate defects and grain boundaries which improves mobility of charge carriers
in grapehne [237].

Studies of CVD growth led to the development of growth techniques for large area
single crystal graphene, which have comparable quality to that of exfoliated graphene.
Electrochemical polishing of copper prior to the CVD growth and high-pressure an-
nealing was used to achieve graphene crystal size over 2mm in diameter [238]. It was
recently discovered that besides the standard surface-limited growth mechanism, the
diffusion of carbon atoms through the Cu bulk occurs in the presence of oxygen in
the bulk [239]. Oxygen atoms enhance the dehydrogenation of hydrocarbons, and for
a carbon atom, it becomes energetically favourable to diffuse under the first copper
layer. This led to a large single crystal growth achieved with oxygen-rich foil capsule
and controlled growth of bilayer graphene [240]. Results from utilising this method
in our laboratory are shown in Fig. 6.2(b). These crystals are planed as a possible
substrate for future graphene-molecular devices.

6.2.2 Ultra-high vacuum syntheses

Studies of graphene growth and properties on the well-defined metallic surfaces in
ultra-high vacuum are beneficial for understanding the nucleation, growth processes
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Fig. 6.2: Optical images of CVD grown graphene: (a) graphene layer on the Cu foil. Graphene
growth was terminated before the crystals formed uniformed layer. Cu foil was
oxidized by annealing on air at ∼ 200 °C for increased contrast. (b) Large single
crystals (100 − 200µm) of graphene transferred on 280 nm SiO2 substrate. Note the
difference between the scales.

and interactions of graphene with metals. Number of transition metals have been
previously used to synthesize high quality graphene including platinum [241], nickel
[242], copper [243] and others (see review [244]). A special technique was also developed
for the growth of graphene on the noble metals, were ethylene was ionised by electron
bombardment in ion gun [245]. Subsequently, the ionised products mostly C2H+

4 , were
accelerated at low energy (500 eV) and aimed toward the surface. Irradiating the
hot surface (∼ 800 °C) with low energy ethylene ions enhances its decomposition and
resulted in graphene grown on Au (1 1 1). This process was also exploited to grow
large single-domain graphene on Cu [246], where the standard CVD process yields two
domain graphene layer [243] and is generally problematic due to temperatures close to
the melting point of Cu.

Use of a clean single crystal as opposed to the polycrystalline foils reduces the
number of defects and grain boundaries which interfere with the growth process and
damage the graphene crystal structure. In this work, graphene was prepared by combi-
nation of temperature-programmed growth (TPG) and CVD. During the TPG growth,
hydrocarbon molecules are adsorbed at a room temperature followed by pyrolysis and
graphene growth at a fixed elevated temperature. Single TPG cycle usually yields ap-
prox. 0.2ML graphene. It wasn’t utilised in this work, but it is possible to continue
the TPG by repeating the cycles several times to increase the graphene coverage and
eventually form almost full layer [247].

Graphene / Ir (1 1 1)

The low solubility of carbon atoms in the Ir [248], which inhibits the growth of multi-
layer graphene and a weak interaction of Ir with graphene, made it a substrate of
choice for the graphene growth in UHV. Graphene was observed to grow continuously



6. Molecular networks on graphene 85

across Ir atomic step edges, thus acting as a perfect layer with a very low density of
defects [247]. The ARPES (angle-resolved photoemission spectroscopy) measurement
also showed that the electronic structure of the π − orbital (Dirac cone) is intact, with
slightly induced p-type doping of the graphene [249].

For the purposes of this work, graphene layer was grown in the LEEM chamber,
which allowed direct observation of the growth process. Once the growth parameters
were optimized, the subsequent depositions were checked only after the growth. The
first step in the graphene growth procedure on Ir (1 1 1) is proper cleaning of the Ir
crystal as noted in the chapter about experimental setup (Sec.:3.2.2). Ir crystal required
an additional annealing step in an oxygen atmosphere to remove the carbon residues
from the surface. Clean surface, as observed in LEEM, is shown in Fig. 6.3(a), with
corresponding diffraction pattern in Fig. 6.3(b).

In the next step, ethylene is adsorbed on the surface. In order to ensure the full
coverage, ethylene pressure was raised to 3 − 5 × 10−6 mbar for 3 − 5 min, measured with
the ionisation vacuum gauge (Barion). According to the thermal desorption study, the
ethylene stays on the surface during the annealing and decompose as evidenced by
the measured hydrogen pressure spike [250]. Interestingly, in this study from 1976,
the authors noted the formation of “ordered carbonaceous residue” upon annealing to
temperatures over 800 °C and stable up to 1500 °C (maximum for their setup). They
also noted that it is a well-ordered surface structure due to observed LEED pattern
(typical for graphene as we know today).

Fig. 6.3: (a) Clean Ir (1 1 1) surface with large atomic terraces observed in LEEM at 4 eV.
(b) Diffraction pattern coresponding to (a) acquired at 45 eV, Ir reciprocal unit cell
marked in green. (c) Diffraction image after the growth of graphene shows typical
moire structure of R0° domain marked red and the R18.5° domain marked in blue.

Graphene grows on Ir (1 1 1) preferentially in a way, that densely packed graphene
rows are aligned with the densely packed substrate rows (referred to as R0° domain).
However, several other graphene islands with a variety of rotational angles in respect to
the Ir are also formed [251]. Initial TPG step during the growth leads to the formation
of a high density of small aligned R0 °graphene islands. During the second step of
the growth, the CVD, any new graphene domains that impinge on existing nuclei
are effectively forced to grow in R0° [252] (observed for TCVD ∼ 1150 °C). However,
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occasionally, the more than one rotational domain of graphene was observed to grow
in some areas during our experiments. This can be observed from the appearance of
additional diffraction spots, as shown in Fig. 6.3(c). Uniform high-quality graphene
growth is essential because the graphene corrugation and graphene-metal interaction
varies for each the rotational domain [253].

After the adsorption of ethylene, the chamber pressure is reduced to (3 − 4) × 10−8

mbar, which should correspond to approx. 1 × 10−7 mbar of ethylene pressure (after
correcting for the gauge sensitivity). The second step, the CVD growth then continues
by annealing of Ir (1 1 1) crystal to 1150 °C for approx. 12min. Graphene growth speed
decreased with increasing coverage. Therefore, sufficient duration of CVD growth was
calibrated by STM measurements, as shown in Fig. 6.4. After 8min, there are still
considerable gaps in the graphene layer; however, after 10min the layer is almost
complete. Once the whole metal surface is covered with graphene, the ethylene can no
longer decompose, and the growth is terminated.

Fig. 6.4: Derivative of the STM topography image of graphene grown on Ir (1 1 1) after (a)
8min and (b) 10min of CVD growth. Dark area correspond to rough surface without
the graphene layer. Scan size is 400 × 400 nm2.

Alternatively, the graphene on Ir can be grown purely by the CVD method. Hattab
et al. [254] achieved single domain graphene for high pressure growth (5 × 10−6 mbar)
after 60 s annealing at 1250 °C. In the report, the author observed continuous improve-
ment of CVD graphene quality with increased temperature. They concluded that above
1250 °graphene grows in the single domain R0°. However, initial results following this
procedure in our laboratory resulted in inadequate graphene quality. Higher pressure
also prevents the use of LEEM imaging due to the need to maintain the high voltage
at the sample. Further experiments were therefore performed in lower pressures, as
mentioned above.

Combined TPG+CVD growth yields predominantly R0° graphene. However, the
resulting quality varies from experiment to experiment. Two different results from
growth performed at 1150 °C are shown in Fig. 6.5(a) and (b). Typically, a broad
distribution of rotational domains would show up as Debye-Scherrer rings surrounding
the (00)-spot. In our case, the spots often appear broader suggesting variations in
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graphene orientations around the R0°. Recently, this broader spots were explained
as strain minimisation between the graphene layer and the Ir(111) substrate [255].
Graphene lattice parameter remains almost constant at various temperatures [256],
meanwhile, the Ir lattice parameter changes. This difference puts compressive stress
on the graphene layer, and the resulting strain is relieved by rotations of the graphene
lattice.

Fig. 6.5: LEEM diffraction patterns acquired at 60 eV and real-space images of graphene
grown on Ir (1 1 1): (a) and (b) show different result of TPG+CVD growth at
1150 °C; (c) shows an improved graphene crystalinity upon annealing of sample (b)
to 1350 °C. Diffraction spots appear sharper and graphene wrinkles are observed as
thick black lines in real-space image.

In order to improve the graphene quality and yield uniform results across the exper-
iments, an additional annealing step was added to the growth procedure. Immediately
after termination of the ethylene flow, the sample temperature was raised above 1300 °C
for approx. 1min. The temperature was chosen to be above the optimal temperature
mentioned in previous studies [254, 255]. Above this temperature, the strain in the
graphene layer is released. During the cool-down, when Ir lattice shrinks again, newly
induced stress in graphene is relaxed through the formation of wrinkles [257] as shown
in Fig. 6.5(c). Wrinkles are 1-dimensional defects usually several micrometres long and
can de described as folds of the delaminated graphene layer. Summary of the optimised
growth procedure steps is in shown the Tab. 6.1.

Atomic structure of graphene on Ir (1 1 1) was observed in STM as shown in Fig. 6.6(a)
and (b). The distinct superstructure can be observed with unit cell vector of approx.
25 Å. Ir (1 1 1) surface has a hexagonal lattice with cell parameter of 2.715 Å [254].
Commonly accepted lattice parameter of unstrained graphene is 2.465 Å [233, 255].
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Tab. 6.1: Parameters of graphene growth procedure.
Time [min] Ethylene pressure [mbar] Temperature [ °C] Note

3-5 1 − 5 × 10−6 25 Adsorption
11-12 3 − 4 × 10−8 1150-1200 CVD growth
1 - 1350 Relaxation
2-3 - 1000 Cool-down

Mismatch between these lattice parameters of approx. 10 % results in the typical
moiré structure observed in the STM and LEED/LEEM diffraction. Distinct moiré
satellite spots formed around (0,0) spot and can be observed in detailed diffraction
image shown in the Fig. 6.6(c). In case of relaxed graphene R0°, its layer is not rotated
with respect to the Ir substrate, and the satellite spots also appear around Ir substrate
spots. As mentioned in previous paragraphs the position of the moireé spots strongly
dependent on any small variations of the graphene lattice parameter [254] or rotations
[255, 258]. In this way, moiré spots act as a good identifier of graphene quality.

Fig. 6.6: STM topography of graphene grown on Ir (1 1 1): (a) large scale image with moiré
structure marked by white hexagon; (b) atomic resolution image showing one moiré
unit cell. FFT images are inserted in top right corner.

6.3 BDA on graphene/Ir (1 1 1)

Initially, the self-assembly of molecules on graphene was tested with BDA molecule.
This molecule was previously extensively studied in experiments on Cu (1 0 0) and
Ag (1 0 0) as described in Chapter 5. Approximately 0.5ML of BDA was deposited on
the graphene surface. BDA molecules formed needle-like islands, as shown in LEEM
images in Fig. 6.7(a) and (d). The islands appear at 5 eV as darker areas, shaped
similarly to the BDA on Ag (1 0 0). However, diffraction pattern from these struc-
tures typically had a distinct ring structure, with several brighter spots, as shown in
Fig. 6.7(b), suggesting a large number of rotational domains of BDA.

Area of the diffraction acquisition was then reduced by µ-diffraction aperture. How-
ever, even with the smallest 185 nm aperture, no single rotational domain could be
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observed. Often, the spots appeared in pairs as shown in Fig. 6.7(f), most likely corre-
sponding to mirrored domains. When the image contrast of large area diffraction was
enhanced as shown in Fig. 6.7(e), twenty–four brighter spots could be counted inside
of the ring.

Graphene structure belongs to the p6mm wallpaper group, generated by the point
group Cnν and in-plane translations. The point group Cnν is comprised of 12 symme-
try elements: one identity, five rotations and six reflections [259]. Together with the
observed diffraction spots, it can be concluded that there are six preferential island di-
rections and six additional mirrored domains. However, the µ-diffraction observations
also suggest, that there are always multiple directions around the preferential one.

Fig. 6.7: LEEM analysis of BDA on Graphene: (a) and (d) LEEM bright-field images ac-
quired at 5 eV. BDA islands appears as dark needle-like areas. (b) Large area diffrac-
tion image showing a ring with 24 more prominent diffraction spots that can be
observed in the same contrast enhanced image (e) below. (c) µ - diffraction image
acquired with smallest 185 nm aperture. (f) another µ - diffraction image showing
the distinct pair of spots. BDA unit cell are drawn in with blue and green rhombus.

The STM measurement revealed a possible explanation of the blurry diffraction
patterns observed in LEEM. The BDA self-assembly on graphene appears to be very
flexible, and molecules were observed to seamlessly change their direction, as shown in
Fig. 6.8(a). Additionally, the self-assembly can traverse the step-edges as the graphene
also grows over the It step-edges. On the other hand, the islands were often observed
to grow along the step-edges suggesting they have a minor role in BDA islands ori-
entations. The BDA molecule on graphene observed in STM appears to have more
features compared to the BDA on Ag (1 0 0). Faint rings can be distinguished inside
the molecule, as shown in Fig. 6.8(d) that can be assigned to the phenyl rings of the
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BDA. An apparent increase in STM resolution is because graphene effectively decouples
BDA from underlying metallic substrate [11].

XPS measurement confirmed that BDA molecule is chemically intact, and the self-
assembled structure on graphene is similar to the α -phase observed on the Ag (1 0 0).
Graphene does not appear to be modifying the self-assembly; a similar result was
observed in the case of TPA [260]. Intermolecular distance of BDA in chains was mea-
sured as 13.2 ± 0.2 Å. Molecular distances were measured at multiple positions from the
STM FFT data. Hydrogen bond length (O–O in OH–O bond) of 1.6 − 2.0 Å was esti-
mated from theoretical BDA length of 11.4 Å (length from O to O along the molecule)
subtracted from measured molecule-molecule distances. This hydrogen bond length is
smaller than the typically observed length and is not corresponding to expected values
in calculations (on metallic surfaces) [173]. In order to eliminate the possible errors that
are inherent to the STM, the graphene moiré pattern on Ir was used as a substrate
calibration tool. Initially, the pattern could not be observed by the eye. However,
a distinct hexagonal pattern was found around the BDA (1,1) spot in FFT images
(shown in Fig. 6.8(c)). By careful examination of filtered STM images, the hexagonal
pattern was identified and found to be slightly smaller by approx. 4% compared to the
expected reference value of 25.4 Å. A correction factor was applied to the BDA-BDA
distance, and new hydrogen bond length was calculated as 0.21 − 0.25 Å, which is in
accordance with a typical length of a strong hydrogen bond.

Observation of moiré structure can initially suggest some modulation of the BDA
self-assembly on graphene. However, the moire was found to be incommensurate with
the BDA, which is the reason why its not clearly observable inside of self-assembly.
The moiré is also not visible in the LEEM diffraction suggesting that it is the result
of small height modulations of molecules (or possibly electronic structure). Observed
changes of island directions, optimal hydrogen bond length as well as the fact that
BDA is not commensurate with graphene, confirmed the expectation that graphene is
only weakly interacting with BDA molecules.

6.4 Graphene Fe-BDA network

In order to examine the possibility of organo-metallic system growth on graphene, Fe
and Ni atoms were utilized together with the BDA molecules. The carboxylic func-
tionalised molecules were previously observed to form metal-carboxylate coordination
structures, e.g. benzoic acid with Ni and Fe [133]. The BDA molecules were previously
also found to bind with Fe to form various metal-coordination networks on Cu (1 0 0)
[261]. Coordination complexes are attractive for their possible functionalities, which
may be applied in the fields of catalysis, magnetism, and optical applications [20].
Specifically, the magnetic character of Fe and Ni metal centres may induce cooper-
ative magnetic coupling mediated by the spacer molecules or the substrate, making
them potential molecular 2D magnetic systems [262]. For example, control of mag-
netic coupling between neighbouring spins of Co atoms was achieved by employing
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Fig. 6.8: STM topography of BDA on graphene/Ir: (a) self-assembly was observed to change
the directions along the island and grow over the step edges; (b)-(d) detail of BDA
self-assembled structure exhibiting slight corrugations due to the underling moiré
structure, however, it is not commensurate with the graphene. (c) FFT spectrum
calculated from the image in (b). Here, moiré of BDA/Gr appears as satellite spots
around the (1,1) spot of BDA in the FFT image. The graphene/Ir moiré unit cell
is marked in white and BDA with blue. Scale bars are 5 nm.

organic ligands [263]. Additionally, magnetic properties of individual atoms are dom-
inated by interaction with the metallic substrates which often results in a decrease of
their local magnetic moment due to screening of the spin by the substrates conduction
electrons [263, 264]. In this respect use of graphene as a decoupling layer may preserve
the intrinsic properties of the adsorbed species, both molecules and metal atoms.

6.4.1 Preparation of Fe-BDA network

To achieve the Fe-BDA metal coordinated network, the Fe was deposited after or during
the BDA deposition (intermittent deposition). Deposition rate of Fe was ∼ 0.03 ML/min
at a flux of 5 nA from e-beam type evaporator. Deposition of Fe did not induce any
observable changes in the BDA layer as can be seen in Fig. 6.9(a). As mentioned
in the previous section, BDA on graphene stays chemically intact compared to the
Cu substrate. Therefore, initially, there are no carboxylates that can bind to the Fe
atoms. In order to initiate the deprotonation of the BDA and promote the diffusion
of atoms and molecules, the sample was annealed to approx. 100 − 110 °C for 10min.
The temperature was chosen to be smaller, than the desorption temperature of BDA
from graphene (130 °C).

It was previously reported, that various concentrations of Fe and different anneal-
ing temperatures result in different structural configurations of TPA-Fe network on
Cu (1 0 0) surface [145]. Therefore, various BDA/Fe concentrations were tested for
BDA on graphene. Various amounts of Fe 0.1 − 0.4 ML were deposited on submono-
layer BDA coverage (approx.0.5 − 0.6 ML). The amount of Fe was estimated from the
Fe-BDA network on Cu, and even the smallest tested coverage should be sufficient to
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Fig. 6.9: (a)Unchanged appearance of BDA islands on graphene after the deposition of
0.1ML of Fe. (b) Formation of small evenly distributed spots after annealing to
approx. 110 °C. (c)Diffraction image taken after the annealing showing no observ-
able spots of original BDA structure nor any other. Approximate position of original
self-assembled BDA structure (1,1) spot is marked by blue circle.

form more than one ML of Fe-BDA network. The expectation was that any excess Fe
would form a separate clusters.

After the annealing, the needle-like BDA islands disappear and the graphene surface
was covered in evenly distributed spots, as shown in Fig. 6.9(b). Diffraction pattern
of BDA phase disappears and no additional spots can be found in large scale nor
in µ - diffraction images, as shown in Fig. 6.9(c). Surface coverage suggests the BDA
molecules are still present at the surface. However, the absence of diffraction spots
means limited order inside the layer. Stronger coordination bonds, compared to the
hydrogen-bonded BDA self-assembly, may suppress the long-range order.

6.4.2 XPS analysis of Fe-BDA network

XPS was utilised to test the formation of Fe-BDA bond. In order to achieve a rea-
sonable intensity of Fe signal, the sample with high coverage of the molecules and
the Fe atoms was prepared. Approximately 1.7ML of BDA and 0.4ML of Fe were
co-deposited to ensure sufficient mixture of the components. Temperature-dependent
XPS measurements were performed, and the results are shown in Fig. 6.10. The O1s
peak and the Fe 2p doublet were used to demonstrate the chemical changes during
annealing. Carbon peak was not suitable for analysis due to the high carbon signal
from the graphene layer and proximity of Ir 4d peak.

Oxygen analysis was performed similarly to the study of BDA on Ag in Chapter 5.
The O1s peak was fitted by two components at binding energy of 532.0 eV (O1, blue)
and 530.1 eV (O2, red). The peak positions were fixed at these positions for fitting at
higher temperatures as shown in Fig. 6.10(a). The 532 eV component of O 1s represents
both protonated and partially deprotonated BDA (532 eV energy corresponds to the
carbonyl oxygen of partially deprotonated BDA on Ag). Second 530.1 eV component
was assign to oxygen bonded to the Fe. This value is slightly lower than the one
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measured for fully deprotonated BDA on Cu or Ag (Fig. 5.4 and Fig. 5.9 respectively)
and correspond to observed energies of oxygen in various iron compounds [265]. This
observation confirmed that BDA is binding to Fe atoms already at 95 °C.

Fig. 6.10: Temperature dependent XPS study of Fe-BDA: (a) the O1s peak fitted by two
components at binding energy of 532 eV (O1, blue) and 530.1 eV (O2, red); (b) the
Fe 2p doublet fitted at energies 707 eV and 719.8 eV for metallic Fe (blue) and
709.9 eV and 722.7 eV energies (red) corresponding to higher oxidation states of
Fe. Figure adapted from [224].

The Fe 2p doublet of metallic state Fe was fitted by peaks centred at the binding en-
ergies 707.0 eV and 719.8 eV in agreement with typically observed energies for Fe [265].
The fitting procedure utilised asymmetric Doniach-Sunjic line profiles and a Tougaard
background. The second doublet, observable in the data shown in Fig. 6.10(b), was
assigned to represent the multiplet spliting observed for higher oxidation states of Fe
with the assumption, that the Fe is bonded to the O in the BDA molecule [265, 266].
The peak positions of the second pair of peaks are 709.9 eV and 722.7 eV. However,
there may be more than one oxidation state of Fe present in the multi-layer network.
Finally, the Ir 4f doublet position was used as a reference, and no observable changes
were found during annealing.

In the temperature-dependent data, two distinct regions can be distinguished for
both O1s and Fe 2p peaks. Initially, the amplitude of the O2 (red) component starts to
increase relative to the O1 (blue) one, suggesting an increase in the amount of Fe-BDA
bonds. Correspondingly to O1s changes, the Fe peaks are losing the asymmetry with
increasing temperature suggesting the modification of the Fe atoms binding environ-
ment. However, exact quantitative analysis was not performed, since the proper Fe
fitting would require significantly better data quality. The second change is observ-
able in the region above the 130 °C (400K). Here, both oxygen components start to
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decrease in intensity as the temperature approaches the BDA evaporation temperature
from graphene. Correspondingly, the higher oxidation component of Fe peak starts to
decrease in amplitude and disappear. After the annealing, only the metallic Fe peak
is observed. In summary, this behaviour can be explained as the initial increase in
the number of Fe-BDA bonds, followed by the desorption of BDA and eventually also
Fe-BDA from the surface (or break up of Fe-BDA bond and BDA desorption).

Multiple samples of Fe-BDA were also analysed in STM. Typical appearance of low
and higher Fe concentration is shown in Fig. 6.11(a) and (b) respectively. After the
annealing, ordered BDA islands disappear and small clusters are formed. Clusters are
randomly distributed over the graphene surface. Unfortunately, no two dimensional
ordered structures were observed. Complementary to the Fe-BDA experiment, the
BDA-Ni system was attempted. Approximately 0.05ML of Ni was deposited on the
BDA on graphene and annealed. Resulting structure appeared to be similar to the
Fe-BDA with same small clusters, as shown in Fig. 6.11(c). In both cases, clusters
appeared to be mobile on the surface, as parts of the clusters disappeared or moved
during the scanning. In conclusion, it appears that BDA molecules deprotonate and
bind to the Fe atoms during the annealing. However, due to the low molecule-substrate
interactions, 2D ordering is inhibited, and BDA molecules form 3D clusters of Fe-BDA.

Fig. 6.11: STM images of Fe-BDA structures after the annealing. Both lower (a) and higher
(b) concentration of Fe in Fe-BDA result in the randomly distributed clusters on
graphene. (c) BDA-Ni structures with similar appearance to the Fe-BDA. Scale
bars are 25 nm.

6.5 TCNQ self-assembly on graphene

An initial step towards the preparation of metal-organic Ni-TCNQ network was the
study of TCNQ self-assembly on graphene. TCNQ molecule, schematically shown in
Fig. 6.12(a), was one of the first molecules to be studied on the graphene in 2010
[11, 267]. The motivation for original TCNQ experiments on graphene was a strong
electron acceptor property of TCNQ, leading to a p-doping of graphene. According
to theoretical calculations, four cyano groups of TCNQ interact with graphene accept-
ing electrons and in-plane molecular ordering is mediated by attractive electrostatic
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interactions between the negatively charged cyano groups and the positively charged
hydrogen atoms of the central ring [268]. Each molecule form four bonds resulting in a
closed packed self-assembled layer on the graphene/Ir (1 1 1) surface. Similar behaviour
has been observed for TCNQ self-assembled on Au(1 1 1) [57].

Fig. 6.12: (a) Schematic of 7,7,8,8–tetracyanoquinodimethane (TCNQ) molecule. (b) Visu-
alization of the lowest unoccupied molecular orbital (LUMO) of TCNQ molecule
in gas phase.

Several samples were prepared with various TCNQ coverages 0.5–1ML. No molec-
ular islands were observed in real-space images in LEEM, as shown in the Fig. 6.13(a).
This is contrary to the experiments on metal surfaces, e.g. on Ag (1 1 1) [269]. However,
it was possible to obtain diffraction images shown in Fig. 6.13(b). Observed patterns
quickly disappeared after several seconds of measurement, and sample position had
to be moved for each new image. Due to the strong electron affinity of TCNQ, it is
possible, that electron beam will charge the TCNQ molecules. The increased nega-
tive charge accumulated on the cyano groups will then cause repulsion between the
molecules followed by the dissolution of the ordered phase resulting in the eventual
disappearance of diffraction spots.

Fig. 6.13: (a) LEEM image of approx. 1ML of TCNQ on graphene/Ir (1 1 1) substrate. No
molecular islands are observed. (b) Large area diffraction taken at 19 eV, TCNQ
unit cell is marked by blue rhombus. Diffraction pattern can be reproduced by
3 rotationally equivalent phases of TCNQ (each rotated 60°) and additional 3
mirrored ones. (c) STM image of TCNQ on graphene. TCNQ appearance is
similar to LUMO state of TCNQ. Scale bar is 0.5 nm.

Self-assembled TCNQ on graphene was reliably imaged in STM Fig. 6.14. The
tightly packed structure was identified in agreement with previous experiments on
graphene [11]. Similarly to the BDA on graphene, TCNQ self-assembly can cross over
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the step-edges as shown in Fig. 6.14(a). Here, the image contrast was enhanced by local
contrast equalisation to observe all three atomic planes simultaneously. The appear-
ance of TCNQ molecule on graphene was observed to change with applied bias voltage.
It appears, that due to the weak molecule-graphene interaction and decoupling from
the Ir substrate it is possible to distinguish molecular orbitals at room temperature
STM measurements. The most stable measurement conditions, were TCNQ structure
appearance was similar to its LUMO (shown in Fig. 6.12(b)), were obtained with scan-
ning parameters: -100 to +200mV of bias voltage with It ∼ 200 pA. Distance between
the molecules in row was measured 12.1 ± 0.6 Å and inter-row distance 6.5 ± 0.3 Å. Ad-
ditionally, multiple brighter spots were observed in the STM images at both lower and
higher bias voltages. This can be ascribed to electronic modulations in TCNQ induced
by underlying graphene moiré structure.

Fig. 6.14: STM images of TCNQ self-assembled on graphene/Ir (1 1 1): (a) 30 × 30 nm2 image
of extended self-assembly order over multiple step edges. (local contrast function
was used to visualized all 3 atomic terraces simultaneously); (b) and (c) images of
the same area measured at different voltages. Scale bars are 3 nm.

6.6 Ni-TCNQ network on graphene

Various metal-TCNQ structures were previously prepared in solution chemistry. The
magnetic ordering was observed for synthesized X-TCNQ (X=Mn, Fe, Co, Ni) molecule-
based magnets [270]. Additionally, several surface-confined metal-organic structures
were prepared, e.g.: Sn-TCNQ on Au (1 1 1) [271], K-TCNQ on Ag (1 1 1), [272] and
also Ni-TCNQ on Au (1 1 1) and Ag (1 0 0) [219]. Research of X-TCNQ 2D systems is
driven by a broad range of applications such as doping of TCNQ layer[272], possible
use as a single-atom catalyst for oxygen reduction [273] or the aforementioned magnetic
properties.

Previous experiments had shown, that metal centre incorporated in metal-organic
systems recover their magnetic moments [262]. In the Ni-TCNQ network on Au (1 1 1)
the ferromagnetic coupling was observed. Theoretical calculation identified the appear-
ance of ferromagnetism in Ni-TCNQ as Heisenberg exchange coupling between spins
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localised at Ni sites and the itinerant spin density [221]. The itinerant electrons2 appear
due to the spin polarisation of the LUMO band, hybridised with Ni 3d states. An alter-
native explanation of Ni-TCNQ ferromagnetic behaviour was given in terms of indirect
coupling mediated by the conduction electrons, i.e., Ruderman-Kittel-Kasuya-Yosida
(RKKY) interaction [220].

Compared to the metal substrate, the use of graphene has the potential to further
improve the recovery of magnetic moments in metallic centres. Additional motivation
to grow Ni-TCNQ metal-organic system on graphene was the possibility to tune mag-
netic interaction strength. Theoretical work suggested that the indirect interaction
strength can be effectively controlled by adjusting the Fermi level position in graphene
with an external gate voltage [222]. Similarly, electronic density on molecular states
was shown to be controllable by gate voltage [223] applied on the graphene substrate.
This could allow control over the superexchange interaction strength as the spin-orbit
coupling can be controlled by the subtle change of molecular structure [275].

6.6.1 Preparation of Ni-TCNQ network

In order to prepare the Ni-TCNQ coordination network on graphene, TCNQ molecules
were deposited, followed by deposition of the Ni atoms with subsequent annealing (20–
30min). The annealing temperature was estimated from the previous experiments to
be approx. 130 °C. Exact temperature calibration in XPS later determined that initial
reaction takes place already at 110 °C and the structure is chemically stable up to
140 °C. In contrast, the evaporation temperature of pure TCNQ from graphene was
tested and was found to be approx. 70 °C. Observation in LEEM did not reveal any
surface changes or diffraction spots, apart decreased intensity of the graphene moiré
spots. Absence of both real-space and diffraction pattern initially implied that the
structure is forming in disordered clusters instead of the ordered 2D layer (similarly to
Fe-BDA). However, the STM measurement revealed the presence of small 2D islands
(5 × 5 nm2), scattered across graphene.

STM topography of Ni-TCNQ network is shown in Fig. 6.15. TCNQ molecules are
assembled next to each other, and the additional bright feature can be observed in
between. This bright spot was attributed to the Ni atom. Similar coordination net-
work, where four N from cyano groups of TCNQ molecule are binding to Ni atom,
was observed on Au (1 1 1) [219]. Presented images show two appearances of TCNQ
molecules acquired at similar scanning parameters. In Fig. 6.15(a), the TCNQ resem-
bles its chemical structure. This appearance was attributed the enhanced resolution
of STM due to random functionalisation of STM tip. In the image in Fig. 6.15(b)
TCNQ resembles it’s LUMO-like state, similarly to previously observed structure in
pure TCNQ self-assembled layer on graphene. Distance between the molecules in a row
decreased to 10.0 − 10.4 Å, from approx. 12 Å in pure TCNQ phase on graphene, sug-

2 “Ferromagnets, such as those made of iron or nickel, are called itinerant because the electrons
whose spins aligned to create the magnetic state are extended and are the same as the ones responsible
for conduction.” [274]
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Fig. 6.15: STM images of Ni-TCNQ network on graphene/Ir (1 1 1) at different posi-
tions. In the image (a) the TCNQ resembles its chemical structure and in
the image (b) the LUMO-like state. Scans were taken at similar conditions
UB = −110 mV, It = −600 pA for (a) and UB = −90 mV, It = −450 pA for (b). Con-
trast change was attributed to random tip functionalization. Illustration of Ni-
TCNQ network is overlaid over the images. Scale bars are 1 nm. Ni atoms are not
in scale.

gesting a significant change in the bonding environment. From the proposed geometry,
the N-Ni bond length was roughly estimated to be 1.5Å, corresponding to previously
measured N-Co coordination bond length on graphene 1.5 ± 0.2 Å [105].

In order to improve the Ni-TCNQ island size, multiple experimental strategies in-
cluding depositions on the hot substrate, co-deposition of Ni or intermittent Ni deposi-
tions with post-annealing were tested. However, in all experiments, both the real-space
structure and diffraction pattern in LEEM were absent. This complicated the possi-
bilities of tuning of the deposition parameters in-situ, and only qualitative control was
the STM measurements. In a limited capacity, the XPS was also utilised to verify
the presence of TCNQ (full XPS analysis is presented below). After multiple experi-
ments, it become apparent, that any excess Ni atoms were significantly degrading STM
measurement. Only reasonably measurable Ni-TCNQ layers were prepared with the
Ni amount of approx. 0.02ML, that roughly corresponds to the 1ML of Ni-TCNQ
network (1:1 TCNQ:Ni ratio) presented above. STM topography from various experi-
ments prepared with a low amount of Ni is shown in Fig. 6.16. Overall, each of these
samples provided qualitatively the same STM images. The problem was that STM tip
quality was degrading, most likely catching Ni or Ni-TCNQ clusters. The Ni-TCNQ
layer often formed as multi-layer most clearly observed in Fig. 6.16(b). Subjectively it
appeared as the STM tip was sometimes removing the top layer. One of the best im-
ages is presented in Fig. 6.16(c), corresponding to separate depositions of Ni and TCNQ
followed by annealing. However, this is more a result of momentary tip enhancement,
than the overall Ni-TCNQ layer quality.

In summary, the Ni-TCNQ was reliably prepared with reaction performed with an
excess amount of TCNQ to Ni ratio. However, the layer quality, e.i. long-range order
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Fig. 6.16: Large scale STM images of Ni-TCNQ network prepared at different conditions:
(a) co-deposition of Ni and TCNQ on a hot substrate; (b) co-deposition on RT
substrate and additional annealing; (c) separated deposition and post annealing.
Scale bars are 20 nm.

was limited, and the resulting structure often appeared as a multi-layer. This was
unexpected as at the reaction temperature (> 110 °C) excess TCNQ molecules should
desorb from the surface. In the 3D chemistry, the Ni-TCNQ coordination polymers
were formed with each Ni ion binding to six different TCNQ molecules. Resulting
bonding geometry was significantly different from one observed on surfaces and resulted
in a 2D honeycomb-like motif that is further interconnecting to 3D networks [276]. This
suggests that there may be a potential for Ni-TCNQ network to extend into the second
layer.

6.6.2 XPS analysis of Ni-TCNQ network

XPS analysis was performed to verify the formation of Ni-TCNQ bonds. TCNQ chem-
ical state was analysed through the N1s peak of the cyano groups. The spectrum of
full mono-layer of TCNQ on graphene is shown Fig. 6.17(a)-top. The N1s peak can
be fitted by one component at a binding energy of 399.1 eV and a satellite peak at
402 eV with the assumption of the linear background. The second peak is the shake-up
satellite formed as a result of an intermolecular excitation process from the HOMO to
the LUMO level during the emission of 1 s electron. Position of both components is in
agreement with the N1s values reported for neutral TCNQ, i.e. 399.5 eV (and 402.1
eV for its satellite) [277]. The shake-up energy position, 2.9 eV from the main peak, is
slightly larger than the one observed in the literature (2.6 eV) for powder or crystalline
TCNQ [277] and for TCNQ on metallic substrates [271]. The slight shift of the N 1s
peak is most likely caused by the charge accumulation on the TCNQ from graphene
layer, reported in a recent theoretical study [268].

Fitting procedure of Ni 2p peak utilised asymmetric Doniach-Sunjic line profile and
a Tougaard background. XPS spectra of Ni 2p peak from a Ni layer deposited on clean
graphene/Ir (1 1 1) is shown in Fig. 6.17(b). Ni peak was fitted by three components,
that correspond to main Ni 23/2 peak and two satellite peaks. However, the minor
satellite peak has only a fraction of the main component intensity, and its presence or
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absence in the fit does not change the position of the main peak. Position of the main
peak was identified as 852.55 eV, close to the value for bulk Ni crystal (852.6 eV) with
the typical asymmetric shape [278, 279].
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Fig. 6.17: The XPS spectra of N 1s and Ni 2p lines acquired from pure TCNQ and Ni on
graphene (top) and from Ni-TCNQ layer after annealing to 110 °C (bottom). XPS
spectra were acquired from different samples.

Sample with a larger amount of TCNQ molecules (approx. 2ML) was prepared in
order to achieve sufficient signal to noise ratio. Ni was co-deposited with TCNQ on the
hot substrate with the aim to deposit more Ni than required for potential Ni+TCNQ
network (approx. 0.1ML). Changes were observed in the XPS spectra of both N1s
and Ni 3p as shown in the bottom part of Fig. 6.17.

The N1s peak could be fitted by one component at an energy position 398.6 eV,
that was approx. 0.4 eV wider (FWHM) compared to the pure TCNQ N1s peak.
However, with the assumption, that part of the TCNQ molecule did not bind to Ni,
the fit was extended to include one component at the position of 399.1 eV and then the
second component of modified N could be fitted at binding energy 398.5 eV. Second
fit is shown in Fig. 6.17. In both cases, the energy the N 1s peak position is shifted
toward the lower binding energies by 0.5–0.6 eV. Change towards the lower binding
energies by approx. 1 eV was observed in previous studies of TCNQ-metal complexes
[280], TCNQ on metallic surfaces [281] or recently Sn-TCNQ coordination structures
on metal surfaces [271].

The change of the Ni 2p peak after the annealing is even more apparent. Two
possible fits were tested with and without the component corresponding to the main
metallic Ni peak position on graphene. In the first case, the two components were
fitted with the main peak positioned at 853.1 eV and second much wider peak shifted



6. Molecular networks on graphene 101

by 4 eV. The second fit (the one shown in Fig. 6.17) included the peak at the position
of metallic Ni. In this case, positions of new peaks were shifted slightly to 853.4 eV
and secondary peak by another 3.1 eV to 856.5 eV. Both fits provide qualitatively the
same information with the relative peak positions changed by approx. 0.3 eV and a
slight change of the peak FWHM width. Satellite peaks used for metallic Ni 3p fit were
excluded from the fit in the Ni-TCNQ system.

The appearance of the Ni spectra is consistent with a higher oxidation state of Ni,
i.e. broad maxima, extended satellite structure and loss of asymmetry. It is necessary to
say that the presented analysis of Ni 2p, is highly simplified. The XPS spectra of higher
oxidation states of Ni are not easily identified due to the complex mainline splitting.
The simplest Ni2+ spectra are typically fitted by complex multiplet envelope (seven
components in case of Ni2+ Gupta-Sen multiplet) [279, 278]. More precise analysis in
our case was not possible due to the weak signal and possible multiple oxidation states
in a thicker layer of Ni-TCNQ.

On the other hand, in the samples where the 2D structures were successfully ob-
served, the apparent coverage of Ni-TCNQ was ∼ 0.5 ML. The amount of Ni in these
structures corresponds to around 0.01ML of Ni. This coverage is well below the reason-
able signal to noise ratio for the available XPS apparatus. Nevertheless, observations
of shifts in both N1s and Ni 3p peak towards lower and higher binding energies, re-
spectively, is a strong indication for the formation of the metal-organic bonds on the
graphene/Ir (1 1 1).

6.7 Conclusion

This chapter provided the extended description of combined TPG/CVD graphene
growth on Ir (1 1 1) in UHV conditions. High quality single crystalline mono-layer
graphene was reliably prepared from ethylene precursor. This graphene was initially
utilised for the study of self-assembled BDA and TCNQ molecules. In both cases, the
graphene had minimal influence on the resulting self-assembled structure. The BDA
assembled in a structure similar to the α - phase on Ag (1 0 0). TCNQ formed tightly
packed layer similar to ones previously observed in the literature. From the diffraction
pattern, it was possible to identify multiple rotationally equivalent structures of BDA
and TCNQ self-assembly.

Last sections of the chapter described attempts to prepare Fe-BDA and Ni-TCNQ
2D metal-organic coordination networks. For both cases it was observed that weak
substrate-molecule interaction hinders the formation of long-range order. In the case
of Fe-BDA, only a limited number of synthesis attempts were performed, without obser-
vation of any 2D structures. On the contrary, the Ni-TCNQ synthesis was extensively
explored due to the initial successful observations of 2D ordered structures. Ni-TCNQ
coordination network formed by four nitrogen atoms from TCNQ cyano groups binding
to one Ni atom. However, only a small 2D islands were synthesised. In comparison,
previously published metal-organic networks on graphene [104, 105] had two possible
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advantages. First, the authors utilized a smaller number of functionalized groups per
molecule that restrict possible bonding arrangements. Second, use of larger molecular
species, e.g. dicyanobiphenyl, hexaphenyl, that have two and six phenyl rings com-
pared to only one in TCNQ. Large molecules will have more robust interaction with
the substrate restricting the formations of multi-layer structures.



7. GRAPHENE NANORIBBONS (GNR)

One–dimensional graphene structures, termed graphene nanoribbons (GNRs), give rise
to electronic properties that differ strongly from the graphene layer. Most importantly,
the reduced lateral size of the ribbons confines the electrons and creates a sizeable band-
gap [16]. Size of the band-gap can be tailored simply by controlling the width of the
GNR to values necessary for their specific application.

Electronic transport in GNRs is further dominated by the edge geometry or edge
defects [282, 283]. It is therefore required to have the highest precision in GNRs fabri-
cation in order to characterize and utilize their properties. The standard lithography
approaches were aiming to cut the graphene monolayers to smaller ribbons by various
etching processes. However, the etching of graphene generally fails to provide suffi-
ciently precise edge geometry and chemistry. An alternative approach is the molecular
bottom-up synthesis, where the GNR are stitched together from individual precur-
sor molecules. Final shape and properties of GNR will be dictated only by the used
molecules. A breakthrough in on-surface synthesis in recent years provided the tools
to grow various types of GNRs including ones with armchair, chevron and zigzag edges
[284]. It is now possible to tailor the GNRs properties and prepare semiconducting
GNRs with variable width and band-gap sizes [285, 286]. Additionally, utilization of
more exotic precursor molecules for synthesis yields GNRs with substitutional dopant
heteroatoms [287–289] or functional groups [290].

In order to study the electronic properties of GNRs by angle-resolved photoemis-
sion spectroscopy (ARPES), large scale ordering of ribbons have to be achieved on
the surface. For this purpose, miscut single crystal surfaces with step reconstruction
proved to be ideal, e.g. experiment performed by Ruffieux et al. [291] on Au (7 8 8).
Atomic steps confine the polymerization reaction into the step direction, therefore al-
lowing the area-averaging ARPES technique to achieve sufficient signal. In this chap-
ter, the dibromo-bianthracene (DBBA) molecules were used to synthesize the graphene
nanoribbons with a width of seven carbon atoms (7-AGNR) on kinked Au (16 14 15)
substrate.

Following chapter is based on the author’s publication in Ref. [292]. The author
performed part of the sample preparations, STM, XPS and ARPES measurements,
under the close supervision of Martina Corso, Jorge Lobo-Checa and Afaf El-Sayed.
The research was part of the Erasmus internship at the Materials Physics Centre in
San Sebastian, Spain, within the group of prof. Enrique Ortega.
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7.1 Au (16 14 15)

Typical kinked surface reconstruction of Au (16 14 15) surface is shown in STM image
in Fig. 7.1(a). The Au (16 14 15) has a vicinal angle of 3.1° from (1 1 1) plane. Its sur-
face is formed by monoatomic steps along the [1 1 2̄] direction and by (1 1 1) terraces.
Additionally, the steps are ridged or kinked due to reconstruction of atoms into periodic
triangular out-protrusions, likely formed by alternating {1 1 1} and {1 0 0} mini-facets
as shown in the Fig. 7.1(b). The average step size was measured from STM to be
4.2 ± 0.6 nm. Surface reconstruction of Au (16 14 15) is rather delicate as any contami-
nation an improper cleaning parameters lead to formation of the step bunches as shown
in Fig. 7.1(c).

Fig. 7.1: (a) STM image of the Au (16 14 15) surface reconstruction into kinked steps. (b)
Model of the reconstructed steps on the kinked Au (16 14 15). (c)Occasionally ob-
served transition of kinked steps into step bunches. Scale bars are 30 nm.

7.2 On-surface synthesis of GNRs

The bottom-up synthesis of GNR’s starts with the evaporation of molecular precur-
sor from crucible onto the crystalline surface of a noble metal under UHV condi-
tions. Molecules then undergo a multi-step chemical reaction, including thermally
activated polymerization and cyclodehydrogenation as illustrated in Fig. 7.2. Typi-
cally, the surface-confined Ullmann coupling reaction that involves halogen functional-
ized molecules is utilized [293][294]. In the first step of the reaction, halogen atoms are
removed from the precursor molecule (bromine in case of DBBA). The metal surfaces
significantly reduces the reaction energy barrier for dissociation of halogens [295].

Dehalogenation of DBBA on Au (16 14 15) was observed to occur at T1 ∼ 200○C,
similarly to previously reported temperatures on Au (1 1 1). For the comparison on
Cu (1 1 1) surface, the reaction can happen already at room temperature. After de-
halogenation, the biradical species are stabilized by the surface or adatoms, diffuse and
bond to another radical molecule to form the polymer chain. Molecular chains continue
to grow in length as more molecules polymerize together.

Growth of the chain is terminated most likely by deactivation (passivation) of the
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radical active site (original bromine position) by hydrogen created from sporadic dehy-
drogenation of DBBA [296]. Different pathways and organometallic intermediates have
been proposed for the surface Ullmann coupling reaction. Recent work identified the
complete pathway of the reaction on Cu (1 1 1) surface, by low-temperature AFM and
STM and shown coordination of the two triphenylene radical binding by a Cu adatom,
which confirmed a formation of C–Cu–C intermediate after dehalogenation [297].

Br Br

Br Br

(d) DBBA molecule (b) Dehalogenation

(c) Polymerization (d) Cyclodehydrogenation

Fig. 7.2: On-surface synthesis of 7 armchair graphene nanoribbons (7-AGNRs). (a) Intact
DBBA molecules. (b) Surface-assisted dehalogenation of DBBA monomers. (c)
Polymerization of radials via Ullmann coupling at elevated temperature T1 (depen-
dant on the surface element). (d) Surface-assisted cyclodehydrogenation at T2 > T1
creating the GNRs.

The final step in the GNR growth is cyclodehydrogenation at temperature T2 > T1.
The theoretical study shown that the reaction occurs as two hydrogen transfer to the
metal surface and new C–C bond is created. The reaction of hydrogen positioned
between two anthracenes is more favourable than the removal of hydrogen from the
edge site [298]. Cyclodehydrogenation of DBBA on Au (16 14 15) was observed to occur
at T2 ∼ 380 °C.

7.2.1 GNR growth on Au (16 14 15)

Growth of GNRs on the surface of Au (16 14 15) was initially studied by STM. In all the
experiments, the surface reconstruction changed significantly from the original kinked
surface. During the initial polymerization reaction, the short polymer chains are very
mobile, and their measurement with RT-STM is complicated. Therefore, sample with
the low DBBA coverage (approx. 0.2ML of DBBA) was prepared by annealing to
temperature T1 ∼ 200 °C. Most of the molecules were found to be attached to the
most reactive sites, the step edges, as shown in Fig. 7.3(a). Further, it was possible
to observe the partial degradation of original kinked reconstruction and the changing
arrangement of Au atoms on the terraces.

After the annealing to T2 = 380 °C the Au surface is covered in an almost full layer of
7-AGNRs and features larger steps and triangular protrusions as shown in Fig. 7.3(b).
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The 7-AGNRs are growing preferentially along the two equivalent [1 1̄ 0 ] direction. The
length of the nanoribbons varies, with up to 35 nm for preferentially oriented GNR and
typically below 10 nm for other directions. Preferential orientation of GNRs was also
observed in LEED images.

Increasing the temperature above the ∼ 400 °C will cause further dehydrogenation
on the GNRs at their edges, and the 7-AGNRs will fuse and create wider structures,
e.g., 14-AGNR, as shown in Fig. 7.3(c).

Fig. 7.3: STM images of GNR synthesis on Au (16 14 15): (a) Low coverage (∼ 0.2 ML) of
polymerized DBBA molecules. All the molecules are attached to the step edges.
(a) Large area image of GNRs after the annealing to 380 °C. Characteristic kinked
reconstruction disappeared. (c) Fused GNRs created by additional annealing to
500 °C. Scale bars in (b) and (c) are 30 nm.

7.2.2 XPS analysis

Temperature-dependent XPS measurement was performed in order to observe each step
of the chemical reaction of DBBA (up to 500 °C) during GNR synthesis on Au (16 14 15).
The XPS spectra of C 1s and Br 3p peaks form multiple temperature points are shown
in Fig. 7.4. Binding energy position of Br 3p doublet at RT corresponds to the intact
DBBA molecule as observed on Au (1 1 1) [299]. Second spectra at 80 °C show split of
the Br 3p peak into two components. New peak component appears at approx. 2 eV
higher binding energy and can be assigned to the metal bonded Br, which suggest
partial debromination of DBBA.

The Br peak associated with Br bonded in DBBA decreases in intensity with in-
creasing temperature, and at 180 °C only the Br peak corresponding to Br bonded to
metal remains. At this stage, all the DBBA molecules were debrominated and poly-
merized. This behaviour is confirmed by C1s peak that initially shifts toward lower
binding energies by few tenths of an electronvolt due to the formation of poly-anthryl
intermediate as was observed for reaction on Au (1 1 1) [300]. The peak shifts back after
the start of the cyclodehydrogenation. Above the 250 °C, all of the Br atoms desorb
from the surface as no signal was observed in the XPS in agreement with previous
experiments [301].
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The XPS measurement more precisely identified the dehalogenation temperature
as 180 °C, which is lower than the reported value ∼ 207 °C for Au (1 1 1). However this
temperature is similar to ∼ 177 °C observed on more reactive Au (1 1 0) [300]. Lower
dehalogenation temperature compared to the flat Au (1 1 1) indicates that the kinked
Au (16 14 15) have enhanced catalytic properties of Au. Kink defects on Au were pre-
viously identified as the catalytically active sites for the dissociation of Br atoms from
the monomers [302].

Fig. 7.4: (Temperature dependant XPS spectra of Br 3p and C1s of 1ML of DBBA annealed
on the Au (16 14 15). The data show partial and full dehalogrnation of DBBA at
80 °C an 180 °C, respectively. Adapted from [292]

7.2.3 New surface reconstruction

STMmeasurement of samples with reduced molecular surface coverage (approx. 0.5ML)
revealed the formation of new atomic chains observable in between the GNRs. Detailed
STM image in Fig. 7.5(a) shows that the chains are following [1 1̄ 0 ] in-plane direction
similarly to the majority of the GNRs. The inter-chain distance was measured as
∼ 0.48 nm as shown in the profile plot in Fig. 7.5(b). The chains were identified as Au
as the only other possibility could be residual Br atoms. However as mention above,
the Br desorbs from the surface at temperatures well below the GNR synthesis temper-
ature of 380 °C. Therefore, the observed structures were identified as Au (2 × 1) terrace
reconstruction as modelled in Fig. 7.5(c). Significant mass transport was already ob-
served during the initial polymerization reaction, as was shown above in Fig. 7.3(a). At
the higher temperature used for cyclodehydrogenation, it is likely that the Au atoms
diffuse away from the kinks and form the (2 × 1) missing row reconstruction.

7.2.4 7-AGNR band structure

The preferential alignment and sufficient length of the 7-AGNR allowed the measure-
ment of the GNRs band structure by ARPES. The sample was irradiated by a high-
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Fig. 7.5: (a)STM image on approx. 0.5ML of 7-AGNRs. New atomic chains are observable
between the GNR. (b) Topography profile of black line in (a), showing the distance
between chains is approx. 0.48 nm. (c) Model of (2 × 1) Au surface reconstruction
overlaid with schematic model of 7-AGNR.

intensity monochromatic light (21.2 eV photon energy) formed by He plasma source.
A wide band dispersion was measured by the rotation of the sample parallel to the
GNR preferential direction (set-up geometry is shown in Fig. 7.6(f)). Measurements
were performed with a sample held at 150K, achieved by He cooled manipulator.

The electronic band structure of 7-AGNRs consists of 1D sub–bands with parabolic
energy-momentum relation E(k) at the valence band maximum. They are character-
ized by the effective mass m∗

VB = h̵2(∂2E/∂k2)−1, which is an important parameter
characterizing a semiconductor materials. The GNRs valence bands are then typically
identified and labelled from the Fermi level onwards with the highest occupied valance
orbital (frontier orbital) labelled as VB1 [303].

In previous work on on the vicinal Au (7 8 8) the bands acquired along the ribbon
axis (ky) that appeared as downward dispersing band [291] were incorrectly identified
as the apparent frontier valence band (VB1 ) at the Γ point in the first BZ of 7-AGNR,
with band maximum at EVB1 = −0.7 eV and ky = 1.47 Å−1 (ky = 2π/d with d = 4.26 Å).
However, the measured effective mass (m∗

VB1
≈ 0.2 me) is in contrast with the scan-

ning tunnelling spectroscopy (STS) data which identified m∗

VB1
≈ 0.4 me [303]. This

discrepancy was explained recently by revealing that first and second valence band are
very close to each other (60meV). Additionally, strong anisotropy in the photoemis-
sion intensity of aligned 7-AGNRs, makes it impossible to identify sub-bands in a single
ARPES geometry [304]. The authors then assigned the previously observed band at
E = −0.7 eV to the VB2 . Further, they were able to measure The VB1 band at a prop-
erly chosen transverse momentum (ky = 0, kx = 1.5Å−1) and identified the m∗

VB1
≈ 0.4 me

in agreement with STS data.
ARPES data from the measurement of 7-AGNR on Au (16 14 15) are shown in

Fig. 7.6(a) and (b) for ky = 0 and kx = 0, for ky = 0 and kx = 0, respectively. The first
observable feature in the top area correspond to Au surface state that appears as
a parabola closest to the Fermi level. The second features below the surface state
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appeared to be the VB1 band, in contrast with above mentioned determination about
the possibility to measure VB1 at kx = 0. The VB1 band was fitted as shown in the
Fig. 7.6(c) and with the extracted values EVB1 = −0.89 eV and m∗

VB1
≈ 0.4me, that are

close to the expected ones for VB1 [304].
The band structure of individual GNRs and its corresponding ARPES intensity

were theoretically simulated with the electron plane wave expansion (EPWE) method.
This method has comparable accuracy to results obtained from DFT calculations and
was previously successfully applied to GNR [305]. Data from the EPWE calculations
shown in Fig. 7.6(d)-(f), collaborated the assignment of the observed band to the VB1 of
7-AGNR1. ARPES ky-dispersion maps were additionally measured for 7-AGNRs grown
on Au (1 1 1) and Au (7 8 8) with the same experimental conditions at ky = 0. Similar
downward dispersing band was observed in all cases. Therefore, the ability to reliably
detect the VB1 was demonstrated with the laboratory light source, contrary to the
expectations. It is possible that smaller photon energy compared to the previously used
synchrotron sources (32 - 50 eV) and light polarization of 88% p-polarized light favours
the observation of the inherently weak band at Γ point in the presented experiment.

Fig. 7.6: ARPES data acquired at ky = 0 and kx = 0 in (a) and (b), respectively. Typical
Au surface state that appears as a parabola below the Fermi energy and addi-
tional downward dispersing band appears below. The band was identified as fron-
tier valance band and fitted with expected values as shown the (c). The spectral
intensities in (a) and (b) coincide with the simulated VB1 electronic bands of the 7-
AGNRs plotted in (d) and (e). (f) ARPES experimental set-up geometry. Adapted
from [292].

1 For more details about the theoretical calculations please see original article [292], as this infor-
mation is beyond the scope of this work.
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This thesis presented the first experimental results obtained from a newly installed
ultra-high vacuum system dedicated to the study of molecular systems on surfaces.
Results from multiple self-assembled molecular structures are presented i.e.: (i) BDA
on Cu (1 0 0); (ii) BDA on Ag (1 0 0); (i) BDA on graphene/Ir (1 1 1); (iv) TCNQ on
graphene/Ir (1 1 1). The first experimental chapter (Chapter 5) is dedicated to the BDA
on metallic substrates systems (i-ii), which represents a model system of molecular self-
assembly on surfaces. Anomalous growth of BDA on Cu (1 0 0) was observed, where a
molecular island grew without typical preferential nucleation sites at step edges. It was
discovered that step edges of atomic planes are decorated by BDA molecules, and due
to specific bonding geometry, this prevents the attachment of self-assembled islands.
Therefore, the step edges are effectively passivated and present a diffusion barrier for
molecular growth. Additionally, the presented molecular model was able to explain
observed defects in the BDA self-assembled structure.

The BDA on Ag (1 0 0) presented a significantly more complex system, compared
to the BDA on Cu (1 0 0), and includes multiple unique phases and phase transitions.
The transformations of BDA are driven by thermally induced deprotonation, creat-
ing chemically different molecules and changing bonding environment of their self-
assembly. Each molecular phase was comprehensively analyzed by STM, AFM, LEEM
and XPS, resulting in atomic models for each phase. Additionally, several main phase
transformations were described based on real-time observations in LEEM. The phase
transformation shows a wide range of phenomena including the Ostwald ripening of
the α-phase before the transformation, remote dissolution of the α-phase islands in the
vicinity of the β-phase islands, burst nucleation of the γ3 phase and internal directional
transformation of γ3 to γ2-phase. Observations of these phenomena could be later em-
ployed for modelling of the nucleation and growth in molecular systems featuring weak
interactions and specifically applied for molecules functionalized by carboxylic groups.

The BDA self-assembled phases on Ag named here as the δ- , γ2- and γ3- phases, also
represent k-uniform tessellations with 1, 2, and 3 distinct vertex types. A unique feature
in the BDA structure compared to other molecular systems is a partially deprotonated
BDA molecule that mediates connection of two distinct binding motifs in a single self-
assembled molecular phase. This determination can help to provide selection rules for
designing new molecular networks with novel physical or chemical properties.

Next chapter (Chapter 6) describes the recipe for the growth of high quality sin-
gle crystalline mono-layer graphene on Ir (1 1 1). Self-assembly of BDA was tested on
the graphene on Ir, and the resulting self-assembled structure was similar to the BDA
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α-phase on Ag. However, the molecular islands were growing in multiple directions,
seamlessly changing orientation and traversing the step edges due to the inert nature of
graphene. Additionally, graphene effectively screens the metallic substrate preserving
some of the molecular electronic structure as was observed in STM for TCNQ molecules
on graphene. From the diffraction pattern, it was possible to identify multiple rota-
tionally equivalent structures of BDA and TCNQ self-assembly on graphene.

The next sections described attempts to prepare Fe-BDA in most part as a test in
preparation for the growth of Ni-TCNQ 2D metal-organic coordination networks. In
both cases, the XPS data confirmed a chemical reaction between the molecular species
and metal atoms; however, the 2D structure was only observed for TCNQ. The Ni-
TCNQ coordination network was formed by four nitrogen atoms from TCNQ cyano
groups binding to one Ni atom in a fashion similar to networks prepared on metallic
substrates. However, on graphene, only small islands were observed due to a weak
substrate-molecule interaction that most likely hinders the formation of an extended
network. In view of this fact, more robust molecules will be tested in the future.
Additionally, the presence of the ferromagnetic coupling between the Ni atoms will
be tested by transferring the sample into the state of the art EPR spectroscope. The
possibility to tune the Fermi level position of graphene and consequently the electronic
states in Ni-TCNQ system in its vicinity could enable externally control the magnetic
coupling in the metal-organic systems.

The last chapter (Chapter 7) of this thesis described the on-surface synthesis of
graphene nanoribbons (7-AGNR) on the kinked Au (16 14 15) substrate from DBBA
precursor molecules. Specific kinked reconstruction of the Au substrate was trans-
formed after the growth of GNRs. The new (2 × 1) missing row surface reconstruction
was formed most likely due to mass transformed from the step edges. Additionally, a
sufficient amount of preferentially oriented 7-AGNRs allowed to utilize band mapping
in ARPES and determine the position of the 7-AGNR frontier valance band.

In conclusion, this thesis presents several molecular systems on various surfaces.
One of the most important results is the observation of structure and phase transfor-
mations of BDA on Cu and Ag that may lead to improved applications and theoretical
growth models for molecular layers. Another significant result is the growth of the
2D Ni-TCNQ metal coordinated network on graphene. Lessons learned here will pro-
vide a roadmap for future experimental realizations of structures on non-interacting
substrates.
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Description of supplementary files:

(I) 1-SiC-IV.avi
Video shows sequence of LEEM bright field images of graphene on SiC between
energy 1.5 − 8.8 eV. Here, electron reflectivity of graphene changes differently
depending on the number of graphene layers. Images from this experiment were
used in the main text in Fig. 4.5.

(II) 2-BDA-Cu.avi
Movement of BDA molecules on Cu (1 0 0) measured in STM. Video shows con-
secutive 10 × 10 nm2 STM images measured every 25 s. BDA molecules attach or
detach from the edge of the self-assembled island.

(III) 3-AlphaToBeta.avi
Phase transformation of α to β - phase on Ag (1 0 0) observed in LEEM. Video
shows initial Ostwald ripening of α-phase followed by growth of large β-phase
islands. Images from this experiment were used in the main text in Fig. 5.18 and
Fig. 5.19.

(IV) 4-BetaToGamma.avi
Phase transformation of β to γ -phase on Ag (1 0 0) observed in LEEM. Video
shows initial formation of small islands of γ3 form inside of the β-phase. In the
second part, inner conversion of γ phases takes place. Please note that the time
flow is slowed down by factor of 1/8 in the second part as can be seen in time
stamp. Images from this experiment were used in the main text in Fig. 5.24.

(V) 5-GammaToDelta.avi
Phase transformation of the γ to δ -phase on Ag (1 0 0) observed in LEEM at
1.1 eV. Majority of the new phase formation takes place internally, similarly to
the γ3 to γ2 and growth is partially propagated trough bright spot (presumable
cavities in the self-assembly). Images from this experiment were used in the main
text in Fig. 5.28.
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