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Abstract
Spin waves have the potential to be used as a new platform for data transfer and processing
as they can reach wavelengths in the nanometer range and frequencies in the terahertz
range. To be able to design the spin-wave devices and logic circuits we need to be able
to gather the information about spatial distribution of the spin-wave intensity and if
possible, also their phase. This can be measured with the use of phase-resolved micro-
-Brillouin-light-scattering (µ-BLS) setup. The presented work deals with extending the
existing intensity resolved setup with the possibility to also acquire the spin-wave phase.
The upgraded Brillouin light scattering setup is thoroughly described and its performance
is characterized. The capabilities of the developed setup are demonstrated in the study
of propagation of spin waves through a Néel domain wall. The acquired 2D spin-wave
intensity maps reveal that spin-wave transmission through a domain wall is influenced
by a topologically enforced circular Bloch line in the domain wall center and that the
propagation regime depends on the spin-wave frequency. In the first regime, two spin-
-wave beams propagating around the circular Bloch line are formed, whereas in the second
regime, spin waves propagate in a single central beam through the circular Bloch line.
Phase-resolved µ-BLS measurements reveal a phase shift upon transmission through the
domain wall for both regimes. Micromagnetic modelling of the transmitted spin waves
unveils a distortion of their phase fronts which needs to be taken into account when
interpreting the measurements and designing potential devices. Moreover, we show, by
means of micromagnetic simulations, that an external magnetic field can be used to move
the circular Bloch line within the domain wall to manipulate spin-wave propagation.

Abstrakt
Spinové vlny mají potenciál být použity jako nová platforma pro přenos a zpracování
dat, protože mohou dosáhnout vlnových délek v rozsahu nanometrů a frekvencí v rozsahu
terahertzů. K tomu, aby bylo možné navrhnout zařízení a logické obvody založené na
spinových vlnách, je zapotřebí získat informace o prostorovém rozložení intenzity spinové
vlny a pokud je to možné, také o jejich fázi. To lze měřit pomocí fázově rozlišeného fokuso-
vaného Brillouinova rozptylu světla (µ -BLS). Předložená práce se zabývá rozšířením stáva-
jící optické sestavy o možnost měření fáze, kde doposud bylo možné měřit pouze intenzitu.
Toto rozšíření sestavy je důkladně popsáno a charakterizováno. Schopnosti optické sestavy
jsou demonstrovány ve studii šíření spinových vln skrz Néelovu doménovou stěnu. Získané
2D mapy intenzity spinových vln ukazují, že propagace přes doménovou stěnu je ovlivněna
topologicky vynucenou kruhovou Blochovou čarou ve středu doménové stěny a že režim
propagace závisí na frekvenci spinových vln. V prvním režimu propagace se vytvoří dva
svazky spinových vlny šířící se kolem kruhové Blochovy čáry, zatímco ve druhém režimu
se spinové vlny šíří pouze středem. Fázově rozlišené µ-BLS měření odhaluje fázový po-
sun spinových vln pro oba režimy. Mikromagnetické modelování spinových vln ukazuje
rozrušení jejich fázových vlnoploch, které je třeba brát v úvahu při interpretaci měření a
navrhování potenciálních zařízení. Mikromagnetické simulace ukazují, že vnější magnet-
ické pole může být použito k pohybu kruhové Blochovy čáry ve stěně domény, a tedy k
manipulaci spinových vln.
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Introduction

Current computers are based on von Neumann’s architecture [1], the principles of which
have remained unchanged since its inception in 1945. Since the invention of the silicon
chip, the density of transistors has been guided by Moore’s law: the density of transistors
on a silicon chip is doubled every two years [2]. However, this economic law is approaching
its limits. Further increase in the density requires miniaturization of transistors down to
the atomic scale [3, 4]. Such task is extremely challenging from the technical point of
view.

Unconventional physical phenomena can be used to design new approaches to com-
putation architecture, such as non-linear processes or non-reciprocal dispersion relations
[5–8]. The spin-wave framework, provides these phenomena [9–11], while offering wave-
length spanning from nanometers to millimeters and frequency range from gigahertz to
terahertz. The non-linear regime is accessible even with relatively small power, and the
dispersion dramatically changes in the dependence on the direction of the propagation [12,
13]. The typical energy of the spin-wave excitation is lower by several orders of magnitude
when compared to current electric circuits. This allows us to design novel computation
elements with low power consumption [14].

Spin waves were intensively studied since the previous century, and several applications
in high-frequency electronics were developed [15]. Nevertheless, the majority of these
studies used only one material - yttrium iron garnet. It is an insulator with low magnetic
damping, but it is difficult to prepare. This makes it not ideal for applications. Nowadays,
the interest in spin-wave research is moving towards metallic materials. These materials
offer compatibility with the current technology and allow for easy nano-patterning of the
magnetic structures. To investigate these nanostructures, the requirement for a versatile
tool with sub-micrometer resolution occurs. For this purpose, the micro-Brillouin-light
scattering was developed [16]. This technique allows for the investigation of the spatial
distribution of the intensity and the phase of the spin waves, as well as allows time-resolved
experiments.

This thesis describes the construction and characterization of a Brillouin light scatter-
ing setup with phase-resolved measurement capabilities. The setup is then used to study
spin-wave propagation through the Néel domain wall.

The thesis consists of 4 chapters. The first chapter discusses the basic theory of
magnetism and spin waves in order to lay sufficient foundations for the experimental work.
The general law of dipole-exchange dispersion of spin waves in a thin film is introduced.
This dispersion law is used to predict group velocities of the spin waves, their lifetime,
and resulting propagation length in various materials.

The following chapter summarizes the theory of light scattering. The chapter starts
with the classical treatment of Rayleigh and Mie scattering. Then, the inelastic scattering
is explained by the Doppler shift of the light on a moving periodic change of the index
of refraction. Later in this chapter, a quantum mechanical treatment is used to find
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formulas for cross-sections of the quasi-elastic, Raman, and Brillouin scattering. The last
section is devoted to reviewing the current state of the art in the Brillouin light scattering
applications, mainly in the spin-wave research.

The third chapter shows the design and characterization of the Brillouin light scatter-
ing setup. The schematic of the whole setup is presented. Then we describe the individual
parts and the performance of the setup. At the end of the chapter, we verify the setup
with full phase reconstruction on the well-known system of permalloy thin film.

In the last chapter, we present recently published results [17], where we investigate
the propagation of spin waves through a domain wall. We perform static characterization
employing micromagnetic simulations, magnetic force microscopy, and thermal Brillouin
light scattering experiments. We reveal that the type of the domain wall is Néel wall with
topologically enforced circular Bloch line. We measure the propagation of spin waves
through the wall with intensity and phase-resolved Brillouin light scattering. We further
explain and confirm the obtained results with micromagnetic simulations. At the end of
the chapter, we propose the possibility to displace the circular Bloch line towards the
edges of the waveguide to manipulate spin-wave propagation.
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1. Basics of micromagnetic theory and
spin waves

This chapter briefly introduces the basics of energies in micromagnetic theory and the
concept of the effective field. Then the general law of dipole-exchange dispersion of spin
waves will be used to explore dependencies of propagation lengths on thin film properties.
In the last section the properties of chosen materials used in spin wave research will be
shown.

1.1. Energies in magnetism
The four main sources of energies can be recognized in magnetic systems: exchange energy,
Zeeman energy, dipolar energy and anisotropy energy. In specific systems other energy
terms such as magnetoelastic energy can be added.

1.1.1. Exchange energy
The exchange energy (Eex) origins from quantum-mechanical interactions. The energy
contribution can be written as

Eex = Aex

˚

V

∇ · M⃗
Ms

2

dV, (1.1)

where Aex is the exchange constant and V is the volume of magnetic material. In ferro-
magnetic materials the exchange constant is positive and yields parallel spin configuration
which is illustrated in Figure 1.1 (a). On the contrary, in antiferromagnetic systems the
exchange constant is negative and the spins are aligned antiparallel.

1.1.2. Zeeman energy
The energy between the magnetization and the external field is called the Zeeman energy.
The contribution of this energy is

EZ = −µ0

˚

V

M⃗ · H⃗extdV, (1.2)

where H⃗ext is the external field. This energy is minimized, when the external field and
the magnetization are parallel.

3



1.1. ENERGIES IN MAGNETISM
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Figure 1.1: Micromagnetic simulations, where the energies are gradually taken into account.
(a) exchange energy. (b) exchange + dipolar energy. (c) exchange + dipolar +
Zeeman energy. (d) exchange + dipolar + Zeeman + anisotropy energy. The
spatial distribution was obtained using MuMax3, with cell size 43 nm3, total area
22 µm2 and material parameters for permalloy (see the Table 1.1).

1.1.3. Dipolar energy
The dipolar energy is in principle the same as the Zeeman energy, but instead of an
external field, the field created by the magnetization is assumed

Ed = −1
2
µ0

˚

V

M⃗ · H⃗ddV, (1.3)

where prefactor 1
2 is present to avoid counting one interaction twice. The H⃗d is demagne-

tizing field and is given by

∇ · H⃗d + ∇ · H⃗ext = −∇ · M⃗. (1.4)

From equations 1.3 and 1.4 we can conclude that this energy will be minimized when so
called magnetic charges (∇ · M⃗) are avoided. The resulting reduction of these charges
can be seen in Figure 1.1 (b). Figure 1.1 (c) shows the magnetic ordering when also the
Zeeman energy is considered1.

1.1.4. Anisotropy energy
Due to the crystallographic structure of the material, an additional energy term can arise.
This term is called the anisotropy energy (Eanis). The form of this term can vary, but

1In the simulation an external magnetic field of 2 mT was applied.
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1.2. EFFECTIVE FIELD

in the simplest case it can be described as an uniaxial anisotropy (Eu−anis), with one
preferable direction (easy axis)

Eu−anis =
˚

Ku sin2 ϑdV, (1.5)

where Ku is uniaxial anisotropy constant and ϑ is the angle between the magnetization
and the easy axis. The corresponding anistropy field can be expressed as

Hu−anis = 2Ku

µ0Ms
. (1.6)

The contribution of this energy to the magnetic state is depicted in Figure 1.1 (d).

1.2. Effective field

These overall contributions can be expressed as an effective field H⃗eff , which accounts for
all energy contributions. This field describes how all energy terms influence the magneti-
zation. The global energy minimum is reached when the magnetization is pointing in the
direction of this field. First, we have to get the total energy (Etot) of the system

Etot = Eex + EZ + Ed + Eanis. (1.7)

The effective field is than obtained as

H⃗eff = − 1
µ0

∂Etot

∂M⃗
, (1.8)

where ∂Etot
∂M⃗

is a directional derivation and can be computed as

∂Etot

∂M⃗
= 1
M2

s
(∇Etot) · M⃗. (1.9)

The torque (T ) which will act on magnetization can be expressed as follows

T = M⃗ × H⃗eff . (1.10)

From this equation it is apparent, that the equilibrium is reached when the magnetization
and the effective field are parallel.

1.3. Magnetization dynamics
Energy minimization techniques can describe only static configurations of magnetization
while an equation of motion is needed in order to tackle the magnetization dynamics. The
equation of motion can be derived from the quantum mechanics [18, 19].

The form of this equation is similar to the momentum equation, and can be written
in the following form

dM⃗
dt

= −γµ0M⃗ × H⃗eff , (1.11)
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Figure 1.2: (a) The schematic of ferromagnetic resonance. The upper panel shows the oscil-
lation of the magnetic moments of the ferromagnetic mode (k = 0). The lower
panel shows a spatial evolution of the dynamic components of the magnetization.
(b) Schematic of a spin waves. The upper panel shows oscillations of the mag-
netization with k ̸= 0. The lower panel shows the spatial evolution of dynamic
components.

where γ is the gyromagnetic ratio. This equation is called Landau-Lifschitz equation. The
form including energy dissipation can be derived from the first principles and spin-orbit
coupling [20]

dM⃗
dt

= −γµ0M⃗ × H⃗eff + α

Ms
M⃗ × dM⃗

dt
, (1.12)

where α is Gilbert damping. This form of the damping term was first phenomenologically
added by Gilbert, thus it is called Landau-Lifschitz-Gilbert equation.

1.4. Ferromagnetic resonance
The solutions of (1.11) in a form of coherent oscillation is called ferromagnetic resonance
(FMR). In this case wavenumber is assumed as k = 0, the whole magnetization oscillates
in phase. The frequency of FMR (ωFMR) is given by [21, 22]

ω2
FMR = ωH (ωM + ωH) , (1.13)

where ωH = µ0γHeff and ωM = µ0γMs. ωH accounts only for the contribution of the
effective field, while ωM is dependent only on material parameters. The FMR mode is
illustrated in Figure 1.2 (a).

1.5. Spin waves
The oscillation with k ̸= 0 [which is shown in Figure 1.2 (b)] are called spin waves. The
modes of the fully saturated homogeneus media was derived by Walker

(1 + ξ)
[
∂2ψ

∂x2
∂2ψ

∂y2

]
+ ∂2ψ

∂z2 = 0, (1.14)

where ψ is susceptibility tensor and ψ is magnetostatic potential. We can recognize two
major geometries for in-plane magnetization. The so-called Damon-Eshbach geometry,
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Figure 1.3: (a) Schematics of geometry used in 1.17. The upper panel shows the view from the
side (thin film cross-section). The bottom panel shows a top view of a thin film. (b)
Computed dispersion relation for thin permalloy film (t = 30 nm). The spin waves
with k perpendicular (parallel) to the static magnetization M⃗ are depicted in blue
(red) color. The lines in gray shades show angles in between these two geometries.
The first two thickness modes are shown. (c) (d) Polar plots of frequency depending
on the direction of propagation. The zero-order thickness mode n = 0 (c) and first
thickness mode n = 1 (d) are shown.

where the magnetization is perpendicular to the direction of the spin wave propagation
and Backward-volume geometry, where the magnetization and direction of the spin waves
are co-linear. The derivation of dispersion of both of these geometries can be found in
[13, 23].

The dispersion of the Damon-Eshbach mode is.[23–25]

ω2
DE = ωH (ωM + ωH) + ω2

M
4

[1 − exp (−2kt)] , (1.15)

where t is the film thickness.
The dispersion relation for the case of Backward-volume geometry is [13]

ω2
BV = ωH

[
ωM

(
1 − exp (−kt)

kt

)
+ ωH

]
. (1.16)

These two equations take only dipolar interaction into account. More general law
describing the dispersion relation of spin waves can be obtained if also the exchange inter-
action is considered. The complete dipole-exchange spectrum was derived by Kalinikos
and Slavin [26]

ω2 =
(
ωH + AωMk

2
) (
ωH + AωMk

2 + ωMFn

)
, (1.17)

where

Fn = Pn + sin(ϑ)2
(
1 − Pn

(
1 + cos(φ)2

))
+ ωMPn (1 − Pn) sin(φ)2

ωH + AωMk2 , (1.18)
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with

Pn =


k2
ξ

k2 − k4
ξ

k4
1
2

[
2

kξt
(1 − exp (−kξt))

]
n = 0

k2
ξ

k2 − k4
ξ

k4

[
2

kξt
(1 − exp (−kξt))

]
n ̸= 0

(1.19)

for the case of totally unpinned surface spins, or

Pn =
k2
ξ

k2 −
k2
ξ

k2 (1 − exp (−kξt)) , (1.20)

for the totally pinned surface spins. The kξ stands for the magnitude of the wavevector
in the in-plane direction of propagation of spin waves, while the k is overall magnitude of
wavevector as can be seen in the upper panel in Figure 1.3 (a). The magnitude of the k
can be calculated from

k =
√
k2

ξ +
(
nπ

t

)2
+
(
nwπ

weff

)2
, (1.21)

where n = 0,1,2,... and stands for the number of the thickness mode and nw = 0,1,2,... is
quantization number in the transversal direction in the case of the magnetic waveguide.
The t is the film thickness and the weff is the effective width and will be discussed later.
The ϑ is out-of-plane angle of magnetization and φ is an in-plane angle between the
magnetization and the direction of propagation of the spin wave. Both are depicted in
Figure 1.3 (a). The parameter A is equal to

A = A2
ex

µ0M2
s
. (1.22)

The difference between the two aforementioned boundary conditions (totally pinned
and totally unpinned surface spins) is, in most cases, negligible. The discrepancy arises
only where some confinement is present (n ̸= 0, nT ̸= 0). Usually, the totally pinned
boundary condition is closer to reality, and a slight deviation from this case can be com-
pensated by choosing a slightly bigger effective width (weff) or thickness (t) than the
nominal width or thickness.

Dispersions of the 30 nm thick permalloy layer for the first two thickness modes are
shown in Figure 1.3 (b). The Damon-Eshbach geometry and Backward-volume geometry
are shown in blue or red, respectively. The iso-k polar graphs are shown for zero-order
thickness mode in Figure 1.3 (c) and for the first-order thickness mode in Figure 1.3 (d).
The anisotropic behavior of the spin waves in an in-plane magnetized thin film for zero-
order thickness mode is visible. When the magnitude of k⃗ increases, this anisotropic
behavior becomes less pronounced. The first-order thickness mode is isotropic for ex-
perimentally accessible magnitudes of wavevectors (k < 50 rad/µm). The used Matlab
function is presented in appendix A.

1.5.1. Group velocity and propagation length of spin waves
The group velocity (vg) can be calculated from the dispersion relation as

vg = ∂ω

∂k
. (1.23)

The calculated group velocities of spin waves in a thin permalloy film are shown in Fig-
ure 1.4 (a). For higher k values, where exchange interaction dominates, both modes have
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Figure 1.4: Blue (red) curves show characteristics for spin waves with k⃗ perpendicular (parallel)
to the equilibrium direction of the magnetization. (a) The group velocity of spin
waves. Inset shows detail of negative group velocity in Backward-volume geometry.
(b) The lifetime of spin waves. (c) Propagation length of spin waves. The inset
shows detail of the zero propagation length in Backward-volume geometry. All
calculations are done for thin permalloy (t = 30 nm) layer in external field of
20 mT.

similar group velocity. The Damon-Eshbach mode exhibits a minimum in the dipole-
exchange part of the spectrum. As can be seen in the inset, the Backward-volume mode’s
group velocity is negative for the dipole part (low k values) of the spectrum. The derived
analytic formulas for group velocities in Damon-Eshbach and Backward-volume geometry
are given in appendix B.

The spin-wave lifetime is given by [10, 13]

τ = αω
∂ω

∂ωH
. (1.24)

The derived formulas for a lifetime in Damon-Eshbach and Backward-volume geometries
are shown in appendix B. An interesting fact is that the lifetime of the Damon-Eshbach
mode is not dependent on the thickness of the film. On the other hand, there is a
dependence for Backward-volume waves. In the exchange dominated part of the spectrum,
the lifetimes of both modes are again similar, as can be seen in Figure 1.4 (b). The
dependencies of both, the group velocity and the lifetime of spin waves on the thickness
and the external field are shown in appendix C.

Now the propagation length Λ, which is the distance where the signal drops to 1
e

of
its maximal value, can be obtained as a product of the spin-wave lifetime and the group
velocity

Λ = τvg. (1.25)
The propagation lengths for both modes are shown in Figure 1.4 (c). The Backward-

volume mode exhibits zero propagation length in the position of global frequency min-
imum2. The longest propagation length is reached for the k → 0 in Damon-Eshbach
geometry.

The dependence of the propagation length on the external field is shown in Fig-
ure 1.5 (a). The propagation length for Damon-Eshbach mode decreases with a higher

2Where the group velocity is equal to zero
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Figure 1.5: Blue (red) curves show characteristics for spin waves with k⃗ perpendicular (paral-
lel) to the static magnetization. Solid (dashed) line shows k = 3 rad

µm (k = 10 rad
µm ).

(a), (b), (c) The dependence of the propagation length on external field, satura-
tion magnetization and thickness of the layer. Fixed parameters are same as in
Figure 1.4.

external field, while the Backward-volume mode has zero propagation length in the posi-
tion of the global frequency minimum.

The Figure 1.5 (b) shows the dependence of the propagation length on the saturation
magnetization. For Damon-Eshbach mode, the dependence is rather weak. For low k vec-
tors, the propagation length is increasing, but on the other hand, for the high k vectors,
the propagation length decreases with the saturation magnetization. Again, the prop-
agation length in Backward-volume is affected by the existence of the global frequency
minimum. Before reaching the aforementioned minimum, the propagation length is de-
creasing, while after this minimum, it is increasing. One can see that this point is moved
further for higher k vectors. In other words, the higher saturation magnetization moves
this minimum towards a higher k.

The dependence of propagation length on the thickness of the film is shown in Fig-
ure 1.5 (c). For Damon-Eshbach mode, a clear maximum is visible. This maximum is
moved towards low thicknesses for higher k values. For films with high thicknesses, the
propagation length exhibits for certain k-vectors values zero propagation length caused
by a change in group velocity towards negative values. In the Backward-volume geometry
in the dipole part of the spectrum, lower thicknesses will result in longer propagation
lengths. In contrary the exchange dominated part of the spectrum will provide longer
propagation lengths for the higher thicknesses.

1.6. Materials used in spin-wave research
The spin waves are usually studied in thin magnetic films. As was discussed in the previous
section, to assure high propagation length, low Gilbert damping is necessary. Also to have
a sufficient signal either in magneto-optical or in electrical experiments a high saturation
magnetization is favorable. Several materials fulfill these demands. The most commonly
used materials in spin wave research are shown in Table 1.1.

The first material shown is nm-thick Yttrium Iron Garnet. It is a magnetic insulator
and single-crystal. It is widely used in research, mainly because of low Gilbert damping
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Table 1.1: A selections of materials which are used in spin-wave research. The material pa-
rameters and spin wave characteristic for k = 3 rad/µm (λ ≈ 2µm), external field
of Bext = 20 mT and film thickness of t = 15 nm are given for each material. The
external field was applied in easy-axis direction for metastable iron. Inspired by [10,
11].

nm-thick
Yttrium
Iron Garnet
(YIG)

Permalloy
(Py, NiFe)

CoFeB Metastable
iron (FeNi)

Chemical compo-
sition

Y3Fe5O12 Ni81Fe19 Co40Fe40B20 Fe78Ni22

Gilbert damping
α (·10−4)

2 70 40 80

Sat. magnetiza-
tion Ms, (kA/m)

140 800 1250 1410

Exchange con-
stant Aex, (pJ/m)

3.6 16 15 11

Typical film thick-
ness t (nm)

5-100 5-100 5-100 5-20

Anisotropy field
(mT)

≈ 0 ≈ 0 ≈ 0 ≈ 25

Frequency
DE/BV (GHz)

2.0
1.8

6.0
4.2

8.5
5.2

11.3
8.3

Group velocity
DE/BV (km/s)

0.37
0.06

3.2
0.06

5.44
-0.002

5.2
-0.13

Lifetime DE/BV
(ns)

251
256

1.49
1.52

1.69
1.73

0.73
0.75

Propagation
length DE/BV
(µm)

95.0
14.8

4.8
0.09

9.2
0.003

3.8
0.1

References [27–33] [34–37] [38–40] [37, 41]

constant and thus long lifetime and propagation length of spin waves. On the other hand,
low saturation magnetization and the fact that it is transparent for visible light makes
the application of this material cumbersome, especially for Brillouin light scattering (BLS)
experiments.

Permalloy is a polycrystalline material. It has typically very low anisotropy field
≈ 0 mT. The Gilbert damping is approximately one order of magnitude higher than
in the case of YIG, which results in a shorter spin-wave lifetime. However, the shorter
lifetime is partially compensated by higher group velocities. Also, the higher saturation
magnetization and easiness of fabrication of micro/nano-structures make this material a
good candidate for future magnonic applications.

The CoFeB is new promising material. It is an amorphous material; thus, the anisotropy
field is usually below 2 mT. It has higher saturation magnetization and lower damping
than permalloy, which results in relatively long propagation distances.

The last material discussed in this thesis is metastable iron [37, 42–45]. It is a crys-
talline material that is epitaxially grown on a copper single crystal. After the growth of
the layer, it is in a metastable paramagnetic fcc state. If momentum is provided to the lat-
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tice, e.g., by hitting by heavy ions, it can recrystallize to the ferromagnetic bcc phase. It is
possible to imprint uniaxial anisotropy in different orientations by choosing specific ways
of irradiating the sample. This can be used to produce magnonic waveguides that allow
propagation in Damon-Eshbach mode in zero-magnetic-field, where longer propagation
length is reached [41].

12



2. Theory of light scattering

Since the times of ancient Greek, people were fascinated by the blueness of the sky [46].
They believed that the blue shade of the sky could protect them from evil. Nevertheless,
one of the first explanations came from Leonardo da Vinci, who observed that the sky’s
brightness is decreasing with higher altitude. From this, he deduced that the heated
moisture in the air seems luminous against the above darkness.

In this chapter, we will examine the light scattering form the point of view of both,
classical and quantum mechanical approaches. In the classical approach, the Rayleigh
and the Mie scattering will be discussed. The inelastic scattering will be described as a
Doppler shift of incident light on the propagating wave in the material. The cross-sections
of quasi-elastic, Brillouin, and Raman scattering will be depicted in the section dedicated
to quantum treatment. Later in the chapter, the experimental setups and applications of
Brillouin light scattering will be described.

2.1. Classical treatment
We will start the treatment of scattering with a classical approach. This approach con-
siders light as an electromagnetic wave, and quasi-particles are treated as a wave of an
index of refraction.

2.1.1. Rayleigh scattering
Explanation of the blueness of the sky based on classical theory was provided by J.W.
Strutt commonly known as Lord Rayleigh. He assumed spherical particles with a diameter
much smaller than the wavelength of the incident light [47]. With these assumptions, he
found that the scattered light intensity has to be proportional to λ−4. The full formula
for scattered intensity could be found e.g., in [48]

IRS = I0

(2πn0

λ

)4 r6

2D2

(
ε− ε0

ε+ 2ε0

)2
(1 + cos2 Θ), (2.1)

where IRS is the Rayleigh scattered intensity, I0 is the incidence intensity, D is the distance
between the observer and the particle, r is the diameter of particle, ε is the dielectric
constant, ε0 is the vacuum permitivity, Θ is the scattering angle and λ is the wavelength
of incidence light. The geometry is depicted in Figure 2.1 (c). From this equation, one
could see that there is also dependency on the scattering angle. The forward and backward
scattered light has two times higher intensity than the light scattered to perpendicular
direction.
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Figure 2.1: (a) The dependency of scattering efficiency on the radius of the particle on which
light is scattered. Both axes are in logarithmic scale. The black solid line shows the
Mie model, and the dashed red line shows the Rayleigh model. (b) The dependency
of scattering efficiency on the wavelength of the incident light. (c) The schematic
of scattering geometry.

The differential cross section expresses the probability of scattering to infinitesimally
small angle. The integration over all angles is called total cross-section (σ). For Rayleigh
scattering we obtain [49]

σRS = 8π
3

(2πn0

λ

)4
r6
(
ε− ε0

ε+ 2ε0

)2
. (2.2)

If we consider visible light, we would find that the scattering efficiency, which is the
ratio of the scattering cross-section to the geometric cross-section; for the blue light it is
approximately ten times higher than for the red light, as can be seen in Figure 2.1 (b).
This is the reason why the sky seems blue during the day. Contrary to that, during the
sunset, more blue light is scattered out of the beam path, and the sky has a red color.

2.1.2. Mie scattering
Mie considered a more complex case, when the size of the particle can be arbitrary. For
the limiting case when r ≪ λ both theories are in a good agreement as can be seen from
Figure 2.1 (a). This calculation assumes, that the incident wave is spherical as well as the
scattered one. The resulting total cross section (σMS) is expressed in the form of infinite
series [49]

σMS = λ

2πn2
0

∞∑
i

[(
2 n
n0

+ 1
) (

|ai(2πn0r/λ)|2 + |bi(2πn0r/λ)|2
)]
, (2.3)

where ai and bi are spherical Hankel functions and spherical Bessel functions, respectively.

2.1.3. Doppler shift of the scattered light
If the particle on which the light is scattered is in motion, then one can observe a change
in the frequency of the scattered light. This change in frequency can be expressed as

∆f = ±2λv, (2.4)
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where ∆f is a change in the frequency of the scattered light, v is the projection of the
velocity of the particle to the direction of the incident light. The plus and minus sign is for
the case when the particle is moving towards and from the light source, respectively. So
if we take this effect into account, and consider that the particle velocities have a random
direction, we will obtain a frequency broadening of the scattered light [50].

In some situations, the particle motion is not completely random. In this case, we
can think of the movement of particles as an acoustic wave. Such an acoustic wave
would result in a periodic change of index of refraction of the medium. This periodic
modulation would behave like Bragg crystal, thus it will reflect light when the projection
of the incident k-vector of light and k-vector of the acoustic wave will match. In this case
we can substitute the velocities in the equation (2.4) v = fp

kp
. With this substitution, we

get that the frequency shift is exactly equal to the acoustic wave frequency when Bragg’s
condition is fulfilled.

2.2. Quantum treatment
To get a better insight, we can also treat scattering from the quantum point of view. In
this case, we will consider light as a particle with the momentum and energy. This allows
us to find the value of frequency shift only based on the laws of conservation of momentum
and energy in the system of interacting particles and quasi-particles.

2.2.1. Quasi-elastic scattering
We will write down equations for conservation of momentum and for conservation of
energy. We will consider the energy of incident photon and the kinetic energy of the
particle on which the photon is scattered

hfl + 1
2
mv2

p = hf ′
l + 1

2
mv′2

p, (2.5a)

hk⃗l +mk⃗p = hk⃗′
l +mk⃗′

p, (2.5b)

where h is the Planck constant, fl is the frequency of light, m is the mass of the particle
on which the light is scattered. Usually, the kinetic energy of particles is much lower than
that of the incident light, so this will result in small broadening of the frequency of the
scattered light. This process is called quasi-elastic scattering. The total cross-section is
proportional to [51][45]

σQES ∼ γ

(ωi − ωs)2 + γ2 , (2.6)

where ωi is incident frequency of light, ωs is scattered frequency of light and γ is a
broadening parameter which is dependent on thermal energy, entropy, heat capacity, etc.
One can see, that the highest scattering efficiency is reached when the scattered light has
the same frequency as the incident light.
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Figure 2.2: The Stokes (a) and anti-Stokes (b) processes are schematically shown. (c) The
schematic of back-scattering geometry. (d) Detectable spin-wave wavenumber de-
pending on the angle of incidence of light with a wavelength of 532nm.

2.2.2. Raman scattering
The light can also be scattered on intrinsic vibrational, rotational or higher excited states
of particles. This scattering will also be ruled by the equations of conservation of energy
and momentum. The cross section is given by [52, p. 379],

σR−aS ∼
∑
ωt

ωl(ωl + ωt)3

(ωl − ω)2 + γ2
R
, (2.7a)

σR−S ∼
∑
ωt

ωl(ωl − ωt)3

(ωl − ω)2 + γ2
R
, (2.7b)

where ωt is frequency of transition and γ2
R is damping parameter. We can see, that

Raman resonances can occur for several frequencies, depending on the number of allowed
transitions. Typically, the frequencies of these transitions are in the terahertz range, as
can be seen in Figure 2.3 (c).

In the experiment, the light is angularly divided by the dispersive grating, and then
the intensity distribution is measured in a charge-coupled device (CCD) camera. One of
the camera dimensions will be then proportional to the frequency shift.

Raman scattering can be used for analysis of substances because transition frequencies
are intrinsic properties of molecules. Also, a number of layers in graphene or binding
parameters between layers could be determined [53]. The Raman scattering is also widely
used in biology and pharmaceutical research [54, 55].

2.2.3. Brillouin light scattering
Now we will consider the case where the photon is scattered on a quasi-particle, e.g., a
phonon or a magnon. This scattering happens in a frequency range between hundreds of
megahertz to hundreds of gigahertz. Schematic of a typical Brillouin light spectrum is
shown in Figure 2.3 (c). In this case, we get this set of energy and momentum conservation
equations

hfl + hfqp = hf ′
l + hf ′

qp, (2.8a)
hk⃗l + hk⃗qp = hk⃗′

l + hk⃗′
qp, (2.8b)

where h is the Planck constant, fl is the frequency of light and fqp is the frequency
of quasi-particle. To conserve both the energy and the momentum, only two cases are
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2.2. QUANTUM TREATMENT

allowed. In the first one, the quasi-particle’s final energy is zero, the quasi-particle is
annihilated, and the energy of the scattered light is increased, which results in a shift
towards higher frequency. This is called the Anti-Stokes process, and it is schematically
shown in Figure 2.2 (a). In the second case, if the initial energy and momentum of the
quasi-particle are equal to zero, then the energy and momentum of the incident light are
used for the creation of a quasi-particle, thus the frequency of the scattered light is lower.
This is called the Stokes process, and it is shown in Figure 2.2 (b).

Typically, the back-scattering geometry is used in experiments, as shown in Fig-
ure 2.2 (c). In the thin film, the probed quasi-particle wavenumber is then equal to
twice the in-plane component of the wavenumber of the light. The limit of maximal
probed k-vector versus angle of incidence using 532 nm laser is shown in Figure 2.2 (d).
The maximal value of wavenumber is reached in the case where the laser beam is parallel
with the surface of the sample. Again, in the case of the green light (532 nm), the maxi-
mal value of probed wavenumber is 23.6 rad · µm−1, which is equal to the wavelength of
266 nm.

Scattering on magnons

To obtain the cross section, we will restrict only to the scattering of the light on magnons.
It was shown by Cottam [56] that scattering cross section is proportional to the population
of magnons, which is determined by Bose-Einstein distribution and by the imaginary part
of the Green function of the spin wave response

σB−aS ∼ Piωl(ωl + ωqp)3

exp(~ωqp
kbT

) − 1
Im {G} , (2.9)

for the anti-Stokes and
σB−S ∼ Piωl(ωl − ωqp)3

exp(~ωqp
kbT

)
Im {G} , (2.10)
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Figure 2.3: The calculated total cross-section of the Stokes magnon-photon process is shown
in (a) in dependence on temperature for the NiFe layer. The material parameters
can be found in Table 1.1. The thickness is 40 nm, and spin waves are propagated
in Damon-Eshbach geometry. (b) The ratio of the cross-section of Stokes and anti-
Stokes processes. The calculation parameters were the same as for (a). (c) The
schematic of the light scattering processes.
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2.3. INTERFEROMETERS FOR MEASURING BLS

for the Stokes process, where kb is the Boltzmann constant, Pi is incident power and
Im {G} is the imaginary part of Green function of the spin wave response. We modeled
the total cross section of Brillouin processes for different temperatures. In Figure 2.3 (a),
dependency of the Stokes signal on the temperature is shown. With decreasing the tem-
perature of the sample under investigation, the signal strength could be decreased by
three orders of magnitude.

The ratio between Stokes and anti-Stokes signal strength is shown in Figure 2.3 (b).
If the temperature reaches absolute zero, the population of magnons is rapidly decreased,
which results in a drastic decrease of signal for the Anti-Stokes process. On the other
hand, the Stokes signal remains almost unchanged. Other asymmetries can arise, because
of other effects, such as localization of some modes of a spin wave on a specific surface
[57–59].

2.3. Interferometers for measuring BLS
Two main approaches for measuring Brillouin spectra are used. They differ in the spec-
trometer used for scattered light analysis. The Virtually imaged phased array is mainly
used in biological applications, while the Tandem-Fabry-Perot technique is prevalently
used in material science.

2.3.1. Virtually imaged phased array Brillouin light scattering
This setup uses a Virtually imaged phased array (VIPA) for resolving the frequency shifts.
VIPA is a device that angularly separates the light in the dependence on its frequency,
similar to a prism or diffraction grating. In comparison with regular diffraction grating or
prism, it has a much smaller free spectral range (FSR), which is the range of detectable
frequency shifts, but it can resolve smaller shifts [61]. Typically, FSR for VIPA BLS
setups is around 30 GHz [60].

Laser

ObjectiveBeam splitter

Coupling lens

Sample

2D VIPACCD Notch filter

Scattered light

Glass plate

Line-focusing lens Angularly
resolved light

(c) 

(a)

(b)

Figure 2.4: (a) Schematic of whole VIPA setup for measuring Brillouin spectra. (b) Working
principle of VIPA. (c) Experimentally observed image on CCD camera of aceton
[60]. Stokes (anti-Stokes) peaks are marked with red (blue) circles. Elastic peak
is not visible because this peak is suppressed in notch filter.
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2.3. INTERFEROMETERS FOR MEASURING BLS

The schematic of the whole setup is shown in Figure 2.4 (a). Usually, a green laser with
the wavelength of 532 nm is used. It passes through a beam-splitter to the microscopic
objective, which focuses the light to a spot on the sample. On the sample, the light is
back-reflected and passes the objective again. The back-scattered light is coupled to the
fiber, which goes through a notch filter where the elastically scattered light (Rayleigh
line) is suppressed. This filter consists of a heated cell with iodine gas (in the case of the
532 nm laser). Then frequencies are angularly divided in the 2D VIPA. The 2D VIPA
consists of a glass plate, which is tilted with respect to the incident light, as can be seen
in Figure 2.4 (b). In contrast to the diffraction grating, the VIPA creates phase array in
the virtual image, which allows us to observe the interference. After the VIPA, the image
is recorded in the CCD/CMOS. An example of such an image is shown in Figure 2.4 (c).
To interpret this image, further analysis is required [62]. This involves the identification
of Rayleigh line, filtering, and extraction to a line graph.

Typicallyachievable contrast1 in the VIPA BLS is in the order of 55 dBm [63]. The
main advantage of the VIPA BLS is fast acquisition time, which is in the order of mil-
liseconds [63]. This makes VIPA BLS a useful tool for investigating samples, which are
not in an equilibrium state or suffer from heating induced by laser.

Applications of VIPA BLS

The acquisition of single spectra takes hundreds of millisecond [64], thus it is an optimal
technique for imaging of cells and slowly moving (drifting) objects. In Figure 2.5 (a) the
2D image of sheath cells from zebrafish is shown [64]. This measurement was performed
in vivo, where the acquisition speed is crucial. From the magnitude of the Brillouin shift,
one could deduce the mechanical properties of the extracellular matrix (ECM), which is
apparent between the vacuole and surrounding muscle. Another application of the VIPA
BLS is in clinical testing for keratoconus (thinning of the cornea). It was shown that

1In interferometry contrast means the ratio between the highest signal (usually Rayleigh line) and the
lowest detectable signal (e.g. Brillouin signal).
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Figure 2.5: (a) 2D map of Brillouin shift of sheath cells from zebrafish. The scale bar in
the down right corner is equal to 20µm. Taken from [64]. (b) Differences in
Brillouin frequency between left and right eye for normal people and with 1st
stage of keratoconus. The orange bars show mean value, while the gray bar shows
standard deviation. Taken from [65].
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= 5.32µm. The corresponding FSR is shown. (b) The cavity of FPi. Black and
red curve are standing waves, where transmission maxima occurs. The blue curve
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patients with the first stage of keratoconus disease have a significant change in Brillouin
frequency between their left and right eye, as is shown in Figure 2.5 (b) [65, 66].

2.3.2. Fabry-Perot Brillouin light scattering
The second approach uses a Fabry-Perot interferometry. Fabry-Perot interferometer (FPi)
consists of two parallel mirrors with high reflectivity, which are separated by a distance
of L1. The transmission through FPi can be expressed as [67, p. 5]

T = τ0

1 + (4F 2/π2) sin2 (2πL1/λ)
, (2.11)

where τ0 is the maximum possible transmission determined by losses of the system and
F is the finesse of the mirrors. The finesse depends on flatness and reflectivity of the
used mirrors. The transmission in dependence on the wavelength of light is plotted in
Figure 2.6 (a). The distance between two transmission maxima is called free spectral
range (FSR) and is given by

FSR = λ2

2L1
. (2.12)

The full width at half maximum is δλ, which is usually called resolution. From these two
variables we can compute the finesse

F = FSR
δλ

. (2.13)

The peak in the transmission occurs when a standing wave is formed, so the cavity length
is equal to an integer multiply of the wavelength. These cases are shown as the black
and red lines in Figure 2.6 (b). On the other hand, if this condition is not fulfilled, the
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2.3. INTERFEROMETERS FOR MEASURING BLS

transmission is suppressed. This is shown by the blue line in Figure 2.6 (b). To resolve
the frequencies of the transmitted light, one mirror is on a piezo attenuator and the length
L1 is varied in the range of one FSR. To increase the FSR, one has to decrease the cavity
length L1, but this will also increase δλ. So the resolution is increased as a trade-off with
measurement range.

Tandem Fabry-Perot interferometer

To overcome this issue A. S. Pine joined two FPis in series [68], which increased FSR, with
the same resolution. The resulting transmission is the convolution of transmission func-
tions of both interferometers. The transmission functions dependencies on the wavelength
are shown for two cavity lengths L1 = 5.32 mm and L2 = 5.05 mm in Figure 2.7 (a) and
(b). The cavity length L2 is exactly 90 % of L1. The corresponding FSR are 281 MHz for
L1 = 5.32 mm and 296 MHz for L2 = 5.05 mm, which is visible in Figure 2.7 (d) and (e).
The x-axis is shown as a frequency shift from 532 nm. The transmission maximum occurs
for both cavity lengths at 0 frequency shift, but the neighboring maxima are shifted by
15 MHz. When we perform convolution of these functions, these neighboring maxima are
suppressed, as can be seen in Figure 2.7 (c). After 20 FSRs of FPi1 and 19 FSRs of FPi2,
there is again a coincidence of transmission maxima and the light can pass through both
FPis. This spectral distance will be called FSR of tandem Fabry-Perot interferometer
(TFPi) and in this case, it will be 5.63 GHz, as can be seen in Figure 2.7 (f).

The transmission does not go directly to zero, but small so-called ghosts remain in the
spectrum. These ghosts are visible in a detailed picture of the TFPi transmission function.
Again the x-axis represents the frequency shift from 532 nm. The y-axis is zoomed to the
region near zero transmission. The transmission of these ghosts is higher in the vicinity
of the central peak and they are in a maximum of 1 %.
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Figure 2.8: (a) Schematic of the six-pass Tandem Fabry-Perot interferometer. (b) The
schematic of the mirror and its degrees of freedom, which are compensated by piezo
actuators. (c) Schematic of the Fabry-Perot etalon with cavity length change based
on the heating by Peltier element. (d) The black curve represents the spectra of
commercial laser obtained by the TFPi. The red curve represents the theoretical
transmission function of etalon developed by J. Sandercock.

To use the TFPi as a spectrometer, synchronous scanning of both FPis is essential.
The increments of cavity lengths of both FPis have to fulfill this ratio

δL1

δL2
= L1

L2
, (2.14)

where δL1 and δL2 are changes in cavity lengths.
This can be done by changing the optical path between mirrors with a change of

pressure, thus refractive index of filled gas [69]. But usually, it is not possible to achieve
big enough change in pressure and the corresponding change in optical length.

J. Sandercock came with a stable mechanical solution, where both FPis share the
same scanning stage [70–72]. The first FPi is in the direction of the scanning stage. The
second FPi is tilted by a fixed angle ϑ.

The change in cavity length L1 = ∆ will result in change in L2 = ∆ cosϑ. This
relationship will satisfy the equation (2.14).

To further improve contrast, the light is guided several times through FPi in different
positions of mirrors. In the case of the TFPi designed by J. Sandercock, three passes
through each FPi are realized, as is depicted in Figure 2.8 (a).

Another challenge is to keep mirrors parallel during long measurements, because of
thermal fluctuations and mechanical vibration. This was solved by the active stabilization
of mirrors during measurement. The two moving mirrors have piezo actuators for compen-
sation of tilt and z shift, as is depicted in Figure 2.8 (b). Also, the cavity lengths of both
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FPis are compensated with respect to each other and the position of elastic laser peak.
These piezo are optimized depending on the strength of the so-called reference beam. This
beam is divided by beam-splitter from the main source of light and then guided to TFPi.
During the scanning of TFPi, the input shutter continuously switches between the sample
signal and this reference beam to maintain the stability of the measurement.

To be able to resolve and correctly interpret the signal, a coherent and stable light
source is needed. Usually, solid-state lasers are used. The laser has to have the only first
transverse mode (TEM00) and any higher mode of operation (laser modes) have to be
suppressed. To further suppress these modes, a Fabry-Perot etalon can be placed after
the laser to act as a narrow band-pass filter.

In the solution developed by J. Sandercock, the cavity length of the etalon is changed
via heating using the Peltier unit, as is shown in Figure 2.8 (c). This system is also actively
stabilized with a feedback based on the transmission of the laser light. The spectra of a
commercially available laser source together with the theoretical transmission function of
the etalon, are shown in Figure 2.8 (d).

2.4. k-resolved Brillouin light scattering
This technique is used for the measurement of BLS spectra with a specific k-vector. Back-
scattering geometry is used, as is shown in Figure 2.2 (c). Due to the low signal strength, it
is necessary to use a lens for focusing and collecting the light. This will blur the resolution
in k-space but increase the signal dramatically.

Because of the used back-scattering geometry, the incident and scattered light share
the same beam path. The separation can be realized either with beam-splitter or with
a so-called catching-mirror. The catching mirror can couple all the light from the laser
source onto the sample, and approximately 90 % of scattered light passes to TFPi. This
is possible because the diameter of the laser beam is in order of hundreds of micrometers,
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Figure 2.9: (a) The schematic of k-resolved setup, which uses the tilting of the sample. (b)
The large aperture BLS setup schematic.
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and after reflecting from catching mirror and after scattering, it is usually expanded for
two-inch optics (52 mm), and only the small center area is lost.

It is a very challenging task to design a setup that allows convenient changing of the
sample and simultaneously easy change of the angle of incidence. To tackle this challenge,
two main approaches are used.

2.4.1. Tilting of sample approach
The first approach uses the tilt of the sample. The focusing lens has a focal point in the
order of tens of millimeters [73]. The schematic of the setup is shown in Figure 2.9 (a). If
the central point of the rotation is not coincidental with the laser spot on the surface of
the sample, the focus has to be found after each change of the tilt of the sample. The focus
is usually found with the thermal spin-wave signal strength in the TFPi. This procedure
requires a lot of time, thus measuring a lot of k-vectors could be cumbersome, but on the
other hand, k-resolution is limited only by the selection of the lens. The k-resolution can
be improved by using a lens with a smaller numerical aperture, but this will sacrifice the
signal strength.

2.4.2. Large aperture approach
The second approach uses a diaphragm and a lens with short focal length [74]. The laser
light irradiates the sample with a variety of angles because of the high numerical aperture
of the used lens. After the scattering, the laser beam passes through a diaphragm with a
changeable diameter. The schematic of the setup is shown in Figure 2.9 (b). The maximal
detectable k-vector is set depending on the opening of the diaphragm.

The selectivity of the direction of spin waves can be implemented by employing a
narrow slit. This slit is mounted in a rotatable holder, which allows an easy change of
the detected direction of spin waves. The resolution is affected by the width of the slit.

2.4.3. Applications of k-resolved BLS
This chapter will discuss the typical applications of k-resolved BLS. In the past, the main
focus was in material properties and the investigation of dispersion relations. Nowadays,
the main focus is shifted to the Dzyaloshinskii-Moriya interaction studies.

Material properties

k-resolved BLS can be used for obtaining dynamic magnetic properties of material [76,
77]. In this type of measurement, BLS thermal spectra are acquired for different angles of
incidence (k-vectors of spin waves). For each angle of incidence, a sweep of the external
field is performed. These points are then fitted with a model based on the calculation of
the dispersion relation.

This could be used for the measurement of the change of magnetic properties in multi-
layer systems [75]. Measured data for a system of cobalt layers and palladium spacers are
shown in Figure 2.10 (a). This data was fitted with a theoretical model, and parameters
such as saturation magnetization, gyromagnetic ratio, or layer thickness were obtained.
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Figure 2.10: (a) Measured data (squares) and fitted model (solid curves) of spin-wave frequen-
cies vs. applied field. The measured multi-layer system consists of 10 bilayers of
10 nm Co layer, and 12nm Pd layer. Adapted from [75]. (b) Measured and calcu-
lated dispersion relation of the array of magnetic permalloy wires. The thickness
was 40 nm, the wire width 1.8µm and gap between them 0.7µm (open symbols)
and 2.2µm (solid symbols). (c) The strength of DMi constant in dependence of
layer thickness. Solid lines are linear fits of experimental data.

Dispersion relation

Even dispersion from more complex systems such as microstructures [78, 79], or magnonic
crystals [80–82] can be investigated. In a study conducted by Jorzick et al. [83], the
dispersion of an array of permalloy wires was investigated. The wires were 40 nm thick,
with a width of 0.7µm. In Figure 2.10 (b), the first two thickness modes are visible.
Moreover, four other width modes are apparent.

DMI measurement

Since Dzyaloshinskii-Moriya interaction (DMI) [84] causes non-reciprocity of dispersion
in both, direction of magnetic field and spin waves, it is possible to measure its strength
with k-resolved BLS [85–88]. By observing the value of the frequency shift with fixed
k-vector during external field reversal, the strength of DMi could be resolved.

In work done by Belmeguenai [89], the dependency of DMi on the thickness of Co0.5Fe0.5
ultrathin layers was investigated. The result is shown in Figure 2.10 (c). It is apparent
that with increasing thickness of the layers, the strength of DMi becomes larger (smaller)
for Si (MgO) substrate.

2.5. µBLS
If we use an objective with a high numerical aperture instead of the focusing lens, a bunch
of k-vectors will be probed at the same time, as is shown in Figure 2.11 (a). One cannot
distinguish between the different k, or between different directions of spin waves. But it
is possible to get information about the density of states. On the other hand, the spatial
resolution is increased, and it is only limited by the diffraction limit of the used light.

To properly understand the signal from µBLS one can consider this relationship for
BLS cross section

σµBLS ∼ 1
exp(~ωSW

kbT
) − 1

D(ω), (2.15)
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Figure 2.11: (a) Schematic of µBLS objective. (b) Calculated dispersion relation of spin waves
in 82 nm permalloy thin film. (c) The measured and modeled cross section of
µBLS for permalloy layer with thickness 82 nm. The thickness modes are marked
by arrows.

where D(ω) is density of states of spin waves and ωSW is spin-wave frequency. The dis-
persion for permalloy layer with the thickness of 82 nm calculated for frequencies ranging
from 1 to 18 GHz is shown in Figure 2.11 (b). In this frequency range we can see three
thickness modes. From this dispersion relation we compute group velocity as

vg = ∂ω

∂k
, (2.16)

for each individual thickness mode. From the group velocity, one can obtain the density
of states [90, p. 110]

D(ω)dω = V

8π3
1
vg
dω, (2.17)

where V is volume. Because the equation 2.15 gives only proportional value, we can use
the following equation:

D(ω)dω ∼ 1
vg
dω. (2.18)

The density of states is numerically computed for all angles of propagation and the three
lowest thickness modes and numerically integrated. This density of states [D(ω)] is then
used for calculation of the theoretically modeled cross section which is shown in Fig-
ure 2.11 (c). In the frequency around 5 GHz the first (n = 0) thickness mode is visible.
The higher thickness modes (n = 1 and n = 2) are visible around 8 GHz and 14 GHz. The
measured data for the same system are shown as black squares, showing good agreement
with the theoretical prediction.

2.5.1. Applications of µBLS
Nowadays, the µBLS is a crucial tool in spin-wave research because of its versatility and
easiness of measurements. The applications of µBLS in the investigation of waveguides,
magnonic crystals, guiding of spin waves, spin-wave splitters, amplifiers, and spin-wave
sources will be discussed in the following sections.
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Spin-wave waveguide

The diffraction-limited resolution allows for a spatial investigation of spin-wave waveguides
with widths in the order of several micrometers. The study of two counter-propagating
spin waves was utilized in [91]. Spin waves were emitted from two antennas separated by
a 14µm long gap. The interference pattern was observed, as is shown in Figure 2.12 (a).
These measured data were confirmed by the micromagnetic calculation which is shown in
Figure 2.12 (b).

The excitation and propagation of spin waves with the wavevector confined to the
width of the waveguide (waveguide modes) were studied in [27, 93]. The interference
patterns, which are caused by this mode beating, were investigated in [94].

The external magnetic field generated by passing an electric current in a conductor
beneath the magnonic waveguide can change the magnetic state of the whole system. This
behavior could be used for steering of spin waves [92] as can be seen in Figure 2.12 (b), (c).
The branch with applied DC is in Damon-Eshbach like geometry, thus spin waves prefer
this branch over the other one, which is in backward volume geometry. Furthermore, the
spin waves could be guided by, e.g., changes in the width of waveguide [34, 95] or led by
curved waveguide [96, 97].

Magnonic crystals

As the signal from µBLS is proportional to the density of states of spin waves, this
technique can be used for measuring band gaps of magnonic crystals [98, 99]. The band
gaps would be apparent as a drop of BLS signal in forbidden frequencies, as can be seen in
Figure 2.13 (a). The presented crystal was created with ion irradiation of the permalloy
layer, which caused periodic modulation of the saturation magnetization.

Guiding of spin waves

The guiding of spin waves with sufficient propagation length is a big challenge. Flajsman
et al. [41] achieved this in zero magnetic field with the use of the metastable iron system,

2 mm maxmin

(a)

(b)

Idc = 100 mA

2.75 GHz

60° 60°

2.75 GHz

 (c)  (d)

Idc = 100 mA

Figure 2.12: (a) Measured 2D map of the interference pattern from two counter-propagating
spin-wave beams. Both beams are excited by antennas, which are shown as
orange rectangles. (b) Calculated pattern of interfering spin waves for modes
with n = 1,3,5,7. Both figures are taken from [91]. The µBLS intensity maps of
permalloy waveguides for DC applied in the left (c) and right(d) branch of the
underlying electric waveguide. Taken from [92].
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Figure 2.13: (a) In the left panel µBLS signals of reference permalloy layer and magnonic crys-
tal with modulated saturation magnetization are shown. In the right panel, ana-
lytically calculated dispersion relation for the corresponding thin layer of permal-
loy is shown. The boundaries of the two Brillouin zones are marked. Taken from
[98]. (b) Two-dimensional distribution of BLS intensity of spin waves coupled
into a Néel domain wall. Taken from [100]. (c) T-based magnonic beam splitter
realized with YIG waveguides. Taken from [101].

where uniaxial magnetic anisotropy can be imprinted. In these circumstances, Damon-
Eshbach like propagation could be achieved even in a narrow magnetic waveguide without
the use of the external field.

Another approach is to couple spin waves into topological waveguides such as Néel
domain walls [100, 102]. This is shown in Figure 2.13 (b), where spin waves are excited
with a microstrip antenna and then propagate in a nanochannel created by the Néel
domain wall.

Spin-wave splitters

Another difficult task is the splitting of spin-waves beams in magnonic circuitry. The T-
based spin-wave beam splitter was demonstrated in YIG [101, 103]. The measured BLS
intensity is shown in Figure 2.13 (c) in the upper panel. The middle panel shows the
spin-wave intensity obtained from the micromagnetic simulation. The lower panel shows
a snapshot of out-of-plane magnetization.

Spin-wave amplifiers

To have sufficient signal even after the splitting of spin-wave beams, amplification is
needed. The spin waves exhibit parametric pumping, which can be used for this purpose
[104, 106, 107]. In the case shown in Figure 2.14 (a), the spin waves are amplified by the
external magnetic field created by the underlying electric waveguide. In the position of the
amplification area, the lateral dimension of the waveguide is restricted, thus the current
density is remarkably increased. This results in the higher amplitude of the magnetic
amplification field in this area and amplification of spin-wave intensity, as can be seen in
Figure 2.14 (b).

Spin-wave sources

Also, the integration of spin-wave circuits into DC CMOS technology is possible through
spin Hall nano oscillators (SHNO) [105, 108]. In Figure 2.14 (c), a schematic of the
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Figure 2.14: (a) Schematic of parametric amplification of spin waves. The blue rectangle is
permalloy magnonic waveguide. Spin waves are excited in a copper microstrip
antenna. The alternating current with twice higher frequency than the frequency
of spin-wave is flowing though a golden pad under the permalloy waveguide. (b)
Measured BLS intensity for cases with only excited spin waves (red curve), only
parametrically pumped spin waves (green curve), the numerical summation of
these two is (blue curve) and both cases combined (black curve). Both figures
are taken from [104].(c) Experimental schematic of the generation of spin waves
through spin-transfer torque. The BLS intensities measured for different DC, as
is shown in panel (c). Taken from [105].

experimental realization of SHNO is presented. DC is applied to the gold electrodes.
Spin waves are then emitted to the direction perpendicular to current flow and probed by
means of µBLS. The measured BLS intensities for different current values are shown in
Figure 2.14 (d).

2.6. Phase-resolved µBLS
In µBLS, the k-resolution is sacrificed in order to achieve a high spatial resolution. The
objective with high numerical aperture integrates over a wide variety of angles, as was dis-
cussed in section 2.5. This sacrifice allows achieving a high, diffraction-limited resolution.
However, the Brillouin light scattering is a phase-sensitive process, thus a phase informa-
tion can be obtained from spin waves. To get this information, another reference signal
with the same frequency, sufficient coherency, and constant phase has to interfere with
the inelastically scattered light. This allows observing an interference pattern between
these two signalswhich can be used for an investigation of the spin-wave phase. This
experimental technique was developed in the research group led by prof. Hillebrands [109,
110].
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2 . The modeling of these signals is discussed in appendix D. (b)
Extracted phase from signals in panel (b) based on equation 2.19.

To add the reference signal, an electro-optical modulator (EOM) is added to the laser
beam path before the microscope. The schematic of the phase-resolved setup is shown
in Figure 2.15. The EOM is driven with the same frequency as the spin waves. This is
realized by a 3 dB divider, which is placed after the high-frequency generator. A small
fraction of the light is modulated in the EOM and shares the same beam path as the
light with unchanged frequency. Then both parts are reflected from the sample, where a
part of the laser light is shifted to the same frequency as the electrically modulated light,
but the phase is affected by the spin-wave phase. These two signals then interfere on the
detector.

The phase of the electrically modulated light can be changed via a phase shifter, which
is placed between the power the divider and the EOM. To reconstruct the full phase of spin
waves, four measurements must be done. These are: two interference patterns between
the EOM and the spin wave signal (r0 and rπ

2
, which are shifted by π/2 with respect to

each other),the signal only from spin waves (R) and the EOM signal (E). Thus, for the
experimental realization we need two RF switches. One switch controls the excitation of
spin waves, while the second controls the EOM. If both switches are on, the interference
pattern can be measured. If only the switch to the EOM is turned on, the intensity of
electrically modulated light is measured and in the last case (only spin wave excitation),
the exponential spin wave decay is measured. The analytic model of these data is shown
in Figure 2.15 (a). The complex spin wave is then calculated as

Re {ΨSW(x)} = r0(x) −R(x) − E(x)
2
√
E(x)

, (2.19a)

Im {ΨSW(x)} =
rπ

2
(x) −R(x) − E(x)

2
√
E(x)

, (2.19b)
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2.6. PHASE-RESOLVED µBLS

where ΨSW is the complex wave function of the measured spin wave. From these two
components the phase ΦSW is then obtained from the following formula

ΦSW = atan
(

Im
Re

)
+ sπ, (2.20)

where s = 0, ±1 and it depends on the quadrant of the complex spin wave. To calculate
the wave vector for the single-mode spin wave, the dependency of the phase on the distance
from the source has to be measured. The modeled phase of the plane wave single-mode
spin-wave is shown in Figure 2.15 (b). The distance between two phase-jumps is equal
to the wavelength of the spin wave. To perform a linear fit of the phase Φ, which will
reveal the k-vector, the measured phase has to be unwrapped. This means that the
multiples of π have to be added when the phase reaches 0 or 2π. The Φ0 stands for the
offset of phase and has no physical meaning. The calculated unwrapped phase is shown
in Figure 2.15 (c). As such treated data should look like a linear increase or decrease,
depending on the direction of the phase shift between two interference patterns. The
following equation is used for fitting

Φ = Φ0 + kx, (2.21)

where Φ0 stands for the offset of phase and has no physical meaning.
However, the spin-wave wavelength can be also obtained with a single interference

linescan (r). In this case, the measured data are fitted with the following model

r(x) = R(x) + E(x) +
√

2R(x)E(x) cos
(

2πx
λ

+ Φ0

)
, (2.22)

where E(x) can be assumed as a constant for homogeneous samples, λ is the wavelength
of spin waves, Φ0 is the phase offset and the R(x) is assumed as exponentially decaying
function

R = Rmaxexp
(

− x

latt

)
, (2.23)
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Figure 2.16: (a) The five analytically modeled signals used for obtaining full phase from BLS
measurements. Red curve is signal only from EOM, green curve is intensity
measurement, blue and black curves are interference measurements, which are
shifted in respect to each other by π

2 and the violet curve represents the incoherent
thermal signal. The modeling of these signals is discussed in appendix D. (b)
Extracted phase from signals in panel (a) based on equation 2.24 (red curve) and
2.19 black curve. (c) Unwrapped (added multiplies of π) phase from panel (b).
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2.6. PHASE-RESOLVED µBLS

where Rmax is the maximum of spin wave intensity and latt is the propagation length. If a
sample with non-homogeneous reflectivity is measured, the BLS linescan with only EOM
signal switched on can be measured and plugged into the fit.

In the samples where signal from the incoherent thermal magnon excitation is strong,
it is necessary to take this into account. There will be an offset in each of the four
measured signals. The thermal linescan (T ) with all switches off has to be measured and
then subtracted from remaining signals. In this circumstances the equation 2.19 will be
as follows

Re {ΨSW(x)} = r0(x) −R(x) − E(x) + T (x)
2
√
E(x) − T (x)

, (2.24a)

Im {ΨSW(x)} =
rπ

2
(x) −R(x) − E(x) + T (x)

2
√
E − T (x)

. (2.24b)

The five modeled signals (E, R, r0, rπ
2

and T ) with thermal signal taken into account
are shown in Figure 2.16. In Figure 2.16 (b) the calculated phase is shown. The black
line is calculated following equation 2.19, whereas the red line is calculated with the use
of 2.24. The unwrapped phases of both calculations are shown in Figure 2.16 (c). The
phases are similar when the thermal signal is low in comparison with the spin-wave signal.
When the thermal signal starts to be significant, the calculated phase according to 2.19
starts to converge to a constant value. But even in the case of subtraction of the thermal
background, the computation of the phase is limited by the signal to noise ratio.

2.6.1. Application of phase-resolved µBLS
As was already discussed in section 2.6, the phase resolved Brillouin light scattering can
be used to obtain the dispersion relation of thin films or magnetic waveguides [111, 112].
Similarly to k-resolved BLS, it can be also used for material or waveguide characterization
[41, 111]. The advantage of the phase-resolved BLS over k-resolved is better spatial
resolution, on the other hand the thermal excitation cannot measured by phase-resolved
BLS.
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Figure 2.17: (a) Measured interference signal (R) with respect to scan length and external
magnetic field for permalloy stripe 2.5 × 100µm2 and with nominal thickness of
40 nm. The black (white) regions represent positions of constructive (destructive)
interference. (b) The full reconstruction of spin wave phase in selected fields. The
calculated wavelengths from panel (a) and (b). Taken from [111].
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2.6. PHASE-RESOLVED µBLS

Material characterization

The material characterization is usually done by measuring only the interference pattern
in dependence of the external magnetic field and determining the wavelength by fitting the
equation 2.22. This map, where one axis is the spatial dimension along the propagation
axis and the second is the external magnetic field is shown in Figure 2.17 (a). To compare
approaches of full phase reconstruction and fitting of the equation 2.22, the phase evolu-
tions for fields 20, 30, 40 and 50 mT were measured and are shown in the Figure 2.17 (b).
According to equation 2.21, the wavelengths of spin waves were extracted. Figure 2.17 (c)
shows extracted wavelengths from the fit, calculated dispersion relation, and four mea-
sured data points with employing the full phase reconstruction. These two approaches
are in good agreement with respect to each other and the theory. Since the interference
measurement is four times faster than the full phase reconstruction, it is usually used for
material characterization in samples with sufficient signal.

The dependence of the wavelength to the external field with fixed frequency is mea-
sured instead of the dependence of the wavelength (wavenumber) to frequency (dispersion
relation), because usually, EOMs suffer from a strong dependency of the signal strength
on driving frequency. The signal could change even so much, that it could be dangerous
for the single-photon detector, which makes automatized measurements impossible.

Phase of excited spin waves

The phase-resolved BLS is also used to study microwave excitation from either an antenna
or a coplanar waveguide. In the study done by Fallarino [113], the non-reciprocity in spin-
wave amplitude for Damon-Eshbach geometry and coplanar waveguide was analyzed. One
direction of spin waves is remarkably higher in amplitude, as shown in Figure 2.18 (a) black
curve. This direction depends on the direction of static magnetization (which is usually
steered by the external magnetic field). This behavior is present because of the near-
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33
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field effects of the excitation field on spin-wave precession, which results in a constructive
(destructive) interference. This can be concluded from the interference signals [blue and
red curves in Figure 2.18 (a) ].

Another interesting non-reciprocity arises for backward volume spin waves excited
by a microstrip antenna [109]. The phase shift of π is present between the counter-
propagating excited spin waves, as can be seen in negative k in Figure 2.18 (b). On
the other hand, the spin waves in Damon-Eshbach geometry, which are non-reciprocal
in amplitude distribution along with film thickness, do not exhibit this shift and the
measured difference in phase for both directions of propagation is within the measurement
error as is shown in positive k in Figure 2.18 (b).

2.7. Time-resolved BLS
From the nature of Brillouin scattering, the BLS works in the frequency domain (Fourier
transformation of the time-domain), so there is no need in achieving temporal resolution
in the order of precession periods of magnetization (ps → ns). But the evolution of spin
waves in the order of 1 ns → µs can be captured with the use of time tagging technique.

The spin waves are usually excited by an electrical pump pulse to a microstrip antenna
or a coplanar waveguide. This pulse is also used for setting the time t0 (start of the pulse)
in the time-of-flight acquisition card. This card is also synchronized with the scanning
of TFPi, so the frequency information can be recorded as well. It means that for every
detected photon on the detector, the spatial position, the time difference to t0, and the
frequency of the photon can be saved.

Due to a rather low scattering cross-section of the BLS process, thousands of pulses
are usually measured. This implies that all processes have to be stochastic and repeatable.
This is ensured by a sufficient delay between the individual pulses.

2.7.1. Application of time-resolved µBLS
The time-resolved BLS technique has the main usage in the study of non-linear processes
or Bose-Einstein condensation. Also, the group velocity of spin-wave packets can be
measured.

Group velocity

The time-resolved BLS technique can be used for the measurement of the group velocity
of spin waves [114, 115]. This is achieved by measuring the arrival time of a spin-wave
packet at a certain distance from the antenna. The group velocity is then

vg = x

τ
, (2.25)

where x is the distance from the antenna, and τ is the time delay from the pulse.
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Figure 2.19: (a), (b) Time-resolved (a) and time-integrated (b) BLS measurement on the non-
linear processes in YIG film with thickness of 2.2 mm. The lowering of the signal
strength at fp after 30 ns is visible. Also, in time-integrated signal the fp

2 is
stronger than fp. Taken from [118]. (c) Dispersion relation of YIG thin film with
thickness 5.1µm. The global minimum occurs at 2.91 GHz. (d) Time-resolved
BLS measurement of wavevector distribution during Bose-Einstein condensation.
The white lines represent k-vectors with the same frequency. In the τ = 700 ns
all magnons are condensed to the global energy minimum. Taken from [121].

Non-linear processes

Another use of time-resolved BLS is in studies of non-linear magnon processes [116, 117].
In the study done by Liu, the three magnon process in YIG was investigated [118]. A
current pulse with the duration of 5µs, the repetition rate of 5 kHz and the power of
575 mW was applied2. In the first 30 ns of the pulse the highest BLS signal was recorded
for the pumping frequency, as can be seen in Figure 2.19 (a). This is due to the leading
edge of the pulse. Not enough power is delivered to the system and spin waves are in the
linear regime. After this 30 ns of the pulse, the nonlinear processes dominate, and the peak
is visible at half of the pumping frequency fp

2 . When the trailing edge of the pulse starts,
there is again not enough power to be above the non-linear threshold and the majority
of the signal comes again from spin waves at the pumping frequency. Time-integrated
spectra further prove these findings, as is visible in Figure 2.19 (b). The frequency fc
results from the combination of two fp/2 magnons.

Bose-Einstein condensation

The formation of Bose-Einstein condensate in magnon gas can also be investigated with
the time-resolved BLS [119–121]. In Figure 2.19 (c), the dispersion relation for in-plane
spin waves in YIG is shown. The global energy minimum is apparent at 2.91 GHz, in the
so-called backward volume geometry. Due to the existence of the global energy minimum,

2which is above non-linear threshold (∼ 200 mW)
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the chemical potential is introduced to the system, which limits the number of magnons
(quasi-particles). If the system is then overpopulated, the Bose-Einstein condensation
occurs, and the confined peak at 2.91 GHz is formed as can be seen in Figure 2.19 (d).
During the Bose-Einstein condensation, the number of particles in the system has to be
conserved, so only four magnon scattering processes can occur. Another condition is, that
the relaxation time of the spin precession has to be large enough.
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3. Construction and characterization
of the phase-resolved BLS setup

This chapter discusses the design, construction, and characterization of the phase-resolved
BLS setup. The setup is based on the design of the intensity-resolved BLS setup built-in
2018-19 by Lukáš Flajšman [122]. The first part of the chapter shows the design of the
setup, while the second section deals with the characterization of the individual parts and
performance of the whole setup.

3.1. General overview
The overall schematic is shown in Figure 3.1 (a). The setup is designed in a way that it
can use two lasers, which can be easily interchanged. Both lasers are shown in side-view
in Figure 3.1 (c). This allows us to continue measuring, even if one of the lasers needs
maintenance. The first optical component which light passes is Faraday isolator. Then,
the light is guided to Fabry-Perot (FP) etalon. The 10 % of the light is then split and
steered towards the interferometer and used for stabilization. The rest of the light (90 %
goes through the half-wave plate and polarizer. The beam is expanded with the use of
two lenses. The electro-optical modulator (EOM) is placed in the focal point of this beam
expander.

To achieve sub-micrometer spatial resolution, we used a commercially available scan-
ning microscope. The laser light is routed to objective and back-scattered light is decou-
pled from the microscopic module. Before entering the interferometer, the polarization
of the light can be adjusted with another half-wave plate. In order to spatially filter the
light before passing through interferometer mirrors, we use the lens in a 3D positionable
lens holder and a changeable aperture.

The interferometer was purchased from Table Stable ltd. After passing both interfer-
ometers, the light is led to a single-photon counter.

3.2. Light source
The first laser is Laser Quantum Torus, and the second one is Cobolt Samba. There
are several requirements for the laser, which have to be fulfilled. The laser must have a
single-mode operation, which means that the higher laser modes are suppressed. These
modes are usually equidistantly distributed around the main mode in the span of several
gigahertz. This range is of the main interest in the typical BLS measurement, so the
undisturbed spectrum is necessary. The Torus laser suppresses these peaks by a factor of
four, when compared to Samba laser.
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Figure 3.1: (a) Schematic of the used BLS setup. (b) Side-view of the microscope module and
electro-magnet. (c) The side-view of the two used lasers.

To be able to measure the BLS spectra, sufficient laser power is needed. The Torus
laser is specified to 250 mW, while Cobolt Samba is specified to 300 mW.

During the long-term measurement, the stability of the laser is crucial. We measured
the stability of both lasers over the span of two hours. The measured data is shown in
Figure 3.2 (a). Both lasers oscillate within 1.5 %.

3.2.1. Faraday isolator
The feedback loop of the laser can be compromised by the back-reflected light. To prevent
the back-reflected light from entering the laser aperture, a Faraday isolator is placed right
after the laser source.

The Faraday isolator consists of two polarizers, glass, and a permanent magnet. After
passing the first polarizer, the polarization axis is rotated. The polarization axis of the
second polarizer is then adjusted to be the same as the new polarization axis of the light.
If the light enters the Faraday isolator from the other side, the sense of rotation is opposite,
thus majority of intensity cannot pass. The attenuation is around 40 dB. Faraday isolator
also decreases the primary laser intensity. In our setup, we lost approximately 7 % of the
light intensity after the transmission through the Faraday isolator.
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Figure 3.2: The stability of the light intensity of Cobolt Samba (red curves) and Torus (black
curve) (a) after laser and (b) after Fabry-Perot etalon.

3.2.2. Fabry-Perot etalon
To further suppress the unwanted laser modes, we added a Fabry-Perot etalon to our
setup. We use the solution developed by Table Stable ltd. The primary laser beam loses
around 8 % of the intensity upon transmission through the etalon. The stable state of the
active stabilization is reached approximately after two hours of operation. We measured
the stability of the etalon as the intensity fluctuation over the time span of 5 hours. The
data were already acquired in the stable state of etalon active stabilization. The measured
data are shown in Figure 3.2 (b). For both lasers, the fluctuations caused by the FP etalon
are below 2 %.

In the case of Cobolt Samba, the laser modes are suppressed by a factor of 55. The
Torus has weaker laser modes than Cobolt Samba, so after the filtration in FP etalon,
they are already in the order of the background noise.

3.2.3. Adjusting of incident laser intensity
The polarizer and a half-wave plate are used to change the incident light intensity on
the sample. The polarizer is in a fixed holder, so the polarization axis is not changed
between measurements. The change of the incident intensity is done by rotating the half-
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Figure 3.3: (a) The incident intensity versus the half-wave plate angle. The measured data
(squares) were fitted with the sin2 (red line). (b) signal strength in dependence
on the incident intensity. The measured data (squares) were fitted with a linear
function (red line).
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3.3. ELECTRO-OPTIC MODULATOR

wave plate, which is mounted on a motorized rotational holder. The dependence of the
incident intensity of the Torus Laser on the angle of the half-wave plate (κ) is shown in
Figure 3.3 (a). The measured data (I) was fitted with function

I = Imax sin (2κ) , (3.1)

where Imax is maximal intensity. The fit reveals that the maximal possible incident inten-
sity is Imax = 15.21 ± 0.05 mW1.

We measured the dependency of the signal strength on the incident intensity. The
results are shown in Figure 3.3 (b). The measured data are fitted with the linear function,
as is predicted by the equations 2.9 and 2.10. But this linear behavior will only hold
to certain light intensity. After passing the threshold intensity, another effects can arise,
such as a reduction in saturation magnetization or burning of the sample. This threshold
intensity can vary a lot for different samples, for example, in thinner samples can be much
lower.

3.3. Electro-optic modulator
To perform the phase-resolved measurement, the modulation of the phase of the light is
essential. The electric schematic is shown in Figure 3.4 (a). As a signal generator, we use
R&S SMB100A, which allows frequencies in the range of 100 kHz − 40 GHz. Then the
signal is split in 3 dB power divider (P214H). To allow easy switching between different
measurements, the RF-switches (CCR-33S8E-T) are in both branches. One branch is
connected to the probe, which can be contacted to the excitation antenna.

The optional bias-tee can be added between the RF switch and the excitation antenna.
The direct current (DC) from the antenna is put into the ohmmeter. The resistivity of
measurement can then be used for checking if the contacting was successful. But in
our setup, the probability of burning antennas was dramatically increased with mounted
bias-tee, thus in the current version, this element is omitted.

The signal in the second branch passes through the attenuator (AV884H-10), the
phase shifter (P1507-28), and the electro-optic modulator (QUBIG TW-15M1-VIS). The
measured strength of the modulated signal versus the driving frequency is plotted in
Figure 3.4 (b). We can see that the signal exhibits a strong maximum between the 2

1The light passes through several mirrors and and two 50:50 beam splitters.
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Figure 3.4: (a) The schematic of the RF signal in phase-resolved BLS. (b) The spectra of EOM
obtained for different driving frequency.
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3.4. MICROSCOPE MODULE

and 4 GHz. This non-constant behavior can be compensated by the aforementioned RF
attenuator.

To guide the light with minimal losses through the EOM, it is essential to focus the
light into the input aperture. This is done by placing the EOM to the focal point of the
beam expander and by careful positioning. The resulting power loss is around 1 %.

3.4. Microscope module
The microscope module was purchased from THATec Innovation gmbh. This scanning
optical microscope also allows for easy sample contacting with the integrated micro-
positionable probe station. The contacting is done in the so-called contacting position,
where the microscope with lower magnification is used. The sample stage with contacted
probes then can be moved under the high-resolution objective lens (LD EC Epiplan-
Neofluar 100x/0.75 BD). Both optical systems use the same illumination and camera.
The picture of the excitation antenna on the permalloy thin film obtained in the measure-
ment position (with high-resolution objective lens) is shown in Figure 3.5 (a).

Used objective lens allows measurements with the spatial resolution below 300 nm. We
characterized the width of the beam with a knife-edge technique. We scanned over the
edge of the permalloy waveguide with the width of 4µm and the thickness of 20 nm in the
field of 20 mT. The spatial step was 100 nm. The obtained data with fitted error function
are shown in Figure 3.5 (b). The Gaussian beam width was fitted as wGauss = 270±30 nm.

3.4.1. Electromagnet
Usually, the spin-wave BLS experiments require an external magnetic field. In our setup,
we use an electromagnet, which is mounted on the rails to allow moving of the sample
stage between the contacting and the measurement positions without hitting the objective
lens.

In some spin-wave experiments, such as measuring of the DMI constant, or Bose-
Einstein condensation, the exact knowledge of the external magnetic field is essential. In
order to characterize the field of the used magnet, we scanned with three dimensional
Hall probe across the gap, while the current was set to the maximum value of 18 A. This
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Figure 3.5: (a) The image taken from the microscope. This antenna was used in section 3.6.
(b) The signal strength acquired while scanning over the edge of a permalloy stripe.
The measured data (squares) are fitted with an error function (red line).
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Figure 3.6: (a) The hysteresis loop measured in the sample position. (b) The evolution of the
three components of the magnetic along the gap of the electromagnet.

measurement is shown in Figure 3.6 (c). The field in y-direction varies by approximately
10 %. The other components of the field are below 0.4 % in the center of the gap.

We measured two hysteresis loops, one at the sample position (center of the gap) and
one at the usual position of the probe. The hysteresis loop at the position of the sample
is shown in Figure 3.6 (b). The maximum field at the sample position is approximately
670 mT. This field is sufficient for the majority of a spin-wave experiments.

During the optical measurement in the BLS, the Hall probe needs to be slightly off-
centered. It was verified that the magnetic field measured at the sample position is
proportional to the magnetic field at the permanent probe position with a multiplication
factor of 0.96. This value was found by dividing the slopes of hysteresis loops in both
positions.

3.5. Tandem-Fabry-Perot interferometer
As the interferometer, we use TFP-2 HC from Table Stable ltd. The acquisition of the
signal is done by the single-photon counter Hamamatsu C11202-050. The mirrors in the
TFPi are coated with anti-reflexive layers tuned to 532 nm wavelength of the light. To
ensure the mechanical stability, the whole interferometer is placed on the active vibration
isolator.

We determined the stability of the alignment of the TFPi by measuring the strength
of the reference signal. In this signal, the oscillation of the laser and FP etalon is also
included. These oscillations are low in comparison to the oscillations of the TFPi itself,
so the resulting signal is mainly affected by the drift of both mirrors. The strength of the
reference signal over span of 12 hours is plotted in Figure 3.7 (a). On the right axis are
voltages of all six stabilizing piezo actuators. There are two types of oscillations. The
first type has period around half of an hour, and the relative change around 10 %. This
fluctuation is caused by the active stabilization of the mirrors. The second fluctuation is
caused by the gradual misalignment of the whole interferometer. This fluctuation can be
optimized by the properly chosen dither parameter.

The dither parameter determines the change in the voltage of piezo actuators in individ-
ual steps during the stabilization. We investigated the dependence of the relative change
in the reference signal on the dither parameter. With each dither value, we measured over
the span of 12 hours. The result is shown in Figure 3.7 (b). If the dither parameter is too
low, the changes of the signal are below the noise level, thus the alignment is gradually
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Figure 3.7: (a) The stability of TFPi over the span of 12 hours. The red curve (left axis)
shows the strength of the reference signal. The right axis shows the voltage on
the piezo actuators. X1 (X2) and Y1 (Y2) are the piezo compensating tilt of the
first (second) interferometer, dZ piezo compensate for the relative change in cavity
length and Z piezo compensates the shift from central frequency.(b) The relative
change in reference signal strength versus dither parameter. The reference signal
was measured for each point for 12 hours.

lost. On the other hand, if the dither parameter is too high, the alignment is crudely
changed during each step of stabilization. Based on these findings, we decided to use the
dither parameter 0.01 V for further measurements as it provides the most stable active
stabilization of TFPi.

3.6. Verification of the setup
The setup was verified with the measurement of a well-known system. For this purpose,
we decided to use a thin permalloy layer with lithographically prepared antennas for the
excitation of spin waves. The width of the microstrip part of the antenna is 500 nm. This
width allows to excite spin waves with k-vector from 0 to approximately 12 rad/µm. The
thickness of the permalloy layer is 40 nm. The calculated dispersion relations of the sample
for the first two thickness modes are shown in Figure 3.8 (a). The measurement of the
thermally excited spin waves reveals both of these modes, as can be seen in Figure 3.8 (b).
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Figure 3.8: All panels assumes external field of 10 mT. (a) The calculated dispersion relation
for studied 40 nm permalloy film. (b) The thermally excited spin waves. (c) RF
sweep approximately 2µm away from the antenna.
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Figure 3.9: (a) - (d) The four BLS measurements needed for full phase reconstruction. (a)
The intensity measurement. There is no electrically modulated part of the light.
(b) Only electrically modulated light. There is no current in antenna. The inter-
ference between spin waves and EOM signal for two phases shifted by π/2. (d)
Reconstructed phase from measurements (a)-(d).

To see the response of the system, we measured RF spectra, where spin waves were
excited by microwave antenna. The laser spot was placed approximately 2µm away from
the antenna. Results are shown in Figure 3.8 (c). For the phase-resolved measurement,
we chose 6 GHz, as it provided sufficient signal and the spin-wave wavelengths at this
frequency are in the order of micrometers.

To reconstruct the full phase of spin waves, four measurements are needed, as was
discussed in section 2.6. These four measurements are shown in Figure (a)-(d). From
the intensity measurement [Figure 3.9 (a)], we can see that spin waves are excited only
in the microstrip part of the antenna. The EOM signal is proportional to the reflectivity
of the sample, which is constant for the thin film, as can be seen in Figure 3.9 (b). The
two interference patterns [Figure 3.9 (c) and (d)] are phase-shifted by π/2, as is expected.
The not-distorted phase fronts are apparent. We can observe a decrease of the signal in
the vicinity of the antenna due to the scattering from the edges.

The reconstructed phase shows the phase shift between the two parts of the excitation
antenna. This is caused by the opposite current flow in the antenna. The linear increase in
the direction from the antenna is present after two micrometers. In this region, non-linear
phenomena are present, which distorts the phase. From this slope we found the k-vector
as k = 1.96 ± 0.02 rad

µm , which is in agreement with the calculated dispersion relation.
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4. Propagation of spin waves through
Neél domain wall

The propagation of spin waves through domain walls (DW) is of high interest. Recently,
it has been shown that domain walls can serve as a spin-wave valve depending on its
magnetic state (head-to-head and tail-to-tail spin configurations) [123]. In samples with
perpendicular magnetic anisotropy, it was demonstrated that domain walls could affect
both spin-wave amplitude and phase and that spin waves can move the domain wall by
spin torque phenomena [124–127]. Moreover, domain walls may also serve as a source and
probe of spin waves with short wavelengths [128] or can be used as magnonic conduits by
themselves [100, 129]. However, no experimental study was conducted to reveal the spatial
evolution of spin waves transmitted through a domain wall in a magnonic waveguide. A
thorough understanding of the behavior of spin waves in magnonic waveguides hosting
domain walls is necessary for designing future integrated magnonic circuits as they present
the most elementary building block of magnonic circuitry.

This chapter elaborates on the propagation of spin waves through the Neél type do-
main wall in a magnetic waveguide written in a metastable paramagnetic iron matrix. The
static magnetic configuration is revealed with the use of micromagnetic modeling and con-
firmed experimentally by magnetic force microscopy (MFM) measurements. The dynamic
properties of spin-wave propagation are investigated by means of µ-BLS measurements,
and further insight is provided via dynamic micromagnetic simulations.

4.1. Sample preparation
To prepare a sample suitable for this study, we used a metastable fcc Fe78Ni22 thin film
with a nominal thickness of 16 nm. The films were grown on a Cu(001) single crystal
substrate under ultra-high vacuum conditions by the evaporation from Fe78Ni22 rod (2 mm
thick, purity 99.99%, heated by electron bombardment) at a residual CO pressure of
5×10−10 mbar [44]. After deposition, the sample was transferred to the scanning electron
microscope for focused ion beam irradiation. We oriented the long axis of the waveguides
along the fcc[010] direction of the Cu substrate in order to obtain the highest possible
magnetocrystalline anisotropy [43]. To imprint the anisotropy direction perpendicularly
to the long axis of the waveguide, we wrote the structures with a single pass of a 30 keV
Ga+ ion beam (30 nm spot, beam current of 150 pA and 5µs dwell time) with the fast
scanning direction rotated by 80◦ from the waveguide’s long axis. The resulting ion dose of
4×1015 cm−2 has given reliable growth conditions for all the waveguides. The dimensions
of the waveguides were 3 × 20µm2

For the excitation of spin waves, a stripline antenna was placed on top of the waveguide
[see Figure 4.1 (a)]. The 1 µm wide antenna, made of a multilayer structure consisting of
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4.2. STATIC CHARACTERIZATION

a 20 nm SiO2 insulating layer, 5 nm Ti, 85 nm Cu and a 10 nm Au capping layer was pat-
terned by electron beam lithography using PMMA resist, followed by e-beam evaporation
of the layers and subsequent lift-off process.

4.2. Static characterization
To be able to measure the spin-wave propagation through the domain wall, there has
to be sufficiently long propagation length and the possibility to stabilize the domain
wall. The propagation lengths of surface spin waves modes are usually one order of
magnitude longer than for the backward-volume modes. So the Damon-Eshbach geometry
is favorable. However, in zero magnetic field, the magnetization lies along the long edge
of the waveguide in the aforementioned backward-volume geometry. For this reason,
the uniaxial anisotropy with the in-plane easy-axis perpendicular to the long edge of
the waveguide was imprinted by employing an appropriate focused ion beam scanning
procedure [43].

The strength of this anisotropy was studied by means of Kerr microscopy. An effec-
tive anisotropy field of 40 mT was measured. The anisotropy field is called effective, as
we see only the result of the two competing contributions – crystalline uniaxial magnetic
anisotropy coming from the FIB writing process and from the uniaxial shape anisotropy
having its origin in the shape of the waveguide (approx. 7 mT for the 1.5µm wide waveg-
uide) [130]. The total magneto-crystalline anisotropy strength is then obtained as the
difference of the two contributions.

4.2.1. Stabilization of the domain wall
The desired two-domain state of the waveguide was stabilized by applying an external
magnetic field in +y direction while observing the magnetization by a Kerr microscope
(evico magnetics GmbH). The position of the domain wall was stable in zero external
magnetic field. To measure the depinning field, we slowly increased the external magnetic
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Figure 4.1: (a) Scheme of the experimental geometry. The ocher wire represents the excitation
antenna producing the RF magnetic field. The uniaxial anisotropy (easy axis)
created by the FIB irradiation is shown as a blue double arrow. The domain wall
is positioned 3µm from the edge of the antenna. (b) Micromagnetic simulation
of the domain wall state. (c) The computed MFM image from the micromagnetic
simulation. (d) Magnetic force microscopy image of the domain wall.
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field until the domain wall moved. This procedure was repeated multiple times, and the
depinning field was measured as 1.0 ± 0.1 mT.

4.2.2. Characterization of the type of the domain wall
To further reveal the internal structure of the domain wall, we performed MFM and
micromagnetic simulations.

The MFM measurements were conducted in the Bruker Dimension Icon with the
ASYMFMLM probe tip1. To avoid dragging the domain wall during the measurement,
the scanning direction was perpendicular to the long axis of the waveguide. The resulting
image is shown in Figure 4.1 (d). The change of the contrast on the borders of the
waveguide confirms that the magnetization is pointing antiparallel on both sides of the
domain wall. The pattern along the domain wall indicates a more complex structure of
the magnetization.

This was further investigated by means of micromagnetic simulations, which were
performed using the MuMax3 software [131] and the following parameters: simulation area
3 × 16µm2, cell size 4 × 4 × 16 nm3, M s = 1409 kA/m, Ku = 28.9 kJ/m3, Aex = 11 pJ/m.
These material parameters were obtained from fitting the spin-wave dispersion measured
by phase-resolved BLS and will be discussed later in this chapter. We also confirmed that
the simulation with a twice smaller cell size gives an identical result.

The simulated MFM image is shown in Figure 4.1 (c). The simulated and measured
MFM images are in good qualitative agreement. From the simulated spatial distribution
of magnetization, which is shown in Figure 4.1 (b), it is apparent that the domain wall is a
symmetric Néel wall with a circular Bloch line (vortex) in the middle [132, 133]. The Bloch
line is enforced by the surrounding topology (antiparallel magnetization along the two
edges). The occurrence of the Bloch line results in a better dipolar energy minimization
between the charges of the wall and those on the sides of the strip.

4.3. Dynamic characterization
After the static characterization, we investigate the dynamic properties of spin waves. This
was done employing the intensity and the phase-resolved µ-BLS. The first subsection deals
with the thermal excitations of spin waves, while the second section study the coherently
excited spin waves.

4.3.1. Thermally excited spin waves
In order to get a better insight into the internal magnetic field structure, we measured
thermally excited spin waves while scanning the µBLS spot (300 nm in diameter) in the
center of the waveguide, in the single domain state [Figure 4.2 (a)] and across the domain
wall [Figure 4.2 (b)]. The total length of the linescan was 1µm, with a spatial step
of 50 nm. We observed an increase of spin-wave frequencies by approximately 2 GHz in
the domain wall region (the domain wall is located at x = 0µm) in comparison to the
waveguide in the single-domain state. This increase can be attributed to approximately
15 mT increase in the local effective magnetic field. The effective magnetic field obtained
from the micromagnetic simulations [Figure 4.2 (a), (b), red curve] is plotted together with

1Asylum MFM low moment
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Figure 4.2: Plot of the BLS thermal spectra acquired while scanning the laser spot in the (a)
single domain state or (b) across the domain wall (located at x = 0µm). The color
code represents the spin-wave intensity, and the red curve (right axis) represents
the magnitude of the local effective field. The negative frequencies stay for Stokes
process.

the thermal spectra. Note, that at the exact position of the domain wall, the effective
field exceeds 600 mT but this peak is spatially restricted only to a region of approximately
10 nm (an order of magnitude below the µBLS spatial resolution), and its contribution is
not present in the acquired spectra.

4.3.2. Propagation of coherent spin waves
This section discusses the experiments with stimulated spin-wave excitation. The first
part discusses the material characterization, the second part characterizes the frequency
response of the studied system, and the third part investigates the spatial distribution of
the spin-wave intensity. The last part examines the spin-wave phase.
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Figure 4.3: (a) The measured interference pattern for the excitation frequency of 8.5 GHz.
(b) The dispersion relation obtained by means of micromagnetic simulation (color
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= −0.5µm (before the domain wall) and x = 0.5µm (after the domain wall). The
red arrows indicate prominent frequencies used in following experiments.
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Figure 4.4: Spin-wave intensity maps for excitation frequency of 7.15 GHz (a) in single domain
(SD) state and (c) in a two-domain state separated by the Néel domain wall (do-
main wall state) and (e) for excitation frequency of 9.00 GHz in domain wall state.
The white dashed lines indicate the positions of the measured phase. (b), (e) The
summed spin-wave intensity at the frequency of 7.15 GHz in (b) single domain
state, and (e) domain wall state. The solid curves are linear fits of experimen-
tal data. (f) Summed spin-wave intensity for excitation frequency of 9.00 GHz in
domain wall state.

Dispersion measurement

To get the material parameters of the produced waveguides, we performed a phase-resolved
measurement in order to obtain dispersion relation. This characterization was performed
in a single domain state (without the domain wall). We measured field sweeps for three
frequencies. The measured data for frequency 8.5 GHz is shown in Figure 4.3 (a). We
obtained spin-wave k-vectors with the technique described in section 2.6. Than we fitted
equation 1.17 and obtained following parameters: M s = 1409 kA/m, Ku = 28.9 kJ/m3,
Aex = 11 pJ/m. The computed dispersion relation with obtained material parameters is
shown in Figure 4.3 (b).

Frequency sweep

To investigate the effect of the domain wall on the spin-wave propagation, it is essential
to stabilize the domain wall in the vicinity of the source of coherent spin waves. In order
to achieve this, the domain wall was positioned at a distance of approximately 3µm from
the antenna.

In the following experiment, we excited spin waves by passing an RF signal (5 dBm, 7–
10 GHz, frequency step 50 MHz) through the microwave antenna. The spin-wave intensity
for each excitation frequency was acquired at two positions: the first position was x =
= −0.5µm (before the domain wall), and the second position was x = 0.5µm (after
the domain wall). The resulting spectra are shown in Figure 4.3 (c). Based on these
measurements, we selected two frequencies (7.15 GHz and 9.00 GHz, indicated by the red
arrows), where we observed an increased spin-wave intensity at both positions, before and
after the domain wall.
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4.3. DYNAMIC CHARACTERIZATION

Spatially-resolved BLS scans

For the selected frequencies, we performed intensity-resolved µBLS experiments. The
measurements were done for the magnonic waveguide in a single domain state (SD), and in
the domain wall (DW) state (here, domain wall state means two-domain state separated by
the Néel domain wall). For the single domain state, we observe only the central waveguide
mode, as is shown in Figure 4.4 (a). The summed intensity is shown in Figure 4.4 (b).
The propagation length was extracted as 1.8 ± 0.2µm.

The propagation of the spin waves excited at 7.15 GHz through the domain wall is
shown in Figure 4.4 (c). The spin-wave propagation pattern before the domain wall
resembles closely the one seen in Figure 4.4 (a). After passing the domain wall, the spin
waves are split into two beams. A similar effect of splitting into two beams was observed in
a different system by Demidov [93, 95]. The corresponding summed intensity is shown in
Figure 4.4 (d). The change in the slope is apparent after the spin-wave passes the domain
wall. The propagation length of the spin waves before the domain wall is 1.4 ± 0.2µm,
and after the domain wall 7 ± 2µm. This change in propagation length also corresponds
to the system presented by Demidov and suggests the occurrence of another spin-wave
mode.

For the second measured frequency of 9.00 GHz, the 2D spin-wave intensity map looks
remarkably different, as can be seen in Figure 4.4 (e). In this case, the transmitted
spin-wave is confined to the middle of the waveguide.

The summed intensity for this frequency is shown Figure 4.4 (f). We can again observe
the decrease of the intensity in the position of the domain wall, but the signal to noise
ratio is not sufficient for any analysis.

Phase-resolved linescans

The corresponding spin-wave phase (Φ), obtained by the technique described in [91, 111],
shows a linear increase in the region -1µm < x < 1µm [Figure 4.5 (a), blue region] as
expected for a propagating wave. Outside of this region, the phase could not be recon-
structed due to either nonlinear spin-wave behavior (closer to the antenna) or insufficient
spin-wave signal (farther from the antenna). We determine the wavelength of the excited
spin waves from the slope of the fitted line [Figure 4.5 (a), red line], λ = 4.5 ± 0.2µm,
which is in agreement with the calculated dispersion relation [26].
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Figure 4.5: (a) Evolution of the spin-wave phase along with the white dashed line at the
frequency of 7.15 GHz in single domain state, and (b) domain wall state. (c) Spin-
wave phase for excitation frequency of 9.00 GHz in domain wall state. The blue
region in (a) indicates a region of detectable linear phase evolution. The red line
represents the linear fit of this data, and the spin-wave wavelength is calculated
from the slope of the fitted line.
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4.3. DYNAMIC CHARACTERIZATION

The phase evolution in the lower spin-wave beam [Figure 4.5 (b)] exhibits a clear
discontinuity, a phase shift of approximately 0.6π at the domain wall position. The phase
shift is also apparent for the frequency of 9.00 GHz, with the value of 0.5π.

4.3.3. Micromagnetic simulations
To further understand this frequency-dependent behavior and phase evolution, we con-
ducted dynamic micromagnetic simulations, using the same material parameters as for
the calculation of the static magnetization configuration. Spin waves were excited by a
spatially varying field (the field from the rectangular antenna was calculated by FEMM
[134]). To prevent reflections at the ends of the simulated waveguide, we implemented
regions with increasing damping at both ends of the waveguide. A continuous RF ex-
citation was applied during the initial 20 periods. Then the spatial distribution of the
magnetization was sampled for two periods with a time step of 2 ps. The magnetization
was transformed to in-plane (mip) and out-of-plane (moop) components

moop = e⃗z · M⃗0 (r⃗) , (4.1a)
mip =

(
M⃗0 (r⃗) × e⃗z

)
· M⃗ (r⃗,t) , (4.1b)

where M⃗ (r⃗,t) is magnetization, and M⃗0 (r⃗) is the static magnetization. The spin-wave
phase (Φ) was calculated using

Φ = atan
(
moop

mip

)
, (4.2)

following the procedure described in [135]. The summed simulated spin-wave intensity in
dependence on x dimension are shown in Figure 4.6. In the case of single domain state
at 7.15 GHz we can observe linear decrease of intensity. The change of the slope, thus
the change of the propagation length, is apparent also in the simulation as can be seen
in Figure 4.6 (b). The same dip in the intensity is apparent for the domain wall state at
9.00 GHz as can be seen in Figure 4.6 (c).

The 2D simulated maps are shown in Figure 4.7 (a-c) in the form of the time-averaged
squared out-of-plane component of the magnetization. Panel (a) shows the spin-wave prop-
agation in the single-domain state. Panel (b) shows the spin wave-propagation through
the domain wall at the excitation frequency of 7.15 GHz. Panel (c) shows the spin-wave
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Figure 4.6: The intensity of spin waves in logarithmic scale at (a) 7.15 GHz single domain
state, (b) domain wall state and at 9.00 GHz domain wall state (c).
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Figure 4.7: (a)-(c) Simulated 2D maps of the squared out-of-plane magnetization component
averaged over two periods of excitation. (a) single-domain state, (b) domain wall
state excited at 7.15 GHz and (c) domain wall state excited at 9.00 GHz.(d)-(f)
Phase maps corresponding to the respective intensity maps. (d) single-domain
state, (e) domain wall state excited at 7.15 GHz, and (f) domain wall state excited
at 9.00 GHz. The white dashed lines indicate the positions where the phase was
experimentally measured. The green dots represent µBLS spots at which the
simulated relative phase is evaluated in panel (g).

propagation at the frequency of 9.00 GHz. We can observe qualitatively the same behavior
as in the experiment.

In order to further explain the spin-wave intensity pattern we investigate reflection
coefficient (R) of the domain wall. We define the reflection coefficient as

R = 1 − IDW

ISD
, (4.3)

where I is the spin-wave intensity at x = 0.1µm with and without the presence of domain
wall) increases dramatically from R = 0.025 to R = 0.221 for for 7.15 GHz and 9.00 GHz,
respectively. Due to this enhanced reflection at 9 GHz, the spatial profile of the SW is
strongly affected even before it reaches the domain wall. This can be further observed in
the summed intensity, which is shown in Figure 4.6 (a) and (b).

The simulated phase maps corresponding to the previously described intensity maps
are shown in Figure 4.7 (d-f). For the waveguide in the single domain state, we can
observe that the phase is almost constant across the y coordinate of the µBLS spot [see a
green dot in 4.7 (d) and black line in 4.7 (g)]. On the other hand, the phase after passing
the domain wall is much more distorted across a relatively small distance [for 7.15 GHz
see green dot in 4.7 (e) and the red line in 4.6 (c)] and the same applies to 9.00 GHz spin
wave [see 4.7 (f), green dot and 4.6 (c), blue line]. This distortion explains why we were
not able to see the linear phase evolution in our experiments. We were probing the spin
waves with a 300 nm µBLS spot, and the phase is changing by more than 0.5 rad within
the spot size.
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4.4. DISPLACEMENT OF THE CIRCULAR BLOCH LINE
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Figure 4.8: (a) Magnetization configuration with the external field of 5 mT applied along the
x dimension. The red dots shown in all panels indicate the position of the circular
Bloch line in this field. (b) Simulated circular Bloch line displacement as a function
of the external field in x direction (c-d) Simulated 2D maps of spin-wave propa-
gation in an applied field of 5 mT along the waveguide long axis (c) for frequency
7.15GHz (d) and for the frequency 9.00 GHz.

4.4. Displacement of the circular Bloch line
To check if a change in the internal configuration of the domain wall can be used to
modify the spin-wave propagation, we performed a simulation where we applied a small
external magnetic field of 5 mT along the x direction. This moves the circular Bloch line
in y-direction towards the edge of the waveguide [see Figure 4.8 (a)]. The field dependence
of the Bloch line position along the y axis is shown in Figure 4.8 (b).

This displacement of the circular Bloch line changes the transmitted spin-wave profile
significantly. In Figure 4.8 (c) we can observe that for 7.15 GHz, the Bloch line still casts
a shadow in the spin-wave intensity; only little space and intensity are left for the lower
beam (y < 0.7µm). At f = 9 GHz, as in Figure 4.8 (c), a maximum is seen downstream
of the Bloch line, but now displaced sideways, and the wave pattern appears bent. The
corresponding phases for the frequencies of 7.15 GHz and 9 GHz are shown in Figure 4.8 (e,
f).
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Conclusion

Even though Brillouin light scattering has been used for decades, it still presents new chal-
lenges and motivation for further development. Originally the Brillouin light scattering
was used for k-resolved measurements of thin films. Later it was transformed into a more
versatile tool providing the sub-micrometer spatial resolution, time resolution and ability
to extract a spin-wave phase. The last mentioned method is crucial for the design and
development of the spin-wave logic circuits based on the phase manipulation. The goal
of this thesis was to develop and characterize a setup with this capability. The setup was
then used to conduct a recently published study on propagation of spin waves through a
domain wall.

In the first chapter we discussed the basics of the theory of magnetism and spin waves.
In the first section, the micromagnetic energies were introduced. These were further used
to present an effective field. The full dipole-exchange dispersion relation was shown. We
showed both cases, with totally pinned and totally unpinned boundary conditions. The
case with a quantized k-vector was also investigated. This dispersion relation was then
used to obtain group velocity, lifetime, and resulting propagation lengths of spin waves.
The presented theory was used for the computation of these parameters for materials that
are used in the current spin-wave research.

The second chapter discussed the theory of light scattering. The first section examined
the scattering with a classical approach. The cases of elastic Rayleigh and Mie scatter-
ing were presented. The inelastic scattering was interpreted as the Doppler shift of the
incident light on the moving grating of an index of refraction. Based on the quantum treat-
ment, expressions for scattering cross-sections of quasi-elastic, Raman, and Brillouin light
scattering were given. In the last section, the current types of Brillouin light scattering
setups and their applications were reviewed.

The following chapter revealed the details of the design and characterization of the
developed Brillouin light scattering experimental setup. We presented the scheme of the
whole setup and discussed in detail characteristics of each part. We measured the sta-
bility of both used lasers. The output power of both lasers is oscillating in the range of
1.5 %. The measurement after a Fabry-Perot etalon reveals that the oscillations increase
to approximately 2 %. This stability allows long term measurements. We characterized
the electro-optic modulator efficiency for different driving frequencies. We found that the
modulated power is the highest around 2.5 GHz and the highest achievable frequency is
approximately 12 GHz. This characteristics allows us to perform a phase-resolved mea-
surement in wide range of frequencies. Using the knife-edge technique we determined
the optical resolution to be 270 ± 30 nm. We also measured the stability of the align-
ment of our Tandem-Fabry-Perot interferometer as a function of the dither parameter
to optimize long term measurements. The best value was found to be 0.01 V, where the
reference signal oscillations were within 10 % during 12-hour-long-measurement. At the
end of the chapter, the setup was verified on the well-known system of thin permalloy
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film with full phase reconstruction measurement. The obtained results were in agreement
with theoretical predictions.

The last chapter presents a study done with the developed setup. We stabilized a sym-
metric Néel domain wall with a topologically enforced circular Bloch line confined in a
magnetic waveguide with imprinted uniaxial anisotropy in the vicinity of a microwave an-
tenna. This configuration allowed us to experimentally observe zero-magnetic-field prop-
agation of Damon-Eshbach spin waves through a domain wall by phase-resolved µBLS.
We observed two different regimes of spin-wave propagation appearing at frequencies of
7.15 GHz and 9.00 GHz. In the first regime, which was observed at the frequency of
7.15 GHz, spin-wave propagation in the vicinity of the circular Bloch line is suppressed,
and two spin-wave beams are created. On the contrary, at 9.00 GHz spin waves propa-
gate through the circular Bloch line and create a single spin-wave beam. Phase-resolved
measurements reveal that spin waves exhibit a phase shift of approximately 0.6π upon
transmission through the domain wall. We observed that the domain wall spatially dis-
torts the phase of the spin wave. This effect needs to be taken into account when designing
domain wall-based phase shifters or other devices relying on the spin-wave phase manip-
ulation. The other point, which needs to be taken into consideration, is the occurrence of
topologically enforced spin structures which are unavoidable in certain geometries. They
can limit the performance or functionality of domain wall-based devices. On the other
hand, they can also be an advantage, as in the case where we propose an interesting
technique for spin-wave guidance by manipulating the circular Bloch line position in the
domain wall by external magnetic fields. This technique can be used for dynamical turning
or blocking spin waves in future magnonic devices.

In summary, we developed a versatile tool for spin wave studies with sub-micrometer
resolution and the possibilities to extract the spin-wave phase. This setup is currently
used for spin-wave research. In the future, we plan to extend setup to be capable of
time-resolved measurement and the possibility to measure only specific k-vectors.
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List of abbreviation and symbols

BLS Brillouin light scattering

BV backward-volume mode

CCD charge-coupled device

CMOS complementary metal oxide semiconductor

DC direct current

DE Damon-Eshbach mode

DMI Dzyaloshinskii-Moriya interaction

DW domain wall

ECM extracellular matrix

EOM electro-optical modulator

FMR ferromagnetic resonance

FPi Fabry-Perot interferometer

FSR free spectral range

MFM magnetic force microscopy

RF radio frequency

SD single domain

SHNO spin hall nano oscillators

TEM transverse electromagnetic mode

TFPi tandem Fabry-Perot interferometer

VIPA virtually imaged phased array
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A. Matlab code for calculation of the
dispersion relation

Here we present the Matlab code used for computing dispersion relation following the
model introduced by Kalinikos and Slavin [26].

f unc t i on [ f ] = s l av inKa l i n i ko sD i sp ( kxi )
%Function f o r computing gene ra l d ipo la r - exchange d i s p e r s i o n r e l a t i o n
%acord ing to Slavin - Ka l in iko s 86 with t o t a l l y pinned boundary cond i t i on
%f o r the sake o f your mental health , f e e l f r e e to copy & pa s t e .
%Everybody l i k e s a good copy paste e s p e c i a l l y
%when you save a l o t o f your ha i r from going gray �
% Kxi - wavevector in d i r e c t i o n o f propagat ion ( along x ) rad/m
% theta - out o f plane vec to r (90 deg t o t a l y inp lane ) - rad
% phi - in plane vec to r (90 deg - DE) - rad
% n - quant i za t i on in z d i r e c t i o n ( out o f plane ) - number o f nodes
% d - th i ckne s s o f f i lm
% w0 - mu0*gamma*Hext
% wM - mu0*gamma*Ms
% A = Aex*2/(Ms^2*mu0)
% wef f - e f f e c t i v e width o f waveguide
% to compute t h i s number
% nT - quant i za t i on in waveguide d i r e c t i o n - number o f nodes
g l oba l d w0 wM A wef f n nT theta phi ;

k = sq r t ( k x i . ^2 + (n* p i . /d) . ^2 + (nT* pi /we f f ) ^ 2 ) ;
Pnn = ( kx i . ^2) . /( k . ^2) - ( k x i . ^2) . /( k . ^2) . *(1 - exp ( - k . *d ) ) . /( k . *d ) ;
% Tota l ly pinned su r f a c e sp in s

% Tota l ly unpinned boundary cond i t i on
% i f n == 0
% Pnn = ( kx i . ^2) . /( k . ^2) - ( k x i . ^4) . /( k . ^4) . *(1/2) . * . . .
% (2 . /( k x i . *d) . *(1 - exp ( - k x i . *d ) ) ) ;
% e l s e
% Pnn = ( kx i . ^2) . /( k . ^2) - ( k x i . ^4) . /( k . ^4) . * . . .
% (2 . /( k x i . *d) . *(1 - exp ( - kx i *d ) ) ) ;
% end

% Pnn = 1 - ( (1 - exp ( - k*d ) ) . /( k . *d ) ) ;

% Pnn = ( kx i . ^2) . /( k . ^2) - ( k x i . ^2)/( k . ^2) . *(1 - exp ( - k . *d ) ) . /( k . *d ) ;
% Pnn(1) = 0 ;

% Long wave l im i t
% i f n == 0
% Pnn = kxi * d . /2 ;

i



% e l s e
% Pnn = ( kxi *d) . ^2 . /(n^2* p i ^2 ) ;
% end

Fnn = Pnn + ( s i n ( theta ) . ^2) . *(1 - Pnn. *(1+( cos ( phi ) . ^2)) + . . .
wM*(Pnn. *(1 - Pnn) . *( s i n ( phi ) . ^2)) . /(w0 + A*wM*( k . ^ 2 ) ) ) ;
f = sq r t ( (w0 + A*wM*( k . ^2)) . *(w0 + A*wM*( k . ^2) + wM.*Fnn ) ) ;

end

ii



B. Group velocity and lifetime of spin
waves

This appendix present derived analytic expression used in Figure 1.4.

B.1. Group velocities of spin waves
The group velocity of Damon-Eshbach mode

vDE
g =

ωMexp(−2kt)
(

2A2k6t2ωMexp(2kt) + Ak4t2exp(2kt)(2ωH + ωM) + ωM (exp(kt)(kt − 2) + 2)2
)

k3t2
√

(Ak2ωM + ωH)
(

ω2
Mexp(−2kt)(exp(kt)−1)(exp(kt)(kt−1)+1)

k2t2(Ak2ωM+ωH) + Ak2ωM + ωH + ωM

) .

(B.1)
The group velocity of backward-volume mode

vBV
g =

ωMe
−kt

(
ωH

(
ekt (2Ak3t+ kt− 2) + 2

)
+ Ak2ωM

(
ekt (2Ak3t+ kt− 1) + 1

))
k2t

√
e−kt(Ak2ωM+ωH)(ekt(Ak3tωM+ktωH+ωM)−ωM)

kt

(B.2)

B.2. Lifetime of spin waves
The lifetime of Damon-Eshbach mode is given by

τDE = 2
2Aαk2ωM + 2αωH + αωM

. (B.3)

The lifetime of backward-volume mode is given by

τBV = 2ktexp(kt)
αexp(kt) (2kt (Ak2ωM + ωH) + ωM) − αωM

. (B.4)
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C. Dependency of group velocity, life-
time, and frequency of spin waves
on thickness and external magnetic
field

This appendix shows the calculated dependencies of the group velocity, lifetime and fre-
quency on the thickness and the external magnetic field. The used parameters are same
as in the section 1.5.1. The dependencies on thickness and external field are shown in
Figure C.1, C.2 respectively.
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Figure C.1: Blue (red) curves show characteristics for spin waves with perpendicular (parallel)
k⃗ to the static magnetization. Solid (dashed) line shows k = 3 rad

µm (k = 10 rad
µm ).

The dependence of the (a) group velocity, (b) lifetime, and (c) frequency on the
thickness of the film. Other parameters are same as in Figure 1.4.
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Figure C.2: Blue (red) curves show characteristics for spin waves with perpendicular (parallel)
k⃗ to the static magnetization. Solid (dashed) line shows k = 3 rad

µm (k = 10 rad
µm ).

The dependence of the (a) group velocity, (b) lifetime, and (c) frequency on the
external magnetic field. Other parameters are same as in Figure 1.4.
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D. Analytic modeling of phase resolved
signals

This appendix consult the modeling of the signals shown in Figures 2.15 and 2.16.

D.1. Signal without thermal background
These four signals (E,R,r0 and rπ

2
) were modeled as follows:

E = 1, (D.1a)

R = 10exp(− x

latt
), (D.1b)

r0 = E +R + 2
√
E ·R cos

(
π
x

λ

)
, (D.1c)

rπ
2

= E +R + 2
√
E ·R cos

(
π
x

λ
+ π

2

)
, (D.1d)

where λ is a wavelength of modeled planar wave and was chosen as 1µm and latt is
attenuation length and was also chosen as 1µm.

D.2. Signal with thermal background
These five signals (E,R,r0,rπ

2
and T ) were modeled as follows:

E = 1 + Tb, (D.2a)

R = 10exp(− x

latt
) + Tb, (D.2b)

r0 = E + Tb +R + 2
√
E ·R cos

(
π
x

λ

)
, (D.2c)

rπ
2

= E + Tb +R + 2
√
E ·R cos

(
π
x

λ
+ π

2

)
, (D.2d)

Tb = 0.5. (D.2e)

Constants were used same as is discussed in previous section. The thermal part of all
signals were considered as incoherent, thus it does not contribute to interference.
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