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## 1 Introduction

The history of robotics in the modern sense begins after the World War II by the development of remotely controlled mechanical manipulators of master-slave type. Shortly afterwards, in 1954, the master part was endowed by a programmable unit and attached to the Computer Numerically Controlled (CNC) machine tool for accurate milling of low-volume, high-performance aircraft parts. In 1961, the first programmable robot manipulator was installed in a General Motors plant. Since then the progress is divided into various directions, e.g. positioning accuracy improvement for CNCs, computational schemes for the gravity and Coriolis force control method in the 1980s or modifiability for different assembly operations. Nevertheless, these industrial manipulators started the development of advanced tools for the kinematics and dynamics description.

In the 70s, Hirose, [19], described a robotic system similar to the manipulators by construction, i.e. the robot composed of links and motorised joints. But unlike the manipulators, the robotic snake was unearthed and therefore moving robot and thus to the kinematic description certain nonholonomic conditions on the friction forces and velocity vectors were added leading to the system of differential equations and transforming the problem into the field of mathematical control theory. Indeed, the resulting system is a dynamical system with input functions that provide the prescribed motion by controlling the joint actuators. Mathematically, the foundations of the control theory were laid by Pierre-Simon Laplace, and it was further elaborated by James Clerk Maxwell in 1868 from the point of view of the oscillation theory and by W. Hurewitz in 1947 who analysed the stability conditions.

Within this text we rather use so-called modern control theory meaning that the controlling dynamical system is expressed in a matrix form $\dot{q}=A \cdot u$, where $q$ denotes the point of a phase space, $A$ is a controlling matrix and $u$ is the input vector. The columns $A_{i}$ af $A$ then represent the vector fields that describe the direction of an infinitesimal motion w.r.t. the appropriate $i$-th element of $u$ and thus a motion direction from a given point within the phase space is obtained as the linear combination of $A_{i}$. This approach is suitable for modelling and avoids the non-linearity obstructions. If a phase space is considered as a manifold and the motion generators as the vector fields, the problem is translated into the language of differential geometry. Indeed, e.g. the controllability analysis is then reduced to the dimension conditions on the Lie algebra generated by $A_{i}$ by means of a Lie bracket. Moreover, the Lie bracket generated vector fields play an important role in the spatial motion of a snake robot. Note that the analysis of the generating process also leads to the classification of the robotic mechanisms according to the filtration of the appropriate Lie algebra w.r.t. the number of Lie brackets used, e.g. 3 link robotic snake's Lie algebra filtration is (2,3,5), i.e. there are two controlling vector fields, one their bracket and two additional independent Lie brackets of order two. Based on this classification, Ishikawa [27] introduced a mechanism of filtration $(3,6)$ called a trident snake robot. We handle this mechanism within Section 4.1.

Consequently, the tools of sub-Riemannian geometry were used to adopt the con-
trolling system for the Lie bracket motions simulations in order to estimate the model error. This lead to the notion of nilpotent approximation, see Section 5.

Quite recently, the calculus of Conformal Geometric Algebra (CGA), see [15], was employed to the analytical description of robotic manipulators in order to decrease the computational complexity of position calculations.

In Section 2, we mention a precise definition of some elementary notions of differential geometry such as curves, manifolds, tangent space etc. Using these notions in Section 3, we provide an illustrating example of geometric control theory on a simple car model and mention an exact link between a dynamical system and differential geometry. In Section 4 we recall the kinematic description of the robotic snakes, including the trident snake and a 3 -link robotic snake. Section 5 is devoted to the so-called nilpotent approximation of the controlling distribution. We describe the algorithm in a more detailed way compared to [43], Appendix 2. A global control model based on a serpenoid curve is briefly mentioned in Section 6. Next, we resume some facts about the Conformal Geometric Algebra in Section 7 and describe the translation of the snake robots' kinematics into the language of CGA. The author's results in this field and further details of Sections 3-7 can be found in [53, 43, 22, 23, 24] as Appendices 1-5, the results about the differential kinematics described in Section 7.2 can be found in [21]. Finally, we show another directions of author's research in differential geometry within the last Section 8.

## 2 Elementary notions of differential geometry

In this section we summarize the elementary notions of differential geometry that appear within this text. All definitions in this Section are rather classical and can be found in textbooks of differential geometry, see e.g. [4, 32, 55].

### 2.1 Curves

There exist two elementary approaches to the notion of a curve. In geometry, we usually understand a curve to be a particular set of points within a plane (or generally within $n$-dimensional Euclidean space $\mathbb{E}_{n}$ ). On the other hand, in mathematical analysis a curve often represents a graph of a smooth function which describes the trajectory of a point motion.

This „dynamical" approach can be specified as follows: consider an open interval $I \subset \mathbb{R}$ whose elements represent time values. A mapping $f: I \rightarrow \mathbb{E}_{n}$ is called a motion in $\mathbb{E}_{n}$. Instead of motion we sometimes use path. If a basis is chosen in $\mathbb{E}_{n}$ then $f(t)=\left(f^{1}(t), \ldots, f^{n}(t)\right)$ is an $n$-tuple of real functions and thus the motion is identified with a vector valued function $f: I \rightarrow \mathbb{R}^{n}$. The derivative of such function is then called the motion velocity. We say that the motion $f(t)$ is of class $C^{r}$ if all its components $f^{i}(t)$ share common derivatives up to order $r$. Clearly, the above definition does not depend on the choice of the coordinate system. Next, we say that a motion $f$ is regular if $f^{\prime}(t) \neq \overrightarrow{0}$ for all $t \in I$. This means that a regular motion has non zero
velocity at any point. Motion $f$ is called simple if the condition $t_{1} \neq t_{2} \Rightarrow f\left(t_{1}\right) \neq f\left(t_{2}\right)$ holds. This means that the trajectory does not contain any self intersections.

Definition 2.1. A set $\mathcal{C} \subset \mathbb{E}_{n}$ is called a simple curve of class $C^{r}$ if there exists such a simple regular motion $f: I \rightarrow \mathbb{E}_{n}$ of class $C^{r}$ that $\mathcal{C}=f(I)$. A mapping $f$ is then called a parametrization of a simple curve $f(I)$.

Quite analogously, one can define a surface $S \subset \mathbb{E}_{3}$, see e.g. [4].
According to the following proposition, any two parametrizations of the same simple curve differ by reparametrization.

Proposition 2.2. Mappings $f(t): I \rightarrow \mathbb{E}_{n}$ and $g(\tau): J \rightarrow \mathbb{E}_{n}$ are parametrizations of the same simple curve $\mathcal{C}$ of class $C^{r}$ if and only if there exists a bijection $\varphi: J \rightarrow I, t=$ $\varphi(\tau)$ of class $C^{r}$ such that for all $\tau \in J$ the assertion $\frac{d \varphi}{d \tau} \neq 0$ holds and $g(\tau)=f(\varphi(\tau))$. Function $\varphi$ is then called the reparametrization or a parameter transformation of a curve $\mathcal{C}$.

Definition 2.3. The set $\mathcal{C} \subset \mathbb{E}_{n}$ is called a curve of class $C^{r}$ if for any point $p \in \mathcal{C}$ there exists a neighbourhood $U_{p}$ in $\mathbb{E}_{n}$ such that $\mathcal{C} \cap U_{p}$ is a simple curve of class $C^{r}$. The parametrization of the intersections $\mathcal{C} \cap U_{p}$ is called a local parametrization of a curve $\mathcal{C}$.

If $f: I \rightarrow \mathbb{E}_{n}$ is some local parametrization of a curve $\mathcal{C}$ then the line determined by the point $f\left(t_{0}\right) \in \mathcal{C}$ and a vector $f^{\prime}\left(t_{0}\right)$ is called the tangent line of a curve $\mathcal{C}$ at a point $f\left(t_{0}\right)$.

Definition 2.4. We say that two curves $\mathcal{C}, \overline{\mathcal{C}} \subset \mathbb{E}_{n}$ at a common point $p \in \mathcal{C} \cap \overline{\mathcal{C}}$ have the contact of order $k$ if there exist their local parametrizations $f(t)$ and $\bar{f}(t)$, $f\left(t_{0}\right)=\bar{f}\left(t_{0}\right)=p$, such that $\frac{d^{i} f\left(t_{0}\right)}{d t^{i}}=\frac{d^{i} \bar{f}\left(t_{0}\right)}{d t^{i}}$ for all $i=1, \ldots, k$.

Clearly, two curves have the contact of order 1 at a common point if and only if they share the common tangent line at that point. It is also true that the tangent line is the only line having the contact of order 1 with a curve at a particular point.

### 2.2 Manifolds

A crucial notion of differential geometry is that of a manifold. It can be understood as a generalization of the notions of curves and surfaces. For better understanding we employ the idea of the Earth cartography. Indeed, a sphere can not be described completely by one planar chart but it can be glued from a set of charts ordered into an atlas. Strictly speaking, any point of a sphere has a neighbourhood such that it can be uniquely mapped on a subset of a plane. We use the notions of charts and atlas even in the following text, where we define a manifold precisely. First, let us recall that a topological space is called Hausdorff if its any two points can be separated by two open sets. Next we recall that a homeomorphism is a continuous bijective mapping whose inverse is also continuous.

An $n$-dimensional topological manifold is a Hausdorff space $M$ with a countable basis which is locally homeomorphic to $\mathbb{R}^{n}$, i.e. for every point $x \in M$ there exists its open neighbourhood $U \subset M$ and a homeomorphism $\varphi: U \rightarrow \varphi(U) \subset \mathbb{R}^{n}$. The pair $(U, \varphi)$ is called a local chart. A system of charts $\left(U_{\alpha}, \varphi_{\alpha}\right), \alpha \in I$ on $M$ such that $U_{\alpha}$ cover whole $M$ is called an atlas. The demand on the countable basis guarantees that a finite or countable system of charts covering whole $M$ can be chosen.


Figure 1: Manifold charts
Two local charts $\left(U_{1}, \varphi_{1}\right),\left(U_{2}, \varphi_{2}\right)$ induce a mapping $\varphi_{12}:=\varphi_{1} \circ \varphi_{2}^{-1}: \varphi_{2}\left(U_{1} \cap U_{2}\right) \rightarrow$ $\varphi_{1}\left(U_{1} \cap U_{2}\right)$ between two subsets of $\mathbb{R}^{n}$ called the chart changing mapping, see Figure 1. We say that an atlas $\left(U_{\alpha}, \varphi_{\alpha}\right)$ of a manifold $M$ is of class $C^{k}$, if all chart changing mappings $\varphi_{\alpha \beta}$ are diffeomorphisms of class $C^{k}$ (i.e. $\varphi_{\alpha \beta}$ is a bijection of class $C^{k}$ such that its inverse is also of class $\left.C^{k}\right)$. A chart $\left(U_{0}, \varphi_{0}\right)$ is called compatible with the atlas $\left(U_{\alpha}, \varphi_{\alpha}\right)$ of class $C^{k}$ if any chart changing mapping $\varphi_{0 \alpha}$ is a diffeomorphism of class $C^{k}$. Atlas $\left(U_{\alpha}, \varphi_{\alpha}\right)$ of class $C^{k}$ is called complete if it contains all compatible charts.

Definition 2.5. A differentiable manifold of class $C^{k}$ is a topological manifold $M$ with a complete atlas of class $C^{k}$.

A mapping $\varphi$ from a local chart $(U, \varphi)$ is given by an $n$-tuple of functions $\left(\varphi^{1}, \ldots, \varphi^{n}\right)$ denoted by $\left(x^{1}, \ldots, x^{n}\right)$ or ( $x^{i}$ ) that are called local coordinates of a manifold $M$, the set $U$ is called a coordinate neighbourhood. We say that a mapping $f: M \rightarrow N$ between two manifolds is of class $C^{k}$ if for any $x \in M$ and any chart $(V, \psi)$ on $N$ such that $f(x) \in V$, there exists a chart $(U, \varphi)$ on $M$ such that $x \in U$ and the mapping $\psi \circ f \circ \varphi^{-1}$ is of class $C^{k}$. A mapping $\psi \circ f \circ \varphi^{-1}$ is called a coordinate form of mapping $f$. If $\left(y^{p}\right)$ are local coordinates on $N$, this coordinate form is $y^{p}=f^{p}\left(x^{1}, \ldots, x^{n}\right)$. Analogically, we define a function $f: M \rightarrow \mathbb{R}$ of class $C^{k}$. In the sequel, we assume
all manifolds (mappings, functions) to be of class $C^{\infty}$ and will be called smooth. All smooth manifolds and their mappings form a category denoted as $\mathcal{M} f$.

### 2.3 Tangent bundle

We recall that tangent vectors of a surface $\mathcal{S} \subset \mathbb{E}_{3}$ at a point $x \in S$ are defined as the tangent vectors of such curves on $\mathcal{S}$ that contain the point $x$. We use this idea to establish the notion of a tangent vector to a manifold $M$. A smooth mapping $f: I \rightarrow M$ is called a path on a manifold $M$. In the sequel and w.l.o.g., we assume that the interval $I$ contains zero.

Definition 2.6. We say that two paths $f, g: I \rightarrow M$ satisfying $f(0)=g(0)=a$ have a contact at a point $a \in M$ if there exists a coordinate neighbourhood $U$ of a point $a$ with local coordinates $\left(x^{i}\right)$ such that

$$
\frac{d\left(x^{i} \circ f\right)(0)}{d t}=\frac{d\left(x^{i} \circ g\right)(0)}{d t}
$$

Clearly, the above definition is independent on the choice of local coordinates. The equivalence class of paths $f(t)$ on $M$ satisfying $f(0)=a$ and having a contact at $a \in M$ is called a tangent vector of a manifold $M$ at a point $a$ and we denote it as $t_{a}=\frac{d f(0)}{d t}$. The elements $\xi^{i}:=\frac{d\left(x^{i} \circ f\right)(0)}{d t}$ are then called the coordinates of a vector $t_{a}$ in local coordinates $\left(x^{i}\right)$. If $\varphi=\varphi\left(x^{i}\right): M \rightarrow \mathbb{R}$ is an arbitrary smooth function on $U$ then

$$
\begin{equation*}
t_{a} \varphi:=\frac{d(\varphi \circ f)(0)}{d t}=\sum_{i=1}^{n} \frac{\partial \varphi(a)}{\partial x^{i}} \frac{d\left(x^{i} \circ f\right)(0)}{d t}=\sum_{i=1}^{n} \frac{\partial \varphi(a)}{\partial x^{i}} \xi^{i} . \tag{2.1}
\end{equation*}
$$

The value $t_{a} \varphi$ defined by (2.1) is called a derivative of a function $\varphi$ in the direction of vector $t_{a}$. Clearly, for arbitrary smooth functions $\varphi, \psi: M \rightarrow \mathbb{R}$ defined on the neighbourhood of a point $a$ the following holds:

$$
\begin{equation*}
t_{a}(r \varphi+s \psi)=r t_{a} \varphi+s t_{a} \psi, \quad t_{a}(\varphi \cdot \psi)=\varphi(a) \cdot t_{a} \psi+\psi(a) \cdot t_{a} \varphi, \quad r, s \in \mathbb{R} \tag{2.2}
\end{equation*}
$$

Consequently, it is possible to define a tangent vector as an operator $t_{a}$ which assigns a real number $t_{a} \varphi$ to a function $\varphi: M \rightarrow \mathbb{R}$ and which satisfies (2.2). An example of a tangent vector is an operator $\left(\frac{\partial}{\partial x^{2}}\right)_{a}$ which to a function $\varphi$ assigns its derivative w.r.t. $x^{i}$ at a point $a$.

The set $T_{a} M$ of all tangent vectors of a manifold $M$ at a point $a$ is called the tangent space of $M$ at $a$. Then $T_{a} M$ is $n$-dimensional vector space with the basis formed by tangent vectors $\left(\frac{\partial}{\partial x^{i}}\right)_{a}$. The disjoint union of tangent spaces at every $a$ is denoted by $T M:=\cup_{a \in M} T_{a} M$. Clearly, $T M$ is $2 n$-dimensional differentiable manifold called the tangent space. Together with a natural projection $p: T M \rightarrow M$ which to a tangent vector $t_{a} \in T_{a} M$ assigns the contact point $a$, we have a tangent bundle denoted by $T M \rightarrow M$.

### 2.4 Vector fields

Definition 2.7. Let $T M \rightarrow M$ be the tangent bundle of a manifold $M$. By a vector field on $M$ we understand a smooth mapping $X: M \rightarrow T M$ which to any point $a \in M$ assigns a tangent vector $X(a) \in T_{a} M$.

If $\left(x^{i}\right)$ are local coordinates on the neighbourhood $U$ of a point $x \in M$ then the vector field $X$ can be expressed in the form

$$
X=\sum_{i=1}^{n} X^{i} \frac{\partial}{\partial x^{i}},
$$

where $X^{i}=X^{i}(x)$ are smooth functions defined on $U$. For any smooth function $f: M \rightarrow \mathbb{R}$, it is possible to define its derivative $X f: M \rightarrow \mathbb{R}$ along the vector field $X$ by $(X f)(a)=X(a) f$ where the right hand side stands for a derivative in the direction of a vector $X(a) \in T_{a} M$ as in (2.2). In local coordinates clearly $X f=\sum_{i=1}^{n} X^{i}(x) \frac{\partial f}{\partial x i}$. It turns out that the set $\chi(M)$ of all vector fields on $M$ can be identified with the space of all derivatives of the algebra of smooth functions $C^{\infty}(M, \mathbb{R})$, i.e. with $\mathbb{R}$-linear operators $D: C^{\infty}(M, \mathbb{R}) \rightarrow C^{\infty}(M, \mathbb{R})$ satisfying $D(f g)=D(f) g+f D(g)$.

A path $f: I \rightarrow M$ is called an integral curve of a vector field $X$ if the vector $X(f(t))$ is tangent to $f$ at $f(t)$ for any $t \in I$, i.e.

$$
\frac{d f(t)}{d t}=X(f(t)) \quad \forall t \in I
$$

Any integral curve is thus a solution of a system of ODEs $\frac{d x^{i}}{d t}=X^{i}\left(x^{1}, \ldots, x^{n}\right)$. From the theory of ODEs it follows that for any point $x \in M$ there exists an open interval $I_{x}$ containing 0 and an integral curve $f_{x}: I_{x} \rightarrow M$ of a vector field $X$ such that $f_{x}(0)=x$. If the interval $I_{x}$ is maximal then $f_{x}$ is unique. Furthermore, the set $\mathcal{D} X:=\cup_{x \in M} I_{x} \times\{x\} \subset \mathbb{R} \times M$ is open and a mapping $\mathrm{Fl}^{X}: \mathcal{D} X \rightarrow M$ defined by $\mathrm{Fl}^{X}(t, x)=f_{x}(t)$ is smooth. The mapping $\mathrm{Fl}^{X}$ is called the flow of a vector field $X$.

For any pair of vector fields $X, Y$ on $M$ there exists a unique vector field $[X, Y]$ on $M$ such that for any function $f$ on $M$ the assertion $[X, Y] f=X(Y f)-Y(X f)$ holds. The vector field $[X, Y]$ is called a Lie bracket of vector fields $X, Y$. If $X^{i}(x)$ and $Y^{i}(x)$ are the coordinate forms of $X$ and $Y$ then the Lie bracket $[X, Y$ ] is of the form $\sum_{j=1}^{n} X^{j} \frac{\partial Y^{i}}{\partial x^{j}}-Y^{j} \frac{\partial X^{i}}{\partial x^{j}}$. Note that the set of all vector fields $\chi(M)$ on a manifold $M$ together with the Lie bracket form a Lie algebra which, generally, is defined as a vector space $\mathfrak{g}$ over a field $F$ together with a binary, bilinear, anti-commutative operation denoted by $[\cdot, \cdot]: \mathfrak{g} \times \mathfrak{g} \rightarrow \mathfrak{g}$ defined by $[X, Y]=X Y-Y X$ for $X, Y \in \mathfrak{g}$ assuming that an algebraic product is defined on $\mathfrak{g}$ and, furthermore, for any three elements $X, Y, Z \in \mathfrak{g}$ the Jacobi identity holds:

$$
[X,[Y, Z]]+[Z,[X, Y]]+[Y,[Z, X]]=0 .
$$

In the following text, we use some more advanced notions of differential geometry such as e.g. the Lie derivative, Lie group, fibred manifold and connection, the definition of which is omitted and we refer to e.g. [32,55] for the details.

## 3 Motivation for geometric control

### 3.1 Local control and differential geometry

We now show the connection between the dynamical systems and vector fields, more precisely we show the simple car model description by both methods, for classical approach see e.g. [35]. Furthermore, on the geometrical background we discuss the model controllability and show the meaning of a Lie bracket.


Figure 2: Simple car model
For the model description see Figure 2 and note that the fixed coordinate system $(x, y)$ is attached. The car moves on a planar surface and thus the configuration space is isomorphic to $\mathbb{R}^{2} \times \mathbb{S}^{1} \times \mathbb{S}^{1}$ with coordinates denoted by $(x, y, \theta, \Phi)$, first two describing the position, the third one the car orientation w.r.t. the fixed coordinate system and $\Phi$ determining the shape of the car, i.e. the front wheels orientation. The non-holonomic condition on the rear wheels reads that the velocity vector is always tangential to the trajectory of the rear axle midpoint $(x, y)$. Mathematically, this condition can be expressed as

$$
-\dot{x} \sin \theta+\dot{y} \cos \theta=0
$$

which is the form of the Pfaffian equation, i.e. dually in the form $P \mathrm{~d} x+Q \mathrm{~d} y=0$ for a vector field $(P(x, y), Q(x, y))$. This is satisfied if $\dot{x}=\alpha \cos \theta$ and $\dot{y}=\alpha \sin \theta, \alpha \in \mathbb{R}$, i.e. the $\alpha$ multiple of the velocity vector $v$ of the car. If we set $\alpha=\|v\|=: s$, we obtain two configuration equations $\dot{x}=s \cos \theta$ and $\dot{y}=s \sin \theta$. To describe the car position and spatial orientation (not front wheels orientation) completely, we need to determine the equation for $\dot{\theta}$, too. First observe that $\rho=\frac{L}{\tan \Phi}$. If $w$ denotes the distance travelled by the car then clearly $w=\frac{2 \pi \rho}{2 \pi} \theta=\rho \theta$ for a fixed $\Phi$ and thus $\mathrm{d} w=\rho \mathrm{d} \theta$. Consequently

$$
\mathrm{d} \theta=\frac{\tan \Phi}{L} \mathrm{~d} w
$$

Using the fact that $\dot{w}=s$ this yields

$$
\dot{\theta}=\frac{s}{L} \tan \Phi .
$$

To comply with the notation used in the field of dynamical systems we should specify the action variables (the input). In this model, the action variables are clearly the speed $s$ controlled by the throttle, and $\Phi$ controlled by the steering wheel. As the inputs are denoted by $\left(u_{s}, u_{\Phi}\right)$, we obtain a control system

$$
\begin{align*}
& \dot{x}=u_{s} \cos \theta, \\
& \dot{y}=u_{s} \sin \theta,  \tag{3.1}\\
& \dot{\theta}=\frac{u_{s}}{L} \tan u_{\Phi} .
\end{align*}
$$

In addition, further restriction such as the steering angle limitation must be applied. Furthermore, from the point of view of dynamical systems, note that the exact solution depends on the actual state of the input functions. Nevertheless, as the system serves for modelling, it is considered as the dynamic feedback control law and the solution of a linearized system is involved in each iteration.

The question arises whether there exists a different way of the problem modelling that could be more convenient with some additional topics. This is where the modern geometric control theory comes to action. Indeed, if the configuration space is considered as a four dimensional manifold $M$ with coordinates $(x, y, \theta, \Phi)$, then the reconfiguration, i.e. both spatial, including the position and orientation, and shape (the front wheels orientation) transformations, are viewed as curves on the manifold $M$. Thus, equivalently, we may consider the evolution of the shape coordinate $\dot{\Phi}$ as an input function and obtain the modification of the system 3.1 in the form

$$
\begin{align*}
& \dot{x}=u_{s} \cos \theta, \\
& \dot{y}=u_{s} \sin \theta, \\
& \dot{\theta}=\frac{u_{s}}{L} \tan \Phi,  \tag{3.2}\\
& \dot{\Phi}=u_{\Phi},
\end{align*}
$$

which is again a dynamical system, yet now in the Pfaffian form which defines the coordinates of the controlling vector fields explicitly as the input functions coefficients, i.e.

$$
\begin{aligned}
\text { steering: } S & =\frac{\partial}{\partial \Phi}, \\
\text { drive: } D & =\cos \theta \frac{\partial}{\partial x}+\sin \theta \frac{\partial}{\partial y}+\frac{\tan \Phi}{L} \frac{\partial}{\partial \theta} .
\end{aligned}
$$

The motion within the phase space is then realized along the integral curves of these vector fields, which are easily found for a fixed initial point, see Figure 3.


Figure 3: Integral curves

Clearly Figure 3(a) shows the periodic evolution of $\theta$ denoted as $z$ within the graph, Figure 3(b) reads that the car with fixed steering angle rotates in $x, y$ plane and Figure $3(c)$ shows the spatial form of the integral curve with fixed steering angle $\Phi$. Very simple sequential motion planning algorithms then come to the reader's mind. One can either evaluate the vector fields $S$ and $D$ at the initial point $x_{0}$, move in the constant direction of their arbitrary linear combination into the point $x_{1}$, recalculate the vector fields again and proceed further by iteration, or determine the integral curve of the particular linear combination of vector fields $S$ and $D$ at $x_{0}$, move along the integral curve into the point $x_{1}$, recalculate the integral curve in $x_{1}$ and proceed by iteration, see Figure 4. Such algorithm demands sufficient computational capacity and suffers from its local character. Furthermore, the problem also lies in the question how to determine a curve that starts at $x_{0}$ and ends in a prescribed point $x_{1}$. Thus it is not
suitable for global motion planning, yet in the sequel we show its contribution to the robotic snake motion planning.


Figure 4: Motion planning
We described how a motion may be obtained by a linear combination of the controlling vector fields. Yet, there exists their more sophisticated combination called the Lie bracket. Note that we use the Lie bracket on the Lie algebra of vector fields. The calculation of a Lie bracket of vector fields $X, Y$ on a manifold $M$ with coordinates denoted by $\underline{x}$ at a point $x_{0} \in M$ is quite simple, indeed

$$
[X, Y]\left(x_{0}\right)=\frac{\partial X}{\partial \underline{x}}\left(x_{0}\right) Y\left(x_{0}\right)-\frac{\partial Y}{\partial \underline{x}}\left(x_{0}\right) X\left(x_{0}\right),
$$

where $\frac{\partial X}{\partial x}$ stands for a Jacobi matrix of $X$.
To demonstrate the effect of a Lie bracket, let us consider the flows (or integral curves) of the appropriate vector fields. Then the Lie bracket measures the noncommutativity of the corresponding flows, see Figure 5.


Figure 5: Lie bracket
In case of simple car model we obtain two more available motions, particularly

$$
\begin{aligned}
\text { rotation: } R & =[S, D] \\
\text { translation: } T & =[R, D] \\
\text { t } & =-\frac{1}{L \cos ^{2} \Phi} \frac{\partial}{\partial \theta}, \\
L \cos ^{2} \Phi & \frac{\partial}{\partial x}+\frac{\cos \theta}{L \cos ^{2} \Phi} \frac{\partial}{\partial y} .
\end{aligned}
$$

From the coordinate form it is clear that $R$ corresponds to the change of the orientation only, i.e. it represents pure rotation, while $T$ moves the car w.r.t. the spatial coordinates $x, y$ only and thus it represents the translation. It is also clear that such motions cannot be realized directly in the motion planning algorithm but have to be formed as a combination of the controlling vector fields $S$ and $D$. See Figure 6 for the motions interpretations. Note that e.g. the translation in the direction parallel to the rear axle is the answer to the parallel parking problem, see Figure 6(a).


Figure 6: Bracket motions
Clearly, parallel parking problem can be solved using the combination of $S$ and $D$ vector fields and, as shown above, the Lie bracket plays an important role in it. Furthermore, if the Lie bracket is understood as the composition of flows, see Figure 5, it becomes clearer that the Lie bracket motion is realized by so-called periodic input, see [42] or (4.5) for its exact form.

Finally, we discuss the application of the differential geometry approach to the solution of local controllability. It can be calculated directly that there are pointwise no linearly independent vectors generated by further iteration of the Lie bracket. Indeed, this means that the dimension of the Lie algebra generated by $S, D, R$ and $T$ is 4 so as the dimension of the configuration space, or more precisely of its tangent space, and thus, according to the Chow-Rashevski Theorem, the system is locally controllable. In other words, this means that it is possible to steer the system from a given initial state to any final state within its neighbourhood in finite time using the available controls.

On a simple car model we demonstrated the geometric approach to the control theory which is used in Appendices 2-5, [43, 22, 23, 24].

### 3.2 Further geometric concepts

Note that there are further notions of differential geometry that play an important role in the control theory. We mention two concepts that appear within this text.

Clearly, the control system (3.2) can be rewritten as

$$
\dot{q}=u_{s} \cdot S(q)+u_{\varphi} \cdot D(q)
$$

assuming that $q=(x, y, \theta, \Phi)$. Generally, any controlling system can be written as

$$
\begin{equation*}
\dot{q}=u_{1} X_{1}(q)+\cdots+u_{m} X_{m}(q), q \in M, u=\left(u_{1}, \ldots, u_{m}\right) \in \mathbb{R}^{m}, \tag{3.3}
\end{equation*}
$$

where $X_{i}$ are smooth vector fields on $M$, see [29]. Indeed, the system (3.3) determines a family of vector spaces

$$
\Delta(q)=\operatorname{span}\left\{X_{1}(q), \ldots, X_{m}(q)\right\} \subset T_{q} M, q \in M
$$

which, in case that the dimension of $\Delta(q)$ is constant for all $q \in M$, is called the distribution. We will focus on such cases only, furthermore, we suppose that the dimension of $\Delta(q)$ is lower than the dimension of $T_{q} M$ and this defines so-called nonholonomic system. Consequently, it is possible to define a trajectory of (3.3) as a path $\gamma:[0,1] \rightarrow M$ for which there exists a function $u(\cdot) \in L^{1}\left([0, T], \mathbb{R}^{m}\right)$ such that $\gamma$ is a solution of the ordinary differential equation

$$
\dot{q}(t)=\sum_{i=1}^{m} u_{i}(t) X_{i}(q(t))
$$

for almost every $t \in[0, T]$. Such a function $u(\cdot)$ is called a control associated with $\gamma$. Note that the existence of such path between two sufficiently close points is given by the local controllability. Now one can define a sub-Riemannian metric associated with (3.3) as a function $g: T M \rightarrow \mathbb{R} \cup\{\infty\}$ given by

$$
g(q, v)=\inf \left\{u_{1}^{2}+\cdots+u_{m}^{2}: \sum_{i=1}^{m} u_{i} X_{i}(q)=v\right\}
$$

where the convention reads that $\inf \emptyset=+\infty$. With the notion of a metric we are ready to define the length of a path $\gamma(t)$ as

$$
\text { length }(\gamma)=\int_{0}^{T} \sqrt{g(\gamma(t), \dot{\gamma}(t))} \mathrm{d} t
$$

and finally the sub-Riemannian distance on $M$ associated with (3.3) as

$$
d(p, q)=\inf \text { length }(\gamma)
$$

for such $\gamma$ that $\gamma(0)=p$ and $\gamma(T)=q$. Note that this concept allows measuring the trajectories (motions) of a mechanism defined by (3.3) assigning a finite measure to those trajectories whose tangent vectors are a linear combination of the controlling vector fields $X_{i}$. Infinite measure is assigned to the trajectories that are not solutions of (3.3) and thus the appropriate motion violates the mechanism's natural behaviour. In the context of a simple car model, this means that the rear wheels slip or slide and thus the velocity vector is no longer purely perpendicular to the rear axle.

In addition, we recall another important notion that refers to the Lie bracket generating process which is the filtration appropriate to the nonholonomic system. We use the same notation as in [29]. Let us by $\Delta^{1}$ denote the distribution

$$
\Delta^{1}=\operatorname{span}\left\{X_{1}, \ldots, X_{m}\right\}
$$

and for $s \geq 1$ define

$$
\Delta^{s+1}=\Delta^{s}+\left[\Delta^{1}, \Delta^{s}\right],
$$

where $\left[\Delta^{1}, \Delta^{s}\right]=\operatorname{span}\left\{[X, Y]: X \in \Delta^{1}, Y \in \Delta^{s}\right\}$. Then the filtration is understood as a sequence of dimensions of the distributions $\Delta^{s}$, i.e. the filtration appropriate to the simple car model is $(2,3,4)$ as the vector field $T$ is the second order Lie bracket. Note that modelling of the Lie bracket motions leads to the concept of the nilpotent approximation that follows the sub-Riemannian geometry structure given by the dynamical system. Particular example will be given in Section 5.

Finally, geometrical concept of a connection plays an important role in the control theory, yet the exact use can vary and may demand quite deep knowledge of differential geometry. For the use of a connection in the control theory based on the kinematic energy optimization see e.g. [13, 46]. To find the correspondence between dynamical system, vector field and a connection we refer to [53], Appendix 1, where the connection is established by the projection onto the space of controlling parameters, canonical parameters and differential invariants of the controlling system. Indeed, if a solution of a dynamic system is considered as an integral curve (flow) of an appropriate vector field denoted by $Y$, then the canonical parameter $s$, defined by $\mathcal{L}_{Y} s=1$, and the system of independent invariants $I^{k}$ defined by $\mathcal{L}_{Y} I=0$ of $Y$ can be considered, where $\mathcal{L}_{Y}$ denotes the Lie derivative w.r.t. the vector field $Y$. Consequently, if we define a submersion

$$
\varphi: \Delta \rightarrow\left(s, I^{k}\right)
$$

then each fibre is formed by the family of integral surfaces which define a horizontal distribution $\Delta_{h}$ and therefore a connection. Thus the control is identified with a (torsion free) connection, see [53], Appendix 1 for further details, application to the dynamical system transformation and examples. For the differential geometrical background see [1, 50], for more details about dynamical systems see e.g. [44].

## 4 Kinematics of robotic snakes

Robotic snakes, or rather snake-like robots, are a good example of very sophisticated biologically inspired specimen. A snake, as a mobile biological unit, is very well adapted for an effective overcoming of obstacles and thus its terrain traversability is good in very complex environments [30]. From this point of view there are two very beneficial and fundamentally irreplaceable robotic applications. The first is the snake as an independent exploratory unit which is able to move in terrain that is hardly reachable or unreachable by means of the common mobile technology based on wheels or legs. One of many examples is a rescue mission in the earthquake affected areas [39, 40]. The snake robot could crawl through a destroyed building looking for people. The snake robot can also be used for surveillance and maintenance of complex and possibly dangerous structures such as nuclear plants and pipelines. Other application can be for example a snake-like robot used as a slender hyper-redundant manipulator, which is irreplaceable in industry and also in medical applications. Compared to the wheeled and legged mobile mechanisms, the snake robot offers high stability and superior traversability. Nowadays, snake-like robots are actively developing area in robotics, rising in popularity.

One of the most famous works has been done by Hirose and Umetami, in the early 1970's, they were the first to explore, design and develop limbless locomotors [19, 20, 41, 56]. They started the first bio-mechanical study using the real snakes and designed the first snake-like robot based on so-called serpentine locomotion. The first designs of Hirose's snake robots had modules with small passive wheels, and since then, most of the current developments by Downling (1997) [9], Chirikjian and Burdick (1990) [7], and Ostrowski (1995) [45] keep using the snake robots with wheels in order to facilitate forward propulsion.

Up to now, a variety of different snake-like robots has been designed, see [7, 31, 36, 47], some of which are currently used in practical tasks. It is important to note that there are other locomotion models using the principles of the biological snakes [6]: 1) Serpentine locomotion; 2) Rectilinear locomotion; 3) Concertina locomotion; 4) Side winding locomotion. The precise modelling of any of these motion components is quite difficult task [37]. There is a significant number of papers focused on searching for new snake-like mechanism constructions in order to realize one or more of the above models, [11, 38]. For the snake-like motion mimicking, basically three approaches are used (simplified classification).

First, the original Hirose approach, [19, 20], i.e. the representation of the kinematic model based on the serpenoid curve. This is well developed in many directions, [2]. Two main planar models, the serpentine locomotion (horizontal locomotion) and the travelling wave locomotion (vertical locomotion) are often adopted in the snake robot [5]. Furthermore, many authors present the optimized versions of this approach based on various parameter estimations. This is also often used for the verification of other solutions. We present a short description of serpenoid curve-based model within Section 6.

Second, heuristic and artificial intelligence approach based on so-called CPG (Central Pattern Generators) or other types of non-linear models. CPG produces so called rhythmic outputs defining a periodic motion of a robotic snake. It is realized as the intra-spinal artificial neural network. It is one of the mechanisms for neural control of locomotion in higher animals and humans [49]. In the field of modular robots, the CPG plays an important role in the motion description [8]. Different variations of this approach are still widely studied and developed [26].

Third, the analytical mechanic model based on the Newton-Euler formulation and Lagrangian [54, 42]. The fact that the energy of the system and the friction forces acting on the system are invariant with respect to the position and orientation of the snake robot is exploited to simplify the mathematical model. In the position calculation, the classical Euler angles can be used. The same calculations with much lower computational complexity are provided when the representations by quaternions or by the elements of so-called Conformal Geometric Algebra (CGA) [3, 16, 17] are employed. This approach is elaborated on a snake robot within Appendices 3-4, [22, 23], for trident snake robot see Appendix 5, [24].

Note that the above approaches differ not only by mathematical methods but also by suitability for particular applications. The division into global and local control is
vital. While heuristic methods suit well to the global control, the analytical approach solves rather local control, i.e. the way of actual movements and thus it can be used e.g in the situations where not enough joints can be operated, such as narrow spaces or difficult terrain due to obstacles.

In the sequel, we describe two particular mechanisms, i.e. trident snake and snake robot. We apply the geometric control methods and show elementary local motion planning algorithms based on the controlling vector fields. We shall stress that the Lie bracket motions are crucial to provide continuous lateral undulation and show the exact form of a periodic input that models them satisfactorily. Let us note that according to [42], the accuracy of modelling the bracket motions by periodic input up to order two is checked by so-called nilpotent approximation of the controlling distribution. We describe the whole transformation process for the 3-link snake, where the full strength algorithm must be used, in [43], Appendix 2. Within this text we compute the exact form of the trident snake's nilpotent approximation with comments and more details.

### 4.1 Trident snake robot

The mechanism of the trident snake robot was introduced in [27]. It consists of a body in the shape of an equilateral triangle with circumscribed circle of radius $r$ and three rigid links (also called legs) of constant length $l$ connected to the vertices of the triangular body by three motorised joints. In this text, we consider $r=1$ and $l=1$. To each free link end, a pair of passive wheels is attached to provide an important snake-like property that the ground friction in the direction perpendicular to the link is considerably higher than the friction of a simple forward move. In particular, this prevents slipping sideways. To describe the actual position of a trident snake robot we need the set of 6 generalized coordinates

$$
q=\left(x, y, \theta, \Phi_{1}, \Phi_{2}, \Phi_{3}\right)=:\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right)
$$

as shown in Figure 7. Hence the configuration space is (a subspace of) $\mathbb{R}^{2} \times \mathbb{S}^{1} \times\left(\mathbb{S}^{1}\right)^{3}$. Note that a fixed coordinate system $(x, y)$ is attached.

Let us now recall the kinematics description of the trident snake robot according to [27]. Let $x_{i}, y_{i}, i=1,2,3$, denote the wheel positions, $\theta$ the absolute orientation and $x, y$ the platform centre coordinates. Then

$$
\begin{equation*}
\binom{x_{i}}{y_{i}}=\binom{x+\cos \left(\alpha_{i}+\theta\right)+\cos \left(\alpha_{i}+\theta+\Phi_{i}\right)}{y+\sin \left(\alpha_{i}+\theta\right)+\sin \left(\alpha_{i}+\theta+\Phi_{i}\right)}, \tag{4.1}
\end{equation*}
$$

where $\alpha_{i}$ denotes the $i$-th central angle within the platform triangle. Note that the parametrizations can vary by setting the angles within the triangular platform either $0, \frac{2 \pi}{3}$ and $\frac{4 \pi}{3}$ or $0, \frac{2 \pi}{3}$ and $-\frac{2 \pi}{3}$, etc. The non-slip and non-slide assumption on the wheels imply the following three nonholonomic constraints:

$$
\begin{equation*}
\dot{x}_{i} \sin \left(\alpha_{i}+\theta+\Phi_{i}\right)=\dot{y}_{i} \cos \left(\alpha_{i}+\theta+\Phi_{i}\right), \quad i=1,2,3 . \tag{4.2}
\end{equation*}
$$



Figure 7: Trident snake robot model

Differentiating the equations (4.1) and substituting into (4.2) we obtain the controlling dynamical system. Similarly to the system (3.2) we transform it into the appropriate Pfaff system of ODEs which describes the local controllability. If $\dot{q}$ is expressed we obtain a control system $\dot{q}=G \mu$, more precisely

$$
\left(\begin{array}{c}
\dot{x} \\
\dot{y} \\
\dot{\theta} \\
\dot{\Phi_{1}} \\
\dot{\Phi}_{2} \\
\dot{\Phi}_{3}
\end{array}\right)=\left(\begin{array}{ccc}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1 \\
\sin \left(\theta+\alpha_{1}+\Phi_{1}\right) & -\cos \left(\theta+\alpha_{1}+\Phi_{1}\right) & -1-\cos \left(\Phi_{1}\right) \\
\sin \left(\theta+\alpha_{2}+\Phi_{2}\right) & -\cos \left(\theta+\alpha_{2}+\Phi_{2}\right) & -1-\cos \left(\Phi_{2}\right) \\
\sin \left(\theta+\alpha_{3}+\Phi_{3}\right) & -\cos \left(\theta+\alpha_{3}+\Phi_{3}\right) & -1-\cos \left(\Phi_{3}\right)
\end{array}\right)\left(\begin{array}{l}
u_{1} \\
u_{2} \\
u_{3}
\end{array}\right)
$$

where the vector $\left(u_{1}, u_{2}, u_{3}\right)$ is the vector of controlling parameters and the control matrix $G$ is a $6 \times 3$ matrix whose columns are considered as the controlling vector fields $g_{1}, g_{2}, g_{3}$.

It is easy to check that in regular points, i.e. such points where the matrix $G$ is regular, these vector fields define a (bracket generating) distribution with growth vector $(3,6)$. It means that in each regular point the vector fields $g_{1}, g_{2}, g_{3}$ together with their Lie brackets span the whole tangent space. Consequently, the system is controllable by Chow-Rashevsky theorem.

For sake of simplicity and according to [43], Appendix 2, we use the simplified vector fields where the rotation matrix is factored out which corresponds to the non-inertial coordinate system connected to the platform. The Lie algebra generating vector fields
$g_{1}, g_{2}, g_{3}$ with the parametrization $\alpha_{1}=-\frac{2 \pi}{3}, \alpha_{2}=0$ and $\alpha_{3}=\frac{2 \pi}{3}$ are then transformed as follows:

$$
\begin{align*}
& g_{1}=\partial_{x}+\sin \left(\Phi_{1}-\frac{2 \pi}{3}\right) \partial_{\Phi_{1}}+\sin \left(\Phi_{2}\right) \partial_{\Phi_{2}}+\sin \left(\Phi_{3}+\frac{2 \pi}{3}\right) \partial_{\Phi_{3}}, \\
& g_{2}=\partial_{y}-\cos \left(\Phi_{1}-\frac{2 \pi}{3}\right) \partial_{\Phi_{1}}-\cos \left(\Phi_{2}\right) \partial_{\Phi_{2}}-\cos \left(\Phi_{3}+\frac{2 \pi}{3}\right) \partial_{\Phi_{3}},  \tag{4.3}\\
& g_{3}=\partial_{\theta}-\left(1+\cos \left(\Phi_{1}\right)\right) \partial_{\Phi_{1}}-\left(1+\cos \left(\Phi_{2}\right)\right) \partial_{\Phi_{2}}-\left(1+\cos \left(\Phi_{3}\right)\right) \partial_{\Phi_{3}} .
\end{align*}
$$

Similarly to the simple car model we shall explore the Lie bracket motions more precisely. Thus, we calculate the vector fields given by the Lie brackets of $g_{1}, g_{2}, g_{3}$ evaluated at 0 and denote them by $g_{4}=\left[g_{1}, g_{2}\right], g_{5}=\left[g_{2}, g_{3}\right]$ and $g_{6}=\left[g_{1}, g_{3}\right]$. Their coordinate form with respect to the rotation free system (i.e. the non-inertial system connected with the platform) is the following:

$$
\begin{align*}
& g_{4}=\partial \Phi_{1}+\partial \Phi_{2}+\partial \Phi_{3}, \\
& g_{5}=\sqrt{3} \partial \Phi_{2}-\sqrt{3} \partial \Phi_{3},  \tag{4.4}\\
& g_{6}=2 \partial \Phi_{1}-\partial \Phi_{2}-\partial \Phi_{3} .
\end{align*}
$$

According to [27] and [43], Appendix 2, we demonstrate the motions generated by the Lie brackets, see Figures 8, 9 and 10. Let us stress that in spite of the simple car model example in Section 3.1 the trajectories do not represent the integral curves but are real trajectories of wheels and triangle vertices within the Euclidean plane. Further details of the Lie bracket exact realizations can be found in [27].


Figure 8: Realization of $g_{4}$ motion
Note that the trajectories on Figure 8 read that the root stays put and the angles represented by the coordinates $\Phi_{1}, \Phi_{2}, \Phi_{3}$ change, which is obvious from approximately


Figure 9: Realization of $g_{5}$ motion


Figure 10: Realization of $g_{6}$ motion
equal dislocation of the wheel points at the end of the motion. Considering the vector field $g_{4}$ at 0 one finds that the angles should change proportionally to $1: 1: 1$. Similarly, Figure 9 demonstrates the Lie bracket $g_{5}$ motion and clearly the trajectories represent the effect that the root moves along the $x$-axis and the angles change proportionally to 1:0:-1. Finally, Figure 10 shows $g_{6}$ realization which reads that the root moves along the $y$-axis and the angles change proportionally to $-2: 1: 1$.

This is crucial for the local motion planning algorithm as $g_{4}$ provides a shape transformation such that only the links move and the rest stays put and $g_{5}$ and $g_{6}$ provide motion along $x$ and $y$ axes, respectively. The local motion planning algorithm then runs in loops, i.e. once the spatial motion is performed and the position of the links is changed accordingly up to the construction limit, the bracket motion is realized to restore the original shape with no spatial effect and the mechanism is ready to repeat the motion in the desired direction. To find more details about the bracket motions and motion planning algorithm see [27, 28]. When compared to the simple car model, where the bracket motion corresponded to specific translation and rotation only and may be omitted for standard motion planning otherwise, it is clear that for snake like mechanisms the bracket motions are vital. Thus we come to a question of their realization which, according to [42], brings us to the periodic input and nilpotent approximation, see [43], Appendix 2. Indeed, the periodic input appropriate to the Lie bracket $\left[g_{1}, g_{2}\right]$ is a vector input function in the form

$$
\begin{equation*}
u(t)=(-A \omega \sin \omega t, A \omega \cos \omega t, 0) \tag{4.5}
\end{equation*}
$$

with suitable choice of $A \in \mathbb{R}$ sufficiently small amplitude and $\omega \in \mathbb{R}$. For further details about the exact form of inputs for composed Lie brackets see [42].

### 4.2 3-link snake robot

Similarly to the previous section we describe the robot's kinematics. Note that we follow the notation used in [43, 22, 23, 24], Appendices 2-5.

The snake robot described in this text consists of 3 rigid links of constant length 2 interconnected by 2 motorized joints. To each line, in the centre of its mass, a pair of
wheels is attached which provides the same snake-like property as for the trident snake robot. To describe the actual position of a snake robot we need the set of 5 generalized coordinates

$$
q=\left(x, y, \theta, \Phi_{1}, \Phi_{2}\right)
$$

which describe the configuration of the snake robot as shown in Figure 11 and forms 5-dimensional manifold $M$ as a phase space.


Figure 11: Snake robot model
Note that the forward kinematics is calculated w.r.t. the head point $\left(x_{0}, y_{0}\right)$ and the model is parametrized by $\dot{x}$ and $\dot{y}$. The regular positions then form a 2-dimensional distribution which can be determined by the vector fields $X=\left(X_{1}, \ldots, X_{6}\right)$ and $Y=$ $\left(Y_{1}, \ldots, Y_{6}\right)$ e.g. with the following coordinates:

$$
\begin{align*}
X_{1}= & 1, \\
X_{2}= & 0 \\
X_{3}= & 2 \sin (\theta), \\
X_{4}= & -4 \sin (\theta) \sin \left(\Phi_{1}+\pi / 6\right)-2 \sin (\theta)-2 \cos \left(\theta+\Phi_{1}+\pi / 6\right),  \tag{4.6}\\
X_{5}= & 8 \cos \left(\Phi_{2}+\pi / 3\right) \sin \left(\Phi_{1}+\pi / 6\right) \sin (\theta)-4 \sin (\theta) \cos \left(\Phi_{1}+\Phi_{2}\right) \\
& +4 \cos \left(\Phi_{2}+\pi / 3\right) \cos \left(\theta+\Phi_{1}+\pi / 6\right)+4 \sin (\theta) \sin \left(\Phi_{1}+\pi / 6\right) \\
& +2 \cos \left(\theta+\Phi_{1}+\pi / 6\right)+2 \sin \left(\theta+\Phi_{1}+\Phi_{2}\right)
\end{align*}
$$

and

$$
\begin{align*}
Y_{1}= & 0, \\
Y_{2}= & 1, \\
Y_{3}= & -2 \cos (\theta), \\
Y_{4}= & 4 \cos (\theta) \sin \left(\Phi_{1}+\pi / 6\right)+2 \cos (\theta)-2 \sin \left(\theta+\Phi_{1}+\pi / 6\right),  \tag{4.7}\\
Y_{5}= & -8 \cos \left(\Phi_{2}+\pi / 3\right) \sin \left(\Phi_{1}+\pi / 6\right) \cos (\theta)+4 \cos (\theta) \cos \left(\Phi_{1}+\Phi_{2}\right) \\
& +4 \cos \left(\Phi_{2}+\pi / 3\right) \sin \left(\theta+\Phi_{1}+\pi / 6\right)-4 \cos (\theta) \sin \left(\Phi_{1}+\pi / 6\right) \\
& +2 \sin \left(\theta+\Phi_{1}+\pi / 6\right)-2 \cos \left(\theta+\Phi_{1}+\Phi_{2}\right) .
\end{align*}
$$

Their Lie bracket $[X, Y]$ and two second order brackets $[[X, Y], X]$ and $[[X, Y], Y]$ can be constructed, yet we omit their full coordinate form. Evaluating these vector fields at the point init $=\left(0,0,0,-\frac{\pi}{3}, \frac{\pi}{3}\right)$ which is considered in the following as the snake's initial position, we obtain

$$
\begin{aligned}
X(\text { init }) & =(1,0,0,-\sqrt{3}, 2 \sqrt{3}), \\
Y(\text { init }) & =(0,1,-2,3,0), \\
{[X, Y](\text { init }) } & =(0,0,4,-12,12), \\
{[[X, Y], X](\text { init }) } & =(0,0,8,-36,60), \\
{[[X, Y], Y](\text { init }) } & =(0,0,0,-4 \sqrt{3}, 20 \sqrt{3}) .
\end{aligned}
$$

The motion planning is then modelled sequentially, meaning that e.g. the motion in the direction of the $x$ axis from the initial position and consequent transformation into the shifted initial position (i.e. only the $x$ coordinate is different) again is formed by the linear combination

$$
(1,0,0,0,0) \approx(576+360 \sqrt{3}) X-22[X, Y]+11[[X, Y], X]-101 \sqrt{3}[[X, Y], Y]
$$

where the Lie bracket motions are realized by the periodic input $u$ similar to (4.5) consisting of two components only, i.e. $u(t)=(-A \omega \sin \omega t, A \omega \cos \omega t)$. For further analysis and details see [43], Appendix 2.

## 5 Nilpotent Approximation

We construct the nilpotent approximation of a trident snake robot's controlling distribution. The aim is to show the construction that proves the periodic input (4.5) a convenient tool for modelling the Lie bracket motions, see [42]. Note that the construction of the 3-link snake robot's nilpotent approximation is described in [43], Appendix 2. We proceed according to Bellaïche's algorithm, see e.g. [29]. We stress that in [43], Appendix 2, one step of the algorithm is added which is valid for at least depth 3 filtrations. Recall that the trident snake's filtration is $(3,6)$ and the 3 -link robotic snake's filtration is $(2,3,5)$. Thus we mainly point out the differences to [43], Appendix 2. In our particular case the configuration space of the trident snake robot is a 6-dimensional manifold $M$ with the coordinate functions denoted by

$$
\left(x, y, \theta, \Phi_{1}, \Phi_{2}, \Phi_{3}\right)=:\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right)
$$

Let the basis of a vector space $T_{p} M$ be denoted by

$$
\left(\partial_{x_{1}}, \partial_{x_{2}}, \partial_{x_{3}}, \partial_{x_{4}}, \partial_{x_{5}}, \partial_{x_{6}}\right), p \in M
$$

and let us consider three vector fields $g_{1}, g_{2}, g_{3}$ in the form (4.3) which determine a distribution in $T M$, and we add their Lie brackets $g_{4}, g_{5}, g_{6}$, see (4.4). For the introduction into the topic from the point of view of sub-Riemannian geometry see [29], for the notions needed within this text we refer to [43], Appendix 2. We recall the definition of privileged coordinates, [29].

Definition 5.1. A system of privileged coordinates at $p$ is a system of local coordinates $\left(y_{1}, \ldots, y_{n}\right)$ such that $\operatorname{ord}_{p}\left(y_{j}\right)=w_{j}$ for $j=1, \ldots, n$ where $\operatorname{ord}_{p}\left(y_{j}\right)$ stands for the order of the coordinate function $y_{j}$ at a point $p$ and $w_{j}$ denotes the weights of the distribution.

The first question is what is the exact form of a coordinate transformation $x:=$ $\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right) \rightsquigarrow\left(y_{1}, y_{2}, y_{3}, y_{4}, y_{5}, y_{6}\right)=: y$ such that the condition

$$
\begin{equation*}
\left.\frac{\partial}{\partial y_{i}}\right|_{p}=\left.g_{i}\right|_{p}, \quad i=1, \ldots, 6 \tag{5.1}
\end{equation*}
$$

holds in $p \in M$. Let us denote by $\left[g_{k}^{i}\right]_{y}$ the $i$-th coordinate of a vector $g_{k}$ in the coordinate system $y$ and by $e^{i}$ a 6 -dimensional vector with coordinates $e_{j}^{i}=0$ for $i \neq j$ and $e_{j}^{i}=1$ for $i=j, i, j \in\{1, \ldots, 6\}$. Then e.g. $\left[g_{1}^{1}\right]_{x}=1,\left[g_{1}^{2}\right]_{x}=0,\left[g_{1}^{3}\right]_{x}=0,\left[g_{1}^{4}\right]_{x}=$ $\sin \left(x_{3}+x_{6}\right)$ etc. and the condition (5.1) reads $\left[g_{i}\right]_{y}=e^{i}$. Employing the Einstein summation convention, i.e. summing over $j$ ranging from 1 to 6 , the transformation law for vector fields under the coordinate change $x \rightsquigarrow y$ reads

$$
\left[g_{k}^{i}\right]_{y}=\frac{\partial y_{i}}{\partial x_{j}}\left[g_{k}^{j}\right]_{x}
$$

Particularly, in the vector form we have

$$
\left.\left.e^{i}=\left[g_{i}\right]_{y}=\left(\begin{array}{c}
\frac{\partial y_{1}}{\partial x_{j}}
\end{array} g_{i}^{j}\right]_{x}\right)\left(\begin{array}{c}
\frac{\partial y_{2}}{\partial x_{j}}
\end{array} g_{i}^{j}\right]_{x}\right) .
$$

Evaluating all functions at an arbitrary point $p$, for sake of simplicity we choose the point $p=(0,0,0,0,0,0)$, we get a system of 36 linear PDEs with respect to $\frac{\partial y_{i}}{\partial x_{j}}$ with constant coefficients. We split the system into 6 groups, each containing 6 equations for a particular $y_{i}$, determine the inverse matrix and continue by integration. Clearly, at an arbitrary $p \in M$ the desired transformation $x \rightsquigarrow y$ will be linear, in our case it will be given by

$$
\left(\begin{array}{l}
y_{1}  \tag{5.2}\\
y_{2} \\
y_{3} \\
y_{4} \\
y_{5} \\
y_{6}
\end{array}\right)=\left(\begin{array}{rrrrrr}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
\frac{\sqrt{3}}{2} & \frac{1}{2} & -2 & 1 & -1 & \sqrt{3} \\
0 & -1 & -2 & 1 & 2 & 0 \\
-\frac{\sqrt{3}}{2} & \frac{1}{2} & -2 & 1 & -1 & -\sqrt{3}
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6}
\end{array}\right) .
$$

Proposition 5.2. The coordinates $y=\left(y_{1}, y_{2}, y_{3}, y_{4}, y_{5}, y_{6}\right)$ form the system of privileged coordinates.

For general proof see [29].
Vector fields $g_{i}$ are of order $\geq-1$ and thus generally their Taylor expansion is of the form:

$$
g_{i}(y) \sim \sum_{\alpha, j} a_{\alpha, j} y^{\alpha} \partial_{y_{j}},
$$

where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is a multiindex. Furthermore, if we define a weighted degree of the monomial $y^{\alpha}=y_{1}^{\alpha_{1}} \cdots y_{n}^{\alpha_{n}}$ to be $w(\alpha)=w_{1} \alpha_{1}+\cdots w_{n} \alpha_{n}$, then $w(\alpha) \geq w_{j}-1$ if $a_{\alpha, j} \neq 0$. Recall that $w_{j}=\operatorname{ord}_{p}\left(y_{j}\right)$ from Definition 5.1 and in our particular case the coordinate weights are ( $1,1,1,2,2,2$ ). Grouping together the monomial vector fields of the same weighted degree we express $g_{i}, i=1,2,3$ as a series

$$
g_{i}=g_{i}^{(-1)}+g_{i}^{(0)}+g_{i}^{(1)}+\cdots,
$$

where $g_{i}^{(s)}$ is a homogeneous vector field of degree $s$. Note that this means that the $\partial_{y_{1}}, \partial_{y_{2}}$ and $\partial_{y_{3}}$ coordinate functions of $g_{1}^{(-1)}, g_{2}^{(-1)}$ and $g_{3}^{(-1)}$ are formed by constants and the $\partial_{y_{4}}, \partial_{y_{5}}$ and $\partial_{y_{6}}$ coordinate functions are linear polynomials in $y_{1}, y_{2}, y_{3}$. Then the following proposition holds, [29]:

Proposition 5.3. Set $\hat{g}_{i}=g_{i}^{(-1)}, i=1,2,3$. The family of vector fields $\left(\hat{g}_{1}, \hat{g}_{2}, \hat{g}_{3}\right)$ is a first order approximation of $\left(g_{1}, g_{2}, g_{3}\right)$ at 0 and generates a nilpotent Lie algebra of step $r=1$, i.e. all brackets of length greater than 1 are equal to zero.

In our case, we obtain the following vector fields:

$$
\begin{aligned}
& \hat{g}_{1}=\partial_{y_{1}}-\frac{y_{2}}{2} \partial_{y_{4}}+\left(-\frac{y_{2}}{2}-y_{3}\right) \partial_{y_{5}}-\frac{y_{1}}{2} \partial_{y_{6}}, \\
& \hat{g}_{2}=\partial_{y_{2}}+\frac{y_{1}}{2} \partial_{y_{4}}-\frac{y_{1}}{2} \partial_{y_{5}}+\left(\frac{y_{2}}{2}-y_{3}\right) \partial_{y_{6}}, \\
& \hat{g}_{3}=\partial_{y_{3}} .
\end{aligned}
$$

The family $\left(\hat{g}_{1}, \hat{g}_{2}, \hat{g}_{3}\right)$ is the nilpotent approximation of $\left(g_{1}, g_{2}, g_{3}\right)$ at 0 associated with the coordinates $y$. The remaining three vector fields are generated by Lie brackets of $\left(\hat{g}_{1}, \hat{g}_{2}, \hat{g}_{3}\right)$ due to the second part of Proposition 5.3. Note that due to linearity of the three latter coordinates of $\left(\hat{g}_{1}, \hat{g}_{2}, \hat{g}_{3}\right)$, the coordinates of $\left(\hat{g}_{4}, \hat{g}_{5}, \hat{g}_{6}\right)$ must be constant. Indeed, we get $\hat{g}_{4}=\partial_{y_{4}}, \hat{g}_{5}=\partial_{y_{5}}$ and $\hat{g}_{6}=\partial_{y_{6}}$. Note that the vector fields $\left(\hat{g}_{1}, \hat{g}_{2}, \hat{g}_{3}, \hat{g}_{4}, \hat{g}_{5}, \hat{g}_{6}\right)$ in $\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}, x_{6}\right)$ coordinates are of the form

$$
\begin{aligned}
& \hat{g}_{1}=\partial_{x_{1}}-\left(x_{2}+x_{3}\right) \partial_{x_{4}}-\left(\frac{\sqrt{3} x_{1}}{4}+\frac{x_{2}}{4}-\frac{x_{3}}{2}-\frac{\sqrt{3}}{2}\right) \partial_{x_{5}}+\left(\frac{\sqrt{3} x_{1}}{2}-\frac{x_{2}}{4}+\frac{x_{3}}{2}-\frac{\sqrt{3}}{2}\right) \partial_{x_{6}}, \\
& \hat{g}_{2}=\partial_{x_{2}}-\partial_{x_{4}}+\left(\frac{3 x_{1}}{4}+\frac{\sqrt{3} x_{2}}{4}-\frac{\sqrt{3} x_{3}}{2}+\frac{1}{2}\right) \partial_{x_{5}}+\left(\frac{3 x_{1}}{4}-\frac{\sqrt{3} x_{2}}{4}+\frac{\sqrt{3} x_{3}}{2}+\frac{1}{2}\right) \partial_{x_{6}}, \\
& \hat{g}_{3}=\partial_{x_{3}}-2 \partial_{x_{4}}-2 \partial_{x_{5}}-2 \partial_{x_{6}}, \\
& \hat{g}_{4}=\partial_{x_{4}}+\partial_{x_{5}}+\partial_{x_{6}}, \\
& \hat{g}_{5}=-\frac{\sqrt{3}}{2} \partial_{x_{5}}+\frac{\sqrt{3}}{2} \partial_{x_{6}}, \\
& \hat{g}_{6}=-\partial_{x_{3}}+\frac{1}{2} \partial_{x_{5}}+\frac{1}{2} \partial_{x_{6}},
\end{aligned}
$$

where the inverse transformation to (5.2) was applied. Once the nilpotent approximation is computed, it can be proved that the periodic input provides a model of the Lie bracket motions that is accurate up to order 2 . We omit the proof within this text and refer to [42] for general proof.

## 6 Global motion planning algorithm

In 1990s, the term biorobotics left the area of science-fiction and became realistic mostly in medicine to replace the malfunctioning parts of a human body by an artificial substitute and, consequently, it turned out that the bio-inspired solutions are often the effective ones. Thus the applications shifted from mimicking the properties of the biological model into the development of nature inspired robotic mechanisms. We present a note about one possible global motion algorithm. This topic is well elaborated in [37] and is a part of [43], Appendix 2. A well-known bio-inspired mathematical description of lateral undulation was presented by Hirose in 1993 based on empirical studies of biological snakes. Hirose discovered that a close approximation to the shape of a biological snake during lateral undulation is given by a planar curve whose curvature varies sinusoidally, more precisely $\varkappa(s)=|a b \sin (b s)-c|$, see [37]. Hirose named it a serpenoid curve and described it by

$$
\begin{aligned}
& x(s)=\int_{0}^{s} \cos (a \cos (b \sigma)+c \sigma) \mathrm{d} \sigma, \\
& y(s)=\int_{0}^{s} \sin (a \cos (b \sigma)+c \sigma) \mathrm{d} \sigma
\end{aligned}
$$

where $(x(s), y(s))$ are the coordinates of the point along the curve at arc length $s$ from the origin and $a, b, c$ are positive scalars.

The pattern for lateral undulation is achieved by moving the joints of a planar snake robot according to

$$
\Phi_{i}=A \sin (\omega t+(i-1) \delta)+\Phi_{0}
$$

where in our case, $i=1,2$, the offset $\Phi_{0}=0$ and only the amplitude $A$ and frequency $\omega$ remain, see [37]. In [43], Appendix 2, we reparametrized the robotic system in such way that instead of controlling vector fields (4.6) and (4.7) parametrized by $\dot{x}$ and $\dot{y}$, we use vector fields parametrized by $\dot{\Phi}_{1}$ and $\dot{\Phi}_{2}$.

## 7 Conformal Geometric Algebra

### 7.1 Abstract structures in kinematics

The classical approach composes the kinematic chain of homogeneous matrices using the moving frame method and Euler angles, or, in a more advanced way, the quaternion algebra $\mathbb{H}$ which was introduced by W. R. Hamilton in 1843. By analogy with the complex numbers, quaternions are written as a real part and a linear combination of three complex units $i, j, k$ as

$$
q=a+b \cdot i+c \cdot j+d \cdot k
$$

where $i^{2}=j^{2}=k^{2}=i j k=-1$. Note that while quaternions are associative, they are not commutative. Indeed

$$
i j=-j i=k, j k=-k j=i, k i=-i k=j .
$$

Quaternions can be interpreted as a scalar plus a vector in $\mathbb{R}^{3}$ and this idea leads to the representation of an Euclidean point $x \in \mathbb{R}^{3}$ as an imaginary quaternion

$$
x=\left(x_{1}, x_{2}, x_{3}\right) \rightleftharpoons x_{1} i+x_{2} j+x_{3} k .
$$

The crucial contribution of quaternions to mechanics is the representation of rotations in the Euclidean space. Indeed, if we consider $u=u_{1} i+u_{2} j+u_{3} k$ such that $u \bar{u}=1$ as the axis of rotation and $q$ as a quaternion given by

$$
q=\mathrm{e}^{\frac{\theta}{2}\left(u_{1} i+u_{2} j+u_{3} k\right)}=\cos \frac{\theta}{2}+u \sin \frac{\theta}{2},
$$

then the rotation of $x \in \mathbb{R}^{3}$ around the axis $u$ is realized on the image of $x$ in $\mathbb{H}$ by conjugation $x \mapsto q x q^{-1}$ provided that $q^{-1}=\mathrm{e}^{-\frac{\theta}{2}\left(u_{1} i+u_{2} j+u_{3} k\right)}$, i.e. the problem of rotation in the three dimensional space reduces to the quaternion multiplication.

From the structural point of view the quaternions form a Clifford algebra $\mathcal{C l}(0,2)$ and thus it is only natural to search suitable generalizations among Clifford algebras. In 1984 D. Hestenes and G. Sobczyk in [14] described a suitable structure for object manipulation as Conformal Geometric Algebra referred to as CGA. Algebraically, we work with a geometric algebra on $\mathbb{R}^{4,1}$ which is the Clifford algebra $\mathcal{C l}(4,1)$ in which we can easily transform both linear objects and spheres of any dimension. Namely, these objects are simply elements of the algebra and can be transformed and intersected with ease. In addition, rotations, translation, dilations and sphere inversions all become rotations in our $2^{5}$-dimensional space, see [18, 48, 61].

More precisely, let $\mathbb{R}^{4,1}$ denote a vector space $\mathbb{R}^{5}$ equipped with the scalar product of signature $(4,1)$ and let $\left\{e_{1}, e_{2}, e_{3}, e_{+}, e_{-}\right\}$be an orthonormal basis. The Clifford algebra $\mathcal{C l}(4,1)$ can be described as a free, associative and distributive algebra such that the geometric product $e_{i} e_{j}$
(i) coincides with the scalar product in the case $i=j$,
(ii) is equal to $-e_{j} e_{i}$ for $i \neq j$. Hence the dimension of the algebra is $2^{5}=32$.

Next to the geometric product, we define two additional products on the elements of $\mathbb{R}^{4,1}$ based on the geometric one for any $u, v \in \mathbb{R}^{4,1}$, inner product and wedge product, respectively:

$$
u \cdot v=\frac{1}{2}(u v+v u), \quad u \wedge v=\frac{1}{2}(u v-v u)
$$

and thus for the base vectors we have $u v=u \cdot v+u \wedge v$. Note that $u \cdot v$ is a scalar (an algebra element of grade zero) while $u \wedge v$ is a bivector (an algebra element of grade two). In this sense, the definition of these product extends to the whole algebra. Namely, given two elements $E_{k}=e_{a_{1}} \wedge \cdots \wedge e_{a_{k}}$ and $E_{l}=e_{b_{1}} \wedge \cdots \wedge e_{b_{l}}$ of grades $k$ and $l$, respectively, the wedge (outer) product is defined as

$$
E_{k} \wedge E_{l}:=\left\langle E_{k} E_{l}\right\rangle_{k+l}
$$

while the inner product is defined as

$$
E_{k} \cdot E_{l}:=\left\langle E_{k} E_{l}\right\rangle_{|k-l|},
$$

where $\left\rangle_{k}\right.$ is the grade projection into the grade $k$. These products can be used effectively to compute an intersection of geometric objects and distances, respectively.

The conformal geometric basis elements can be represented by the multi-vectors from $\mathcal{C l}(4,1)$ either in the outer product null space (OPNS) representation or in its dual, so called inner product null space (IPNS) representation. To work with CGA effectively, one defines $e_{0}=\frac{1}{2}\left(e_{-}-e_{+}\right)$and $e_{\infty}=\left(e_{-}+e_{+}\right)$. Consequently, the following properties hold. The geometric objects which we use in the snake robot's kinematics description are then given as follows.

| object | CGA element (OPNS) |
| :--- | :--- |
| Point | $Q=x+\frac{1}{2} x^{2} e_{\infty}+e_{0}$ |
| Point pair $Q_{1}, Q_{2}$ | $P=Q_{1} \wedge Q_{2}$ |
| Line $L$ | $L=Q_{1} \wedge Q_{2} \wedge e_{\infty}$ |
| Circle $C$ containing $Q_{1}, Q_{2}, Q_{3}$ | $C=Q_{1} \wedge Q_{2} \wedge Q_{3}$ |

Each geometric transformation (rotation, translation, dilation, inversion) of a geometric object represented by an algebra element $\mathcal{O}$ is realized by conjugation $\mathcal{O} \mapsto$ $M \mathcal{O} \tilde{M}$, where $M$ is an appropriate multi-vector and $\tilde{M}$ is its reversion. For instance, the translation in the direction $t=t_{1} e_{1}+t_{2} e_{2}+t_{3} e_{3}$ is realized by conjugation by the multi-vector

$$
T=1-\frac{1}{2} t e_{\infty},
$$

which can be written as $e^{-\frac{1}{2} t e_{\infty}}$, and the rotation around the axis $L$ by angle $\varphi$ is realized as conjugation by the multi-vector

$$
R=\cos \frac{\varphi}{2}-L \sin \frac{\varphi}{2} .
$$

Similarly to the case of a translation, the rotation can be also written as $\mathrm{e}^{-\frac{1}{2} \varphi L}$. The composition of translations and rotations is called the motor (the abbreviation of "momentum and vector," i.e. the element performing a screw motion) and usually denoted by $M$.

The direct kinematics for the snake robot is obtained similarly as the kinematics for serial robot arms [61]. In general, it is given by a succession of generalised rotations $R_{i}$ and it is valid for all geometric objects, including point pairs. A point pair $P$ in a general position is computed from its initial position $P_{0}$ as follows

$$
P=\prod_{i=1}^{n} R_{i} P_{0} \prod_{i=1}^{n} \tilde{R}_{n-i+1} .
$$

Unlike the fixed serial robot arms, we allow $R_{i}$ to be also a translation. We view translations as degenerate rotations.

### 7.2 Differential kinematics

By differential kinematics we understand the description of a motion not by the coordinates in the final state but by means of the velocity, i.e. by the norm and the direction of the velocity vector. As we consider both translations and rotations, both linear and angular velocities are involved. If we consider a robot whose final position is given by a kinematic chain (i.e. by the system of kinematic equations), the formulae for the differential kinematics are obtained simply as its total derivative. Let us consider the following kinematic chain in CGA:

$$
\begin{equation*}
M_{n} M_{n-1} \cdots M_{1} P \tilde{M}_{1} \cdots \tilde{M}_{n-1} \tilde{M}_{n} \tag{7.1}
\end{equation*}
$$

where $M_{i}$ denotes the appropriate motors.
In the sequel, we consider the motors in the kinematic chain to be of the form

$$
M_{i}=\mathrm{e}^{-\frac{1}{2} q_{i} L_{i}},
$$

where $L_{i}$ denotes the appropriate rotation axis and $q_{i}$ are the angles of rotations, see [61]. At this point, by differentiation of the kinematic chain (7.1) we obtain [61, 12]

$$
\begin{equation*}
\dot{P}=\sum_{j=1}^{n}\left[P \cdot L_{j}^{\prime}\right] d q_{j}, \tag{7.2}
\end{equation*}
$$

where

$$
L_{j}^{\prime}=\prod_{i=1}^{j-1} M_{i} L_{j} \prod_{i=1}^{j-1} \tilde{M}_{j-i}
$$

In case of a planar robot model, e.g. a snake robot moving on a planar surface [23], the motors do not affect the axis $L_{j}$ within the formula and thus we omit the function $L_{j}^{\prime}$ and leave only $L_{j}$ instead. Let us remark that if we replace $L_{j}$ with $L_{j}^{\prime}$ the following calculations are still valid and thus the results are true in full generality. Note that (7.2) represents the point $P$ motion. In the rest of the paper we shall derive similar equations for other geometric objects, see [21] for proofs.
Lemma 7.1. Let $P_{1}$ and $P_{2}$ be two moving points and let their final position be determined by the same kinematic chain (7.1). Then the differential kinematics of the point pair $P_{p}=P_{1} \wedge P_{2}$ is given by

$$
\dot{P}_{p}=\sum_{j=1}^{n}\left[P_{p} \cdot L_{j}^{\prime}\right] d q_{j} .
$$

Theorem 7.2. Let $P_{1}, P_{2}, P_{3}$ and $P_{4}$ be four moving points whose final position is obtained by means of the same kinematic chain (7.1). Then the differential kinematics of a $1 D$-sphere $S_{1}=P_{1} \wedge P_{2} \wedge P_{3}$ and a $2 D$-sphere $S_{2}=P_{1} \wedge P_{2} \wedge P_{3} \wedge P_{4}$ are given by:

$$
\begin{aligned}
& \dot{S}_{1}=\sum_{j=1}^{n}\left[S_{1} \cdot L_{j}^{\prime}\right] d q_{j}, \\
& \dot{S}_{2}=\sum_{j=1}^{n}\left[S_{2} \cdot L_{j}^{\prime}\right] d q_{j} .
\end{aligned}
$$

Theorem 7.3. Let $P$ be a moving CGA geometric object, particularly a point, line, plane, point pair or a sphere of dimension 1 or 2, respectively. If the final position of $P$ is determined by the kinematic chain (7.1), then the differential kinematics of $P$ is given by the equations (7.2).

The proof is a direct consequence of Lemma 7.1 and Theorem 7.2. The key fact is that a line is just a 1 D -sphere $S_{1}$, where $P_{3}=e_{\infty}$ and a plane is a 2 D -sphere $S_{2}$, where $P_{4}=e_{\infty}$.

The last object whose differential kinematics equations are useful for a robotic snake motion description is a sphere centre.

Lemma 7.4. Let c be a centre of a sphere $S$ (including a point pair as a 0D-sphere) whose final position is given by the kinematic chain (7.1). Then the differential kinematics of $c$ is given by

$$
\dot{c}=\sum_{j=1}^{n}\left[c \cdot L_{j}^{\prime}\right] d q_{j} .
$$

### 7.3 CGA and snake robot

Similarly to the beginning of the snake robot's construction, their description by CGA was inspired by robotic manipulators, see [12]. Each link is represented by the $0-$ dimensional sphere, referred to as a point pair, and the kinematic equations and control of the non-holonomic robotic snake is derived by means of CGA operations consequently. More precisely, to any link of a snake a single point pair is assigned and the mechanism is transformed by rotations and translations. Note that the coordinate and object notation is changed to comply with CGA description and with [22], Appendix 3.

We consider the snake robot model generally composed of $n$ links of the lengths $l_{i}, i=1, . ., n$, interconnected by $(n-1)$ motorised joints with the appropriate axis of rotation denoted by $L_{i}, i=1, . ., n-1$, and each link is endowed with a pair of passive wheels at arbitrary position within the appropriate link $Q_{i}, i=1, . ., n-1$, see Figure 12. To describe such a complex model, it is suitable to use the tools of Conformal Geometric Algebra (CGA), where all the model modifications can be carried out quite easily, see [23], Appendix 4.

Note that a fixed coordinate system $(x, y)$ is attached. For sake of simplicity, we consider the links to be of constant length 1 but the generalization to arbitrary lengths is obvious. The points $p_{i}:=\left(x_{i}, y_{i}\right), i=0, \ldots, n$, denote the endpoints of each link and by $Q_{i}=r_{i} p_{i}+\left(1-r_{i}\right) p_{i-1}, r_{i} \in\langle 0,1\rangle, i=1, \ldots, n$, we denote the points where the wheels are attached to the particular link. Then, the distance $\left|Q_{i} p_{i-1}\right|=-2\left(Q_{i} \cdot p_{i-1}\right)$ is equal to $r_{i}$. If the absolute angle of the $i$-th link, i.e. the angle between the link and the $x$-axis, is denoted by $\theta_{i}$ then the position of $Q_{i}$ w.r.t. the global $x-y$ axes is then



Figure 12: Snake robot model
expressed as

$$
\begin{align*}
& Q_{x, i}=p_{x, 0}+\sum_{j=1}^{i-1} \cos \theta_{j}+r_{i} \cos \theta_{i}, \\
& Q_{y, i}=p_{y, 0}+\sum_{j=1}^{i-1} \sin \theta_{j}+r_{i} \sin \theta_{i} \tag{7.3}
\end{align*}
$$

where by $p_{x, 0}$ and $p_{y, 0}$ we denote the $x$ and $y$ coordinate of the head point $p_{0}$, respectively. Note that to recover the generalized coordinates one has to consider the assertion

$$
\theta_{i}=\sum_{j=1}^{i-1} \Phi_{j}+\theta
$$

Furthermore, the linear velocity of $Q_{i}$ can be determined by taking the derivative of (7.3) and thus the nonholonomic equations are obtained.

$$
\begin{aligned}
& \dot{Q}_{x, i}=\dot{p}_{x, 0}-\sum_{j=1}^{i-1} \sin \theta_{j} \dot{\theta}_{j}-r_{i} \sin \theta_{i} \dot{\theta}_{i}, \\
& \dot{Q}_{y, i}=\dot{p}_{y, 0}+\sum_{j=1}^{i-1} \cos \theta_{j} \dot{\theta}_{j}+r_{i} \cos \theta_{i} \dot{\theta}_{i} .
\end{aligned}
$$

In [22], Appendix 3 we show the kinematics calculation for 3-linked robotic snake and in addition the dynamic terms are elaborated. Also the virtual model in CLUCalk software is provided. On the other hand, in [23], Appendix 4, we show the full contribution of CGA in describing completely general snake robot construction corresponding to Figure 12. We encourage the reader to compare this model to the 3 -link snake robot from Section 4.2. We stress that CGA provides not only alternative analytical description of a mechanical system but may be used as a unifying tool for incorporating computer vision algorithms too, which is useful especially for autonomous robotic systems, see [61].

### 7.4 CGA and trident snake robot

Similarly to the previous section, by means of CGA quite general configuration of a trident snake robot may be described.


Figure 13: Trident snake robot model
Let us denote by $Q_{k}^{0}$ the centre $S$ of the body, and by $Q_{k}^{1}, \cdots, Q_{k}^{\ell}$ the successive joints of the $k$-th branch leg, $k=1,2,3$. As a central object that describes the state of the system we choose the set of point pairs which represent individual leg links

$$
P=\left(P_{1}^{0}, \cdots, P_{1}^{\ell}, P_{2}^{0}, \cdots, P_{2}^{\ell}, P_{3}^{0}, \cdots, P_{3}^{\ell}\right),
$$

see Figure 13. These point pairs are computed in terms of the wedge product in CGA as $P_{k}^{i}:=Q_{k}^{i} \wedge Q_{k}^{i+1}$. At first, let us look at the zero position $q=0$. Since $Q_{2}^{i}(0)=[i, 0]$, the elements in CGA corresponding to $P_{2}^{i}$ are established as

$$
\begin{aligned}
P_{2}^{i}(0) & =\left(i e_{1}+\frac{1}{2} i^{2} e_{\infty}+e_{0}\right) \wedge\left((i+1) e_{1}+\frac{1}{2}(i+1)^{2} e_{\infty}+e_{0}\right) \\
& =\frac{1}{2} i(i+1) e_{1 \infty}-e_{10}-\frac{1}{2}(2 i+1) e_{\infty 0},
\end{aligned}
$$

where we have used a shortened notation $e_{1 \infty}=e_{1} \wedge e_{\infty}$ etc. The algebra elements $P_{1,3}^{i}(0)$ which correspond to the zero position of the links of the first and the third branch leg are obtained from the corresponding links of the first branch by rotation by angle $\frac{2}{3} \pi$ and $-\frac{2}{3} \pi$ respectively, i.e.

$$
P_{1,3}^{i}(0)=\left(\frac{1}{2} \pm \frac{\sqrt{3}}{2} e_{12}\right) P_{2}^{i}(0)\left(\frac{1}{2} \mp \frac{\sqrt{3}}{2} e_{12}\right) .
$$

The particular point pairs in a general position $q$ are obtained by a translation to $[x, y]$ composed by a trident body rotation $\theta$ and a series of rotations of the corresponding leg links by angles $\Phi_{k i}$. For further details and consequent calculations of
the kinematic equation and differential kinematics of a trident snake robot in terms of CGA see [24], Appendix 5, where as a particular example, a 1-link trident snake robot is elaborated and a virtual model implemented in CLUCalc is also enclosed.

## 8 Further fields of interest

In this Section we recall several research areas and some author's results from these topics. Namely we mention the theory of jets and jet functors, higher order connections and some operations, especially the Ehresmann prolongation. To find the exact definitions of all the notions used within the following text such as the frame bundle, principal bundle, Lie group, fibred manifold etc. we refer to e.g. [32, 34].

### 8.1 Jets and jet functors

The theory of jets has been developed as a unifying tool for the description of many objects within differential geometry. For example, the frame bundle $P^{r} M$ of a manifold $M$ with dimension $n$ can be viewed as a space $J_{0}^{r}\left(\mathbb{R}^{n}, M\right)$ of jets from $\mathbb{R}^{n}$ to $M$ with source 0 . Consequently, using the notion of jet prolongation of a fibred manifold, one can define even more complicated space, e.g. so called $r$-th order principal prolongation $W^{r} P$ of a principal bundle $P \rightarrow M$ with structure Lie group $G$ as $W^{r} P=P^{r} M \times J^{r} P$ with the appropriate structure Lie group $W_{m}^{r} G$, see [32, 34] for details. Note that principal prolongation of principal bundles plays a fundamental role in gauge theories of mathematical physics, see [10]. For geometric applications see [32].

To recall the definition of jets we first have to define the $r$-th order contact of two curves on a manifold M.

Definition 8.1. Two curves $\gamma, \delta: \mathbb{R} \rightarrow M$ have the $r$-th order contact at 0 if for every smooth function $\varphi$ on $M$ the difference $\varphi \circ \gamma-\varphi \circ \delta$ vanishes up to $r$-th order at $0 \in \mathbb{R}$.

Consequently, one can define the class of maps between two manifolds $M$ and $N$ determining the same jet.

Definition 8.2. Two maps $f, g: M \rightarrow N$ are said to determine the same $r$-jet at $x \in M$ if for every curve $\gamma: \mathbb{R} \rightarrow M$ with $\gamma(0)=x$ the curves $f \circ \gamma$ and $g \circ \gamma$ have the $r$-th order contact at zero.

An equivalence class of this relation is called an $r$-jet of $M$ into $N$.
Now we can recall the definition of a jet prolongation of a fibred manifold. To define this notion, we first recall that a mapping $f: M \rightarrow N$ is called a submersion if its rank, i.e. the rank of the appropriate Jacobi matrix in local coordinates, at any point is equal to $\operatorname{dim} N$. Locally, the form of a submersion is that of a projection $\mathbb{R}^{n+k} \rightarrow \mathbb{R}^{n}$, in local coordinates $\left(x^{1}, \ldots, x^{n}, x^{n+1}, \ldots, x^{n+k}\right) \mapsto\left(x^{1}, \ldots, x^{n}\right)$. In case of a tangent bundle $T M$ we have a projection of two manifolds $p: T M \rightarrow M$.

Definition 8.3. A surjective submersion $p: Y \rightarrow M$ is called a fibred manifold with base $M$, total space $Y$ and a projection $p$. The set $p^{-1}(x)=: Y_{x} \subset Y$ is called a fibre over the point $x \in M$. A smooth mapping $s: U \subseteq M \rightarrow Y$ is called a local section of a fibred manifold $p: Y \rightarrow M$ if $p \circ s=\operatorname{id}_{M}$.

Consequently, let $p: Y \rightarrow M$ be a fibred manifold. Denote by $J^{r} Y \rightarrow M$ the $r$-th jet prolongation of $p: Y \rightarrow M$, that is the space of $r$-jets of local sections $M \rightarrow Y$. In what follows, $J^{r} Y$ will be called the $r$-th holonomic prolongation of $Y$. Recall that $r$-th nonholonomic prolongation $\widetilde{J}^{r} Y$ of $Y$ is defined by iteration

$$
\widetilde{J}^{1} Y=J^{1} Y, \quad \widetilde{J}^{r} Y=J^{1}\left(\widetilde{J}^{r-1} Y \rightarrow M\right)
$$

Clearly, we have an inclusion $J^{r} Y \subset \widetilde{J}^{r} Y$. Further, $r$-th semiholonomic prolongation $\bar{J}^{r} Y \subset \widetilde{J} \widetilde{J}^{r} Y$ is defined by the following induction. First, by $\beta_{1}=\beta_{Y}$ we denote the projection $J^{1} Y \rightarrow Y$ and by $\beta_{r}=\beta_{\widetilde{J}^{r}-1}$ the projection $\widetilde{J}^{r} Y=J^{1} \widetilde{J}^{r-1} Y \rightarrow \widetilde{J}^{r-1} Y$, $r=$ $2,3, \ldots$. If we set $\bar{J}^{1} Y=J^{1} Y$ and assume we have $\bar{J}^{r-1} Y \subset \widetilde{J}^{r-1} Y$ such that the restriction of the projection $\beta_{r-1}: \widetilde{J}^{r-1} Y \rightarrow \widetilde{J}^{r-2} Y$ maps $\bar{J}^{r-1} Y$ into $\bar{J}^{r-2} Y$, we can construct $J^{1} \beta_{r-1}: J^{1} \bar{J}^{r-1} Y \rightarrow J^{1} \bar{J}^{r-2} Y$ and define

$$
\bar{J}^{r} Y=\left\{A \in J^{1} \bar{J}^{r-1} Y ; \beta_{r}(A) \in \bar{J}^{r-1} Y\right\} .
$$

Obviously, $J^{r}, \bar{J}^{r}$ and $\widetilde{J}^{r}$ are bundle functors on the category $\mathcal{F} \mathcal{M}_{m, n}$ of fibred manifolds with $m$-dimensional bases and $n$-dimensional fibres and locally invertible fibre-preserving mappings.

To find the author's results about existence and description of natural transformations between various jet functors, namely the transformations $\bar{J}^{3} \rightarrow \bar{J}^{3}, \bar{J}^{\rightarrow} J^{3}$ and $\widetilde{J^{3}} \rightarrow J^{3}$, we refer to [59].

### 8.2 Higher order connections

But not only the spaces can be viewed in the jet setting. We now mention the crucial object of differential geometry, i.e. that of a connection. Roughly speaking, a given connection defines the "direct lines" in generally curved space. The motivation for this notion lies in parallel transport and geodesic curves on a manifold, see [32].

First, we recall rather geometric approach. A connection on a manifold $M$ can be defined by means of the decomposition of the tangent bundle as follows, [52]. First, let us denote by $T$ the tangent functor, by $T M$ the tangent space of the manifold $M$ and note that by $T^{k} M$ we understand the $k$-th order tangent space defined iteratively as $T^{k} M=T\left(T^{k-1} M\right)$. A connection on bundle $\pi: Y \rightarrow M$ is defined by the structure $\triangle_{h} \oplus \triangle_{v}$ on a manifold $Y$ where $\triangle_{v}=\operatorname{ker} T \pi$ is the vertical distribution tangent to the fibres and $\triangle_{h}$ is the horizontal distribution complementary to the distribution $\triangle_{v}$. The transport of the fibres along the path $\gamma \subset M$ is realized by the horizontal lifts given by the distribution $\triangle_{h}$ on the surface $\pi^{-1}(\gamma)$. If the bundle is a vector one and the transport of fibres along an arbitrary path is linear, then the connection is called linear.

A classical affine connection on manifold $M$ is seen as a linear connection on the bundle $\pi_{1}: T M \rightarrow M$. On the tangent bundle $T M \rightarrow M$ one can define the structure $\triangle_{h} \oplus \triangle_{v}$. To establish the notion of higher order connection in terms of horizontal distributions we recall that generally there exists $k$ alternative projections $T^{k} M \rightarrow$ $T^{k-1} M$ which will be denoted by $\rho_{s}, s=1, \ldots, k$. For example, if the local coordinates on $M$ are denoted by $u^{i}$, the induced coordinates on $T M$ by $\left(u^{i}, u_{1}^{i}\right)$ and on $T^{2} M$ by $\left(u^{i}, u_{1}^{i}, u_{2}^{i}, u_{12}^{i}\right)$ etc., the coordinate forms of three possible projections $\rho_{s}: T^{3} M \rightarrow T^{2} M$ are given by the following diagram:


Let us note that similarly to the jet prolongations one can consider the semiholonomic and holonomic case as well. We recall that the semiholonomity condition is connected to the notion of the osculating bundle, see [51], and can be defined as the equalizer of all possible projections.

Higher order connections are defined as follows: on tangent bundle $T M$ the structure $\triangle \oplus \Delta_{1}$ is defined where $\operatorname{ker} T \rho_{1}=\triangle_{1}$, on $T(T M)$ the structure $\Delta \oplus \Delta_{1} \oplus \Delta_{2} \oplus \Delta_{12}$ is defined where $\operatorname{ker} T \rho_{s}=\Delta_{s} \oplus \Delta_{12}, s=1,2$, etc. For further details see [52].

Once the notion of a distribution is taken into account, it presents a straightforward link to the dynamical systems and control theory as described in [53], Appendix 1.

On the other hand, one can define the connection on a fibred manifold as follows. By simple identification of horizontal subspaces of tangent space $T_{y} Y, y \in Y$, with the elements $j_{y}^{1} s \in J_{y}^{1} Y, s: M \rightarrow Y$, a connection on the fibred manifold $Y \rightarrow M$ can be understood as a mapping $Y \rightarrow J^{1} Y$ to the first jet prolongation of $Y$. Passing to higher order jet prolongation of a fibred manifold one can define $r$-th order general connection $\Gamma$ on $Y \rightarrow M$ as a mapping $\Gamma: Y \rightarrow J^{r} Y$ to the $r$-th order jet prolongation of $Y$. There are three distinguished types of a connection appropriate to the considered target jet prolongations $\widetilde{J}^{r} Y, \bar{J}^{r} Y, J^{r} Y$, i.e. nonholonomic, semiholonomic and holonomic, respectively.

Note that the author's results in the area of higher order connections can be found in [51, 52, 53]. In [58] we handle semiholonomic connections mainly as a result of so-called semiholonomic prolongation of a connection.

### 8.3 Ehresmann prolongation

The prolongation of a connection is motivated by quantum mechanics, higher order dynamics, field theory and gauge theories of mathematical physics. We mention a fundamental operator transforming a connection into higher order semiholonomic connection called Ehresmann prolongation. First, given two higher order connections $\Gamma: Y \rightarrow \widetilde{J}^{r} Y$ and $\bar{\Gamma}: Y \rightarrow \widetilde{J}^{s} Y$, the product of $\Gamma$ and $\bar{\Gamma}$ is the $(r+s)$-th order
connection $\Gamma * \bar{\Gamma}: Y \rightarrow \widetilde{J}^{r+s} Y$ defined by

$$
\Gamma * \bar{\Gamma}=\widetilde{J}^{s} \Gamma \circ \bar{\Gamma} .
$$

If we consider two first order connections, the question of semiholonomity of their product was solved in $[33,34]$ in the following way: for two first order connections $\Gamma$ and $\bar{\Gamma}$, the product $\Gamma * \bar{\Gamma}: Y \rightarrow \widetilde{J}^{2} Y$ is semiholonomic if and only if $\Gamma=\bar{\Gamma}$.

Considering a connection $\Gamma: Y \rightarrow J^{1} Y$, one can define an $r$-th order connection $\Gamma^{(r-1)}: Y \rightarrow \widetilde{J}^{r} Y$ by

$$
\Gamma^{(1)}:=\Gamma * \Gamma=J^{1} \Gamma \circ \Gamma, \quad \Gamma^{(r-1)}:=\Gamma^{(r-2)} * \Gamma=J^{1} \Gamma^{(r-2)} \circ \Gamma .
$$

The connection $\Gamma^{(r-1)}$ is called the $(r-1)$-st prolongation of $\Gamma$ in the sense of Ehresmann, shortly $(r-1)$-st Ehresmann prolongation. Consequently, in [57] all natural operators transforming first order connection $\Gamma: Y \rightarrow J^{1} Y$ into second order semiholonomic connection $Y \rightarrow \bar{J}^{2} Y$ were described as a one parameter family

$$
\Gamma \mapsto k \cdot(\Gamma * \Gamma)+(1-k) \cdot e(\Gamma * \Gamma), \quad k \in \mathbb{R},
$$

where $e: \bar{J}^{2} Y \rightarrow \bar{J}^{2} Y$ is obtained from the natural exchange map

$$
e_{\Lambda}: J^{1} J^{1} Y \rightarrow J^{1} J^{1} Y
$$

as a restriction to the subbundle $\bar{J}^{2} Y \subset J^{1} J^{1} Y$. As a next step, the properties of semiholonomic prolongations of higher order semiholonomic connections were considered.

The author's results in this field can be found in [57, 58]. Consequently, we applied the semiholonomity in the material science, see $[25,60]$.
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#### Abstract

We present an infinitesimal interpretation of the control theory, particularly of the part concerning dynamic systems. We use the original concept of a bundle connection, which lies in the idea of fibre transportation along a path on the base manifold. The control of a process leads also to the transportation of fibres, and the control strategy, i.e. the choice of a suitable system control in order to optimize the process corresponds to the choice of a path on the base manifold. The triple of crucial terms of control, aim-control-strategy, translates in the terms of connections as fibre-connection-curve. Such a scheme is quite convincing, but it also works well in dynamic systems analysis.
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## 1. INTRODUCTION

When controlling a system, we not only apply one control model but also try to find a more suitable control model among the possible ones, i.e. we search the control strategy. We distinguish the following stages: controlled process - control correction - strategy choice.

Let us describe the mathematical setting. Let $X, Y$, and $Z$ be three vector fields and let us denote by

$$
a_{t}=\exp t X, \quad b_{\sigma}=\exp \sigma Y, \quad c_{\tau}=\exp \tau Z
$$

the appropriate flows. If we understand the flow as a motion, the vector field can be seen as stopping the motion at the precise moment (stop-scene). Shortly, a vector field is an infinitesimal representation of the flow.

The flow $c_{\tau}$ of the vector field $Z$ represents the controlled process (it is also possible to replace it by a transport of an arbitrary tensor field along the flow $c_{\tau}$ ). Furthermore, the flow $b_{\sigma}$ acts on the vector field $Z$ flow $c_{\tau}$ as follows; see $[1,3]$ :

$$
c_{\tau} \rightsquigarrow b_{\sigma} c_{\tau} b_{\sigma}^{-1}, \quad Z \rightsquigarrow Z_{\sigma} .
$$

This corresponds to the change of control. If in addition the flow $a_{t}$ acts on $b_{\sigma}$, we have a control strategy

$$
b_{\sigma} \rightsquigarrow a_{t} b_{\sigma} a_{t}^{-1}, \quad Y \rightsquigarrow Y_{t} .
$$

[^0]Concerning the strategy $\{X \rightsquigarrow\{Y \rightsquigarrow Z\}\}$, it is obtained as a composition of the action of $b_{\sigma}$ on $c_{\tau}$ and the action of $a_{t}$ on $b_{\sigma}$,

$$
c_{\tau} \rightsquigarrow b_{\sigma} c_{\tau} b_{\sigma}^{-1} \rightsquigarrow\left(a_{t} b_{\sigma} a_{t}^{-1}\right) c_{\tau}\left(a_{t} b_{\sigma} a_{t}^{-1}\right)^{-1} .
$$

The vector field $Y$ plays the role of the one controlled by the vector field $X$ and the role of the controlling field over $Z$.

The main goal of the paper is to describe the transformation of the parameters when the process $Z$ is changed according to the strategy appropriate to the vector field $X$ under the action of the vector field $Y$.

## 2. VECTOR FIELDS

Let $M$ be a smooth manifold. The derivatives of a function $f: M \rightarrow \mathbb{R}$ along the vector fields $X, Y$, and $Z$ are defined by

$$
X f \doteq\left(f \circ a_{t}\right)_{t=0}^{\prime}, \quad Y f \doteq\left(f \circ b_{\sigma}\right)_{\sigma=0}^{\prime}, \quad Z f \doteq\left(f \circ c_{\tau}\right)_{\tau=0}^{\prime} .
$$

The vector field $Y$ is transported along the flow of $X$, which can be understood as an infinitesimal interpretation of such transportation (stop-scene) - the bracket of vector fields, i.e. Lie derivative $\mathscr{L}_{X} Y=$ $[X, Y]$.
Remark 1. One can obtain the bracket of two vector fields $[X, Y]=X Y-Y X$ by double differentiation of a function $f$ along the vector field flow $a_{t} b_{\sigma} a_{t}^{-1}$ w.r.t. $\sigma$ and then w.r.t. $t$ :

$$
f \circ\left(a_{t} b_{\sigma} a_{t}^{-1}\right)^{-1} \xrightarrow{(.)_{\sigma=0}^{\prime}}-\left(Y\left(f \circ a_{t}\right)\right) \circ a_{t}^{-1} \xrightarrow{(.)_{t=0}^{\prime}}(X Y-Y X) f .
$$

Next, the transport of an arbitrary smooth tensor field along a vector field flow is defined by the LieMaclaurin series. For example, the transport of a vector field $Z$ along the flow $b_{\sigma}$ is defined by

$$
Z \rightsquigarrow Z_{\sigma}=Z+Z^{\prime} \sigma+Z^{\prime \prime} \frac{\sigma^{2}}{2}+\ldots=\sum_{k=0}^{\infty} Z^{(k)} \frac{\sigma^{(k)}}{k!},
$$

where the coefficients $Z^{(k)}=\mathscr{L}_{Y} Z^{(k-1)}, k=1,2, \ldots$, are Lie derivatives of $Z$ with respect to $Y$.
In our situation, the vector field $X$ plays three roles:

1. The vector field $X$ itself causes the process as a motion in its flow $a_{t}$.
2. The operator $\mathscr{L}_{X}$ transforms the control $Y \rightsquigarrow[X, Y]$.
3. The operator $\mathscr{L}_{\mathscr{L}_{X}}$ defines the control strategy - control of control $\mathscr{L}_{Y} \rightsquigarrow\left[\mathscr{L}_{X}, \mathscr{L}_{Y}\right]=\mathscr{L}_{[X, Y]}$. Note that the above equality can be obtained from the Jacobi identity:

$$
[[X, Y], Z]+[[Y, Z], X]+[[Z, X], Y]=0
$$

or equivalently

$$
[[X, Y], Z]=[X,[Y, Z]]-[Y,[X, Z]] .
$$

Note that the process can be influenced only by some outer process, not by it itself. Indeed, if we admit that the operator $\mathscr{L}_{X}$ acts on the control by the process $X$, we obtain:

$$
\mathscr{L}_{X} X=[X, X]=0 .
$$

We assign the following operators to the vector fields $X, Y$, and $Z$ :

1. the operator $Z$ implementing the process (motion in the flow $c_{\tau}$ );
2. the operator $\mathscr{L}_{Y}$ implementing the control of the process $Z \rightsquigarrow[Y, Z]$ (motion of the flow $c_{\tau}$ in the flow $b_{\sigma}$ );
3. the operator $\mathscr{L}_{\mathscr{L}_{X}}$ defining the control strategy $\mathscr{L}_{Y}$ (motion in the flow $a_{t}$ of a motion of the flow $c_{\tau}$ in the flow $b_{\sigma}$ ).

## 3. CONTROL AND CONNECTION

We will follow the notations appropriate to the theory of connections on fibred manifolds; see, e.g., $[1,4]$.
Let us consider a vector bundle $\pi: M_{1} \rightarrow M$ with $n$-dimensional base manifold $M$ and $r$-dimensional fibres. The standard fibre is isomorphic to $\mathbb{R}^{r}$. On a neighbourhood $U \subset M_{1}$ we have local coordinates $\left(u^{i}, u^{\alpha}\right)$, where $\left(u^{i}\right)$ denotes the base coordinates and $\left(u^{\alpha}\right)$ the fibre coordinates. Precisely, $u^{i}=\bar{u}^{i} \circ \pi$, where $\bar{u}^{i}$ denotes the local coordinates on the neighbourhood $\pi(U) \subset M$. The coordinates $\left(u^{\alpha}\right)$ are the coordinates of $\mathbb{R}^{r}$. Latin indices $i, j, \ldots$ range from 1 to $n$, Greek indices $\alpha, \beta, \ldots$ range from $n+1$ to $n+r$.

We define two vector fields:

$$
Y=y^{\alpha} \partial_{\alpha} \quad \text { and } \quad Z=z^{\alpha} \partial_{\alpha} .
$$

Here $z^{\alpha}$ are the functions depending on the fibre coordinates $u^{\alpha}$ only, while $y^{\alpha}$ are the functions of all coordinates $\left(u^{i}, u^{\alpha}\right)$. The flow $b_{\sigma}=\exp \sigma Y$ is defined on the neighbourhood $U$ by a system of ODEs

$$
\begin{equation*}
\frac{d u^{\alpha}}{d \sigma}=y^{\alpha}\left(u^{i}, u^{\beta}\right) \tag{1}
\end{equation*}
$$

Indeed, now we can see the connection between dynamic systems, see [2], and the controlling parameters $\left(u^{i}\right)$. As mentioned above, these parameters are lifted from the base $\pi(U) \subset M$ to the neighbourhood $U \subset M_{1}$, i.e. $u^{i}=\bar{u}^{i} \circ \pi$.

On every fibre, the vector field $Y$ induces a family of trajectories - phase portrait. When the fibre is changed, the vector field $Y$ changes too and so does the phase portrait, i.e. the control $\{Y \rightsquigarrow Z\}$. A question arises: how do the parameters ( $u^{i}$ ) affect the controlling process?

Let us consider the coordinate map

$$
\Phi:\left(u^{i}, u^{\alpha}\right) \rightsquigarrow\left(u^{i}, s, I^{K}\right), k=n+2, \ldots, n+r,
$$

where $s$ is a canonical parameter, i.e. $\mathscr{L}_{Y} s=0$, and $I^{K}$ is a system of $r-1$ independent invariants of the vector field $Y$. The coordinates $\left(u^{i}, I^{K}\right)$ form a complete system of local invariants of $Y$ on the manifold $M_{1}$. Now we can define the submersion of the manifold $M_{1}$ onto the fibre $\mathbb{R}^{r}$,

$$
\varphi: M_{1} \rightarrow \mathbb{R}^{r}:\left(u^{i}, u^{\alpha}\right) \rightsquigarrow\left(s, I^{K}\right) .
$$

A fibre of the submersion $\varphi$ has the dimension $n$ and forms the family of the integral surfaces which define a horizontal distribution $\triangle_{h}$. Thus on the fibration $\pi$, a zero torsion connection structure $\triangle_{h} \oplus \triangle_{\nu}$ is defined. Let us consider the adapted basis

$$
\left(X_{i} X_{\alpha}\right)=\left(\frac{\partial}{\partial u^{j}} \frac{\partial}{\partial u^{\beta}}\right) \cdot\left(\begin{array}{cc}
\delta_{i}^{j} & 0 \\
\Gamma_{i}^{\beta} & \delta_{\alpha}^{\beta}
\end{array}\right), \quad\binom{\omega^{i}}{\omega^{\alpha}}=\left(\begin{array}{cc}
\delta_{j}^{i} & 0 \\
-\Gamma_{j}^{\alpha} & \delta_{\beta}^{\alpha}
\end{array}\right) \cdot\binom{d u^{j}}{d u^{\beta}},
$$

where the vector fields

$$
X_{i}=\frac{\partial}{\partial u^{i}}+\Gamma_{i}^{\alpha} \frac{\partial}{\partial u^{\alpha}}
$$

form a base of the distribution $\Delta_{h}$ and the forms

$$
\omega^{\alpha}=d u^{\alpha}-\Gamma_{i}^{\alpha} d u^{i}
$$

vanish on the distribution $\Delta_{h}$. The number of parameters $\Gamma_{i}^{\alpha}$ equals $n r$ and they define the distribution $\Delta_{h}$ uniquely. On the other hand, the parameters $\Gamma_{i}^{\alpha}$ are determined by setting the functions $\varphi^{\alpha}$ equal to a constant on the fibres of the submersion $\varphi$, more precisely by their differentials:

$$
d \varphi^{\alpha}=\varphi_{i}^{\alpha} d u^{i}+\varphi_{\beta}^{\alpha} d u^{\beta}=\varphi_{\beta}^{\alpha}\left(d u^{\beta}+\bar{\varphi}_{\gamma}^{\beta} \varphi_{i}^{\gamma} d u^{i}\right)=\varphi_{\beta}^{\alpha} \omega^{\beta} \quad \Longrightarrow \quad \Gamma_{i}^{\alpha}=\bar{\varphi}_{\gamma}^{\alpha} \varphi_{i}^{\gamma},
$$

where the coefficients of $d \varphi^{\alpha}$ are the partial derivatives of $\varphi^{\alpha}$. The matrix $\left(\varphi_{\beta}^{\alpha}\right)$ is the integrating matrix with respect to the forms $\omega^{\alpha}$ and its inverse is $\left(\bar{\varphi}_{\alpha}^{\beta}\right)$.

Theorem 1. The vector field $Y$ is projected by the submersion $\varphi: M_{1} \rightarrow \mathbb{R}^{r}$ onto the vector field $T \varphi Y$ on the standard fibre $\mathbb{R}^{r}$. In the coordinates $(s, I)$, where $s$ denotes the canonical parameter and $I$ is a system of the base invariants, the vector field $T \varphi Y$ represents the operator $\partial_{s} \doteq \frac{\partial}{\partial s}$. The vector field $Z$ is expressed uniquely in the basis $\left(\partial_{s}, \partial_{I}\right)$ and the process controlled by $Z$ is, in the coordinate system $(s, I)$, described by the functions $s \circ \varphi$ and $I \circ \varphi$. These functions depend on the parameters $u^{\alpha}$ and the controlling parameters $u^{i}$.

Proof. A family of the fibres corresponding to the submersion $\varphi$ is defined by the solution of the system of differential equations $\left(u^{\alpha}\right)_{\sigma}=\varphi^{\alpha}\left(\sigma, u^{i}, u^{\beta}\right)$; see system (1). Furthermore, an arbitrary section of the fibration $\pi$ can be extended into the system of imprimitivity appropriate to the flow $b_{s}$, i.e. the family of the fibres corresponding to the submersion $\varphi$. The vector field $Y$ is $\varphi$-projected on the fibre $\mathbb{R}^{r}$. An integrable distribution $\Delta_{h}=\operatorname{Ker} T \varphi$ in the fibration $\pi$ defines a zero curvature connection and thus on the neighbourhood $U$ the basis and the co-basis of the distribution $\Delta_{h}$ is defined as follows:

$$
X_{i}=\partial_{i}+\Gamma_{i}^{\alpha} \partial_{\alpha}, \quad \omega^{\alpha}=d u^{\alpha}-\Gamma_{i}^{\alpha} d u^{i}
$$

Let us recall that an arbitrary vector field $\bar{X}$ on the base manifold $M$ can be lifted from $M$ to the horizontal distribution $\Delta_{h}$ :

$$
\bar{X}=\bar{x}^{i} \bar{\partial}_{i} \quad \rightsquigarrow \quad X=x^{i} X_{i}, \text { where } x^{i}=\bar{x}^{i} \circ \varphi .
$$

In our notations, the basis $X_{i}$ represents the operators $\bar{\partial}_{i}$ from the neighbourhood $\pi(U)$ lifted to the distribution $\Delta_{h}$.

It is now clear that the vector field $X$ behaves with respect to the vector field $Y$ as an infinitesimal symmetry, i.e. $[X, Y]=0$, and thus the impact on the vector field $Y$ vanishes. In other words, the process appropriate to the vector field $Z$ is defined on the fibre in the coordinates $(s, I)$, where the functions $s \circ \varphi$ and $I \circ \varphi$ depend on the parameters $u^{\alpha}$ and the controlling parameters $u^{i}$. The vector field $X$ affects the vector field $Z$ indirectly by means of the invariants of the vector field $Y$.

Remark 2. The components $y^{\alpha}$ of the vector field $Y$ depend linearly and homogeneously on the fibre coordinates. Thus the defining system is described by the system of linear differential equations

$$
\frac{d u^{\alpha}}{d \sigma}=y_{\beta}^{\alpha}\left(u^{i}\right) u^{\beta}
$$

## 4. APPLICATION

On the bundle ${ }^{1}$

$$
\pi: \mathbb{R}^{3} \rightarrow \mathbb{R}:(u, x, y) \rightsquigarrow(u)
$$

with the fibre coordinates $(x, y)$ and the controlling parameter (or base coordinate) (u) we have the vector field

$$
Y=\frac{\partial}{\partial x}+u x \frac{\partial}{\partial y}
$$

We define its flow $b_{s}=\exp s Y$, the canonical parameter $s$, and the invariant $I$ of $Y$ as follows:

$$
\left\{\begin{array} { l } 
{ \dot { x } = 1 } \\
{ \dot { y } = u x }
\end{array} \Rightarrow \left\{\begin{array} { l } 
{ x _ { s } = x + s } \\
{ y _ { s } = y + u ( x s + \frac { s ^ { 2 } } { 2 } ) , }
\end{array} \quad \left\{\begin{array}{l}
s=x \\
I=y-\frac{u x^{2}}{2}
\end{array}\right.\right.\right.
$$

We check that $\mathscr{L}_{Y} s=1, \mathscr{L}_{Y} I=0$. The trajectories on the fibres are parabolas depending on the parameter $u$.

[^1]The submersion $\varphi: \mathbb{R}^{3} \rightarrow \mathbb{R}:(u, x, y) \rightsquigarrow(s, I)$ projects the space $\mathbb{R}^{3}$ onto the plane $s I$. The tangent mapping $T \varphi$ is defined by the following differentials and by the Jacobi matrix:

$$
\left\{\begin{array}{l}
d s=d x \\
d I=-\frac{x^{2}}{2} d u-u x d x+d y,
\end{array} \quad\left(\begin{array}{ccc}
0 & 1 & 0 \\
-\frac{x^{2}}{2} & -u x & 1
\end{array}\right)\right.
$$

The vector field $Y$ with the components $(0,1, u x)$ is projected to the plane $s I$ in which it forms the operator $T \varphi Y=\partial_{s}$ (see Fig. 1).

Thus on the bundle $\pi$ a horizontal distribution

$$
\triangle_{h}=\operatorname{Ker} T \varphi
$$

is defined. The co-basis on $\triangle_{h}$ is of the form

$$
\begin{cases}\omega^{2}= & d s=d x \\ \omega^{3}= & u x d s+d I=d y-\frac{x^{2}}{2} d u=\left(d x-\Gamma_{1}^{2} d u\right) \\ =\left(d y-\Gamma_{1}^{3} d u\right)\end{cases}
$$

and the connection coefficients are

$$
\binom{\Gamma_{1}^{2}}{\Gamma_{1}^{3}}=\binom{0}{\frac{x^{2}}{2}} .
$$

The adapted basis of the distribution $\triangle_{h}$ is characterized by the following:

$$
X_{1}=\partial_{u}+\frac{x^{2}}{2} \partial_{y}, \quad\binom{\omega^{2}}{\omega^{3}}=\binom{d x}{d y}-\binom{0}{\frac{x^{2}}{2}} \cdot(d u)
$$

The operator $X_{1}$ commutes with the vector field $Y$, i.e. $\left[X_{1}, Y\right]=0$, and vanishes under the projection $T \varphi$, i.e. $T \varphi X_{1}=0$. The co-basis admits an integrating matrix as follows:

$$
\binom{\omega^{2}}{\omega^{3}}=\left(\begin{array}{cc}
1 & 0 \\
u s & 1
\end{array}\right) \cdot\binom{d s}{d I} \Rightarrow\left(\begin{array}{cc}
1 & 0 \\
-u x & 1
\end{array}\right) \cdot\binom{\omega^{2}}{\omega^{3}}=\binom{d s}{d I}
$$



Fig. 1. Mapping $T \varphi: Y \rightarrow \partial_{s}$.

The direct impact of the parameter $(u)$ on the operator $Y$ is eliminated. Indeed, because the projection $\varphi$ targets on the fibre $x y$, it is possible to change the coordinates under the condition $u=$ const from $(x, y)$ to $(s, I)$,

$$
\left\{\begin{array}{l}
x=s \\
y=\frac{u s^{2}}{2}+I,
\end{array} \quad\left(\begin{array}{cc}
1 & 0 \\
u s & 1
\end{array}\right)\right.
$$

Using the Jacobi matrix (the right-hand side), we can change the basis to the new natural one and we obtain the following frames and co-frames:

$$
\left(\frac{\partial}{\partial x} \frac{\partial}{\partial y}\right)=\left(\frac{\partial}{\partial s} \frac{\partial}{\partial I}\right) \cdot\left(\begin{array}{cc}
1 & 0 \\
-u s & 1
\end{array}\right), \quad\binom{d x}{d y}=\left(\begin{array}{cc}
1 & 0 \\
u s & 1
\end{array}\right) \cdot\binom{d s}{d I}
$$

Let us focus on the fibre. Note that the action of the vertical vector field $Z$ can be understood as an action on a tensor field. Concerning the action of the operator $Y$ on the vector field $Z$ in the form

$$
Y \rightsquigarrow Z=\mu \frac{\partial}{\partial x}+v \frac{\partial}{\partial y},
$$

with the components $(\mu, v)$, we can see that in new coordinates it reduces to the action of the operator $\partial_{s}$ on the vector field $\tilde{Z}$ depending on the parameter $u$ only:

$$
\partial_{s} \rightsquigarrow \tilde{Z}=\mu \partial_{s}+v \partial_{I}-u \mu s \partial_{I}
$$

Note that $Z$ and $\tilde{Z}$ are the same vector field, only expressed in the coordinates $(x, y)$ and $(s, I)$, respectively. The operators $T \varphi Y$ and $\partial_{s}$ are the same operators expressed in different coordinate systems.

Thus we change the control:

$$
\{Y \rightsquigarrow Z\} \quad \rightsquigarrow \quad\left\{\partial_{s} \rightsquigarrow \tilde{Z}\right\} .
$$

Remark 3. As an example, let us consider the operator of rotation

$$
Z=-y \frac{\partial}{\partial x}+x \frac{\partial}{\partial y}
$$

In coordinates $(s, I)$, it can be written in the form $\tilde{Z}=-I \partial_{s}+s \partial_{I}+u(\ldots)$, i.e. in such a form that some new operator with coefficient $u$ is added. Such a property holds for an arbitrary linear dynamic system.

The control $\{Y \rightsquigarrow Z\}$ is described in the coordinates $(x, y)$, while the control $\left\{\partial_{s} \rightsquigarrow \tilde{Z}\right\}$ is expressed in the coordinates $(s, I)$. The parameter $u$ affects the controlled field $\tilde{Z}$ directly.

## 5. CONCLUSION

The control of a dynamic system is viewed by means of differential geometry as the vector field $Y$ on the bundle $\pi: M_{1} \rightarrow M$ with the standard fibre $\mathbb{R}^{r}$ and the base manifold $M=\mathbb{R}^{n}$. The submersion $\varphi$ is defined in such a way that the vector field $Y$ is projected to the fibre $\mathbb{R}^{r}$. The distribution $\triangle_{h}=\operatorname{Ker} T \varphi$ gives rise to the possibility of eliminating the dependence of the vector field $Y$ on the controlling parameter $u$. The change of variables to $(s, I)$, where $s$ is the canonical parameter and $I$ is the invariant of the field $Y$, changes the control $(Y \rightarrow Z)$ to the control $\left\{\partial_{s} \rightsquigarrow \tilde{Z}\right\}$, where the field $\partial_{s}$ no longer depends on the parameter $u$ while the controlled field $\tilde{Z}$ does so.
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#### Abstract

We present three possible ways of controlling a robotic system called a 3 -link snake robot. First, we recall the classical approach by constructing the controlling vector fields and their Lie brackets. Next we modify the coordinate system in order to obtain a nilpotent approximation of the controlling distribution. This is based on the notions of sub-Riemannian geometry. The third model is based on serpenoid curve and maintains the global control task.
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## 1 Introduction

Within this paper, we consider a 3 -link snake robot moving on a planar surface. More precisely, it is a model when to each link a pair of wheels is attached and the joints of the legs are motorised and thus the possible motion directions are determined. Local controllability of such mechanism is known, see [4]. If the generalized coordinates are considered, the non-holonomic forward kinematic equations can be understood as a Pfaff system and thus a distribution on the configuration space is given. Rachevsky-Chow Theorem implies that the appropriate non-holonomic system is locally controllable if the corresponding distribution is not integrable and the span of the Lie algebra generated by the controlling distribution is of the same dimension as the configuration space. The spanned Lie algebra is then naturally endowed by a filtration which shows the way to realize the motions by means of the vector field brackets. In our case, the system is locally controllable and the appropriate filtration growth vector is $(2,3,5)$. The above considerations follow the geometric control ideas which is a

[^2]modern geometrical approach to the control theory. For further applications of differential geometry in robotics see e.g. [6].

Note that to compose a motion control algorithm, the Lie bracket motions have to be considered to restore the initial position and allow the repetition of propulsion. As the Lie bracket motions are realized by means of so-called periodic input, an error occurs. To classify the model error, we establish so-called nilpotent approximation of the controlling distribution in which, according to [5], the periodic input models the Lie bracket motions that are accurate up to the second order. Furthermore, in e.g. [3], a convenient error estimates in the nilpotent approximation are described. Note that all constructions are local in the neighbourhood of 0 and the constructed nilpotent approximation is referred to as homogeneous.

## 2 Preliminaries

We recall the following concepts of functions or vector fields orders and distribution weights, see [3]. Let $X_{1}, \ldots, X_{m}$ denote the smooth vector fields on a manifold $M$ and $C^{\infty}(p)$ denote the set of germs of smooth functions at $p \in M$. For $f \in C^{\infty}(p)$ we say that the Lie derivatives $X_{i} f, X_{i} X_{j} f, \ldots$ are non-holonomic derivatives of $f$ of order $1,2, \ldots$ The non-holonomic derivative of order 0 of $f$ at $p$ is $f(p)$.

Definition 1. Let $f \in C^{\infty}(p)$. Then the non-holonomic order of $f$ at $p$, denoted by $\operatorname{ord}_{p}(f)$, is the biggest integer $k$ such that all non-holonomic derivatives of $f$ of order smaller than $k$ vanish at $p$.

Note that in case $M=\mathbb{R}^{n}, m=n$ and $X_{i}=\partial_{x_{i}}$, for a smooth function $f$, $\operatorname{ord}_{0}(f)$ is the smallest degree of monomials having nonzero coefficient in the Taylor series. In the language of non-holonomic derivatives, the order of a smooth function is given by the formula, [3]:

$$
\operatorname{ord}_{p}(f)=\min \left\{s \in \mathbb{N}: \exists i_{1}, \ldots, i_{s} \in\{1, \ldots, m\} \text { s.t. }\left(X_{i_{1}} \cdots X_{i_{s}} f\right)(p) \neq 0\right\}
$$

where the convention reads that $\min \emptyset=\infty$.
If we denote by $\operatorname{VF}(p)$ the set of germs of smooth vector fields at $p \in M$, the notion of non-holonomic order extends to the vector fields as follows:

Definition 2. Let $X \in \operatorname{VF}(p)$. The non-holonomic order of $X$ at $p$, denoted by $\operatorname{ord}_{p}(X)$, is a real number defined by:

$$
\operatorname{ord}_{p}(X)=\sup \left\{\sigma \in \mathbb{R}: \operatorname{ord}_{p}(X f) \geq \sigma+\operatorname{ord}_{p}(f), \forall f \in C^{\infty}(p)\right\}
$$

Note that $\operatorname{ord}_{p}(X) \in \mathbb{Z}$. Moreover, the null vector field $X \equiv 0$ has infinite order, $\operatorname{ord}_{p}(0)=\infty$. Furthermore, $X_{1}, \ldots, X_{m}$ are of order $\geq-1,\left[X_{i}, X_{j}\right]$ of order $\geq-2$, etc. Using the notion of a vector field order one can define

Definition 3. A family of $m$ vector fields $\left(\hat{X}_{1}, \ldots, \hat{X}_{m}\right)$ defined near $p$ is called a first order approximation of $\left(X_{1}, \ldots, X_{m}\right)$ at $p$ if the vector fields $X_{i}-$ $\hat{X}_{i}, i=1, \ldots, m$ are of order $\geq 0$ at $p$.

Finally, to define the weights of distributions we use the same notation as in [3]. Let us by $\Delta^{1}$ denote the distribution $\Delta^{1}=\operatorname{span}\left\{X_{1}, \ldots, X_{m}\right\}$ and for $s \geq 1$ define $\Delta^{s+1}=\Delta^{s}+\left[\Delta^{1}, \Delta^{s}\right]$, where $\left[\Delta^{1}, \Delta^{s}\right]=\operatorname{span}\left\{[X, Y]: X \in \Delta^{1}, Y \in \Delta^{s}\right\}$. Then $\Delta^{s}=\operatorname{span}\left\{X_{I}:|I| \leq s\right\}$. Note that this directly leads to the fact that every $X \in \Delta^{s}$ is of order $\geq-s$. Now let us consider the sequence $\Delta^{1}(p) \subset$ $\Delta^{2}(p) \subset \cdots \subset \Delta^{r-1} \nsubseteq \Delta^{r}(p)=T_{p} M$, where $r=r(p)$ is called the degree of non-holonomy at $p$. Set $n_{i}(p)=\operatorname{dim} \Delta^{i}(p)$. Then we can define the weights at $p, w_{i}=w_{i}(p), i=1, \ldots, n=n_{r(p)}$ by setting $w_{j}=s$ if $n_{s-1}(p)<j \leq n_{s}(p)$, where $n_{0}=0$. In other words, we have

$$
w_{1}=\cdots=w_{n_{1}}=1, w_{n_{1}+1}=\cdots=w_{n_{2}}=2, \ldots, w_{n_{r-1}+1}=\cdots=w_{n_{r}}=r .
$$

The weights at $p$ form an increasing sequence $w_{1}(p) \leq \cdots \leq w_{n}(p)$.

## 3 -link snake robot



Figure 1. Snake robot model
The snake robot model is generally composed of $n$ links of the lengths $l_{i}, i=$ $1, . ., n$, interconnected by $(n-1)$ motorised joints with the axis of rotation denoted by $L_{i}, i=1, . ., n-1$, and each link is endowed with a pair of passive wheels at arbitrary position within the appropriate link $Q_{i}, i=1, . ., n-1$, see 1. To describe such a complex model, it is suitable to use the tools of Conformal

Geometric Algebra (CGA), where all the model modification can be carried on quite easily, see [1].

The snake robot described in this paper consists of 3 rigid links of constant length 2 interconnected by 2 motorized joints. To each line, in the centre of its mass, a pair of wheels is attached to provide an important snake-like property that the ground friction in the direction perpendicular to the link is considerably higher than the friction of a simple forward move. In particular, this prevents the slipping sideways. To describe the actual position of a snake robot we need the set of 5 generalized coordinates $q=\left(x, y, \theta, \Phi_{1}, \Phi_{2}\right)$ which describe the configuration of the snake robot as shown in Figure 2 and forms a manifold $M$ as a phase space.


Figure 2. 3-link snake robot model

Note that the forward kinematics is calculated w.r.t. the head point ( $x_{0}, y_{0}$ ) and the parameterization by $\dot{x}$ and $\dot{y}$. The non-singular positions then form a 2 -dimensional distribution which can be determined by the vector fields $X, Y$ e.g. with the following coordinates:

$$
\begin{align*}
& X_{1}=1 \\
& X_{2}=0 \\
& X_{3}= 2 \sin (\theta) \\
& X_{4}=-4 \sin (\theta) \sin \left(\Phi_{1}+\pi / 6\right)-2 \sin (\theta)-2 \cos \left(\theta+\Phi_{1}+\pi / 6\right)  \tag{1}\\
& X_{5}= 8 \cos \left(\Phi_{2}+\pi / 3\right) \sin \left(\Phi_{1}+\pi / 6\right) \sin (\theta)-4 \sin (\theta) \cos \left(\Phi_{1}+\Phi_{2}\right) \\
&+4 \cos \left(\Phi_{2}+\pi / 3\right) \cos \left(\theta+\Phi_{1}+\pi / 6\right)+4 \sin (\theta) \sin \left(\Phi_{1}+\pi / 6\right) \\
&+2 \cos \left(\theta+\Phi_{1}+\pi / 6\right)+2 \sin \left(\theta+\Phi_{1}+\Phi_{2}\right)
\end{align*}
$$

and

$$
\begin{align*}
Y_{1}= & Y_{2}= \\
Y_{3}= & -2 \cos (\theta) \\
Y_{4}= & 4 \cos (\theta) \sin \left(\Phi_{1}+\pi / 6\right)+2 \cos (\theta)-2 \sin \left(\theta+\Phi_{1}+\pi / 6\right) \\
Y_{5}= & -8 \cos \left(\Phi_{2}+\pi / 3\right) \sin \left(\Phi_{1}+\pi / 6\right) \cos (\theta)+4 \cos (\theta) \cos \left(\Phi_{1}+\Phi_{2}\right)  \tag{2}\\
& +4 \cos \left(\Phi_{2}+\pi / 3\right) \sin \left(\theta+\Phi_{1}+\pi / 6\right)-4 \cos (\theta) \sin \left(\Phi_{1}+\pi / 6\right) \\
& +2 \sin \left(\theta+\Phi_{1}+\pi / 6\right)-2 \cos \left(\theta+\Phi_{1}+\Phi_{2}\right)
\end{align*}
$$

And their Lie bracket $[X, Y]$ and two higher order brackets $[[X, Y], X]$ and $[[X, Y], Y]$. Evaluating these vector fields at the point init $=\left(0,0,0,-\frac{\pi}{3}, \frac{\pi}{3}\right)$ which is considered in the following as the snake's initial position, we obtain

$$
\begin{aligned}
X(\text { init }) & =(1,0,0,-\sqrt{3}, 2 \sqrt{3}), \\
Y(\text { init }) & =(0,1,-2,3,0), \\
{[X, Y](\text { init }) } & =(0,0,4,-12,12), \\
{[[X, Y], X](\text { init }) } & =(0,0,8,-36,60), \\
{[[X, Y], Y](\text { init }) } & =(0,0,0,-4 \sqrt{3}, 20 \sqrt{3}) .
\end{aligned}
$$

The motion planning is then modelled sequentially, meaning that e.g. the motion in the direction of the $x$ axis from the initial position and consequent transformation into the shifted initial position (i.e. only the $x$ coordinate is different) again is formed by the linear combination

$$
(1,0,0,0,0) \propto(576+360 \sqrt{3}) X-22[X, Y]+11[[X, Y], X]-101 \sqrt{3}[[X, Y], Y]
$$

where the Lie bracket motions are realized by so-called periodic input in the form

$$
\begin{equation*}
u(t)=(-A \omega \sin \omega t, A \omega \cos \omega t) \tag{3}
\end{equation*}
$$

with suitable choice of $A \in \mathbb{R}$ sufficiently small amplitude and $\omega \in \mathbb{R}$. For further details about the precise form of inputs for composed Lie brackets see [5].

## 4 Nilpotent Approximation

We proceed according to Bellaïche's algorithm, see e.g. [3]. We shall use the following notation: $\left(x_{1}, x_{2}, x_{3}, x_{4}, x_{5}\right):=\left(x, y, \theta, \Phi_{1}, \Phi_{2}\right)$ and the resulting privileged coordinates will be denoted by $\left(z_{1}, z_{2}, z_{3}, z_{4}, z_{5}\right)$. We recall the definition of privileged coordinates, [3], taking into account the notation from Section 2.

Definition 4. A system of privileged coordinates at $p$ is a system of local coordinates $\left(y_{1}, \ldots, y_{n}\right)$ such that $\operatorname{ord}_{p}\left(y_{j}\right)=w_{j}$ for $j=1, \ldots, n$.

Yet, note that the algorithm starts with the coordinate transformation into $\left(y_{1}, y_{2}, y_{3}, y_{4}, y_{5}\right)$ such that $\partial_{y_{1}}=X, \partial_{y_{2}}=Y, \partial_{y_{3}}=[X, Y], \partial_{y_{4}}=[[X, Y], X]$ and $\partial_{y_{5}}=[[X, Y], Y]$. The transformation matrix at 0 is of the form

$$
\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
1 / 4 \sqrt{3} & 5 / 4 & 5 / 4 & 5 / 12 & 1 / 12 \\
-1 / 8 \sqrt{3} & -3 / 8 & -1 / 2 & -5 / 24 & -1 / 24 \\
1 / 8 & 1 / 8 \sqrt{3} & 1 / 4 \sqrt{3} & 1 / 8 \sqrt{3} & 1 / 24 \sqrt{3}
\end{array}\right)
$$

If the controlling vector fields are denoted as

$$
\begin{aligned}
g_{1} & :=X, \\
g_{2} & :=Y, \\
g_{3} & :=[X, Y], \\
g_{4} & :=[[X, Y], X], \\
g_{5} & :=[[X, Y], Y],
\end{aligned}
$$

then generally the condition reads

$$
\left.\frac{\partial}{\partial y_{i}}\right|_{p}=g_{i}(p), i=1, \ldots, 5
$$

where $p \in M$. Note that set $\left(y_{i}\right)$ is then called an adapted frame at $p$.
Note that we keep the notation of the transformed controlling vector fields to be $g_{i}$ and, if needed, we use the notation $g_{i}(z)$ to denote the vector fields transformed into $\left(z_{1}, z_{2}, z_{3}, z_{4}, z_{5}\right)$ coordinate system etc.

Next step of the Bellaïche's algorithm is the following: For $j=1, \ldots, 5$ set

$$
\begin{equation*}
z_{j}=y_{j}-\sum_{k=2}^{w_{j}-1} h_{k}\left(y_{1}, \ldots, y_{j-1}\right) \tag{4}
\end{equation*}
$$

where, for $k=2, \ldots, w_{j}-1$,

$$
h_{k}\left(y_{1}, \ldots, y_{j-1}\right)=\sum_{\substack{|\alpha|=k \\ w(\alpha)<w_{j}}} g_{1}^{\alpha_{1}} \ldots g_{j-1}^{\alpha_{j-1}}\left(y_{j}-\sum_{q=2}^{k-1} h_{q}(y)\right)(p) \frac{y_{1}^{\alpha_{1}}}{\alpha_{1}!} \cdots \frac{y_{j-1}^{\alpha_{j-1}}}{\alpha_{j-1}!}
$$

Note that the choice of the polynomials $h_{k}$ in (4) guarantees that the nonholonomic derivatives of $z_{j}$ at $p$ up to order $w_{j}-1$ vanish. Clearly, only the
coordinates of the order 3, i.e. $z_{4}$ and $z_{5}$ will be different from the adapted coordinates $y_{4}$ and $y_{5}$, the lower order coordinates remain unchanged. Note that this step is employed due to the depth of the filtration $(2,3,5)$ while for e.g. the trident snake robot, [2], with the filtration $(3,6)$ this step is omitted. In our case,

$$
\begin{aligned}
& z_{4}=y_{4}+3 y_{1} y_{2}+(1 / 2) \sqrt{3} y_{1}^{2}-(5 / 2) \sqrt{3} y_{2}^{2}, \\
& z_{5}=y_{5}-12 y_{1} y_{2}+\sqrt{3} y_{1}^{2}+5 \sqrt{3} y_{2}^{2} .
\end{aligned}
$$

Proposition 1. The coordinates $\left(z_{1}, z_{2}, z_{3}, z_{4}, z_{5}\right)$ form the system of privileged coordinates.

For general proof see [3].
To form the nilpotent approximation Vector fields $g_{i}$ are of order $\geq-1$ and thus generally their Taylor expansion is of the form:

$$
g_{i}(z) \sim \sum_{\alpha, j} a_{\alpha, j} z^{\alpha} \partial_{z_{j}},
$$

where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ is a multiindex. Furthermore, if we define a weighted degree of the monomial $z^{\alpha}=z_{1}^{\alpha_{1}} \cdots z_{n}^{\alpha_{n}}$ to be $w(\alpha)=w_{1} \alpha_{1}+\cdots w_{n} \alpha_{n}$, then $w(\alpha) \geq w_{j}-1$ if $a_{\alpha, j} \neq 0$. Furthermore, the weighted degree of the monomial vector field $z^{\alpha} \partial z_{j}$ is $w(\alpha)-w_{j}$. Recall that $w_{j}=\operatorname{ord}_{p}\left(z_{j}\right)$ from Definition 4 and in our particular case the coordinate weights are ( $1,1,2,3,3$ ). Grouping together the monomial vector fields of the same weighted degree we express $g_{i}, i=1,2$ as a series

$$
g_{i}=g_{i}^{(-1)}+g_{i}^{(0)}+g_{i}^{(1)}+\cdots,
$$

where $g_{i}^{(s)}$ is a homogeneous vector field of degree $s$. Note that this means that the controlling vector fields coefficients of $\partial_{z_{1}}$ and $\partial_{z_{2}}$ are formed by constants, the coefficients of $\partial_{z_{3}}$ are linear in $z_{1}$ and $z_{2}$ and independent of the rest, and finally, the coefficients of $\partial_{z_{4}}$ and $\partial_{z_{5}}$ are formed by polynomials of the weighted degree 2, i.e. quadratic in $\partial_{z_{1}}$ and $\partial_{z_{2}}$ and linear in $\partial_{z_{3}}$. This fully corresponds to the fact that the weights of the coordinates are ( $1,1,2,3,3$ ), see Section 2 for explanation. Then the following proposition holds, [3]:

Proposition 2. Set $\hat{g}_{i}=g_{i}^{(-1)}, i=1,2$. The family of vector fields $\left(\hat{g}_{1}, \hat{g}_{2}\right)$ is a first order approximation of $\left(g_{1}, g_{2}\right)$ at 0 and generates a nilpotent Lie algebra of step $r=2$, i.e. all brackets of length greater than 2 are zero.

The proof is just a straightforward computation of Lie brackets and is obvious. Because of its very extensive form we show the coordinate form of the
approximated vector field corresponding to $X$ only and we denote it by $\hat{X}$. Note that it is expressed in the original coordinate system $\left(x, y, \theta, \Phi_{1}, \Phi_{2}\right)$.

$$
\begin{aligned}
\hat{X}= & \\
- & \frac{\partial_{x}}{2(3 \sqrt{3}-2)^{2}}\left(621 \sqrt{3} x^{2}-13832 \sqrt{3} x y-12705 \sqrt{3} y^{2}+120 \sqrt{3} \Phi_{1}+24 \sqrt{3} \Phi_{2}\right. \\
& -186 \sqrt{3} x+264 \sqrt{3} y+360 \sqrt{3} \theta+644 x^{2}+21626 x y+21580 y^{2} \\
& \left.-310 \Phi_{1}-62 \Phi_{2}+216 x-682 y-930 \theta\right) \partial_{\theta} \\
- & \frac{1}{(3 \sqrt{3}-2)^{3}}\left(-1164 \sqrt{3} x^{2}-149430 \sqrt{3} x y-145220 \sqrt{3} y^{2}+1755 \sqrt{3} \Phi_{1}\right. \\
& +351 \sqrt{3} \Phi_{2}-1700 \sqrt{3} x+4212 \sqrt{3} y+5265 \sqrt{3} \theta-7044 x^{2}+272028 x y \\
& \left.+252600 y^{2}-170 \sqrt{3}-2550 \Phi_{1}-510 \Phi_{2}+3510 x-6120 y-7650 \theta+351\right) \partial_{\Phi_{1}} \\
- & \frac{1}{2(3 \sqrt{3}-2)^{3}}\left(1290 \sqrt{3} x^{2}+106170 \sqrt{3} x y+99950 \sqrt{3} y^{2}-680 \sqrt{3} x+5925 x^{2}\right. \\
& \left.-204180 x y-163425 y^{2}+680 \sqrt{3}+1404 x-1404\right) \partial_{\Phi_{2}}
\end{aligned}
$$

The motion planning algorithm is similar to the one proposed in Section 3, i.e. it is sequential with periodic input (3) applied for the bracket motions. Note that according to [5], the periodic input (3) in nilpotent approximation can be applied to model the Lie bracket motions.

## 5 Global control

A well-known mathematical description of lateral undulation was presented by Hirose in 1993 based on empirical studies of biological snakes. Hirose discovered that a close approximation to the shape of a biological snake during lateral undulation is given by a planar curve whose curvature varies sinusoidally, more precisely $\varkappa(s)=$ $|a b \sin (b s)-c|$, see [4]. Hirose named it a serpenoid curve and described it by

$$
\begin{aligned}
& x(s)=\int_{0}^{s} \cos (a \cos (b \sigma)+c \sigma) \mathrm{d} \sigma, \\
& y(s)=\int_{0}^{s} \sin (a \cos (b \sigma)+c \sigma) \mathrm{d} \sigma
\end{aligned}
$$

where $(x(s), y(s))$ are the coordinates of the point along the curve at arc length $s$ from the origin and $a, b, c$ are positive scalars. The following pictures within Figure 3 show the form of a serpenoid curve for different choices of parameters.

Furthermore, it was shown by Sainto in 2002 that a serpenoid curve of arc length 1 can be approximated by $N$ identical discrete segments by calculating the angle $\Phi_{i}$


Figure 3. Serpenoid curves
of segment $i \in\{1, \ldots, N\}$ with respect to the $x$ axis according to $\Phi_{i}=a \cos \left(\frac{i b}{N}\right)$. This implies that a snake robot with $N$ identical discrete links attains a discrete approximation to the serpenoid curve by moving its ling angles sinusoidally with a constant phase shift between the links. The pattern for lateral undulation is achieved by moving the joints of a planar snake robot according to

$$
\begin{equation*}
\Phi_{i}=A \sin (\omega t+(i-1) \delta)+\Phi_{0} \tag{5}
\end{equation*}
$$

where in our case, $i=1,2$, the offset $\Phi_{0}=0$ and only the amplitude $A$ and frequency $\omega$ remain, see [4]. To use this model, we have to reparametrize the robotic system in such way that instead of controlling vector fields (1) and (2) parametrized by $\dot{x}$ and $\dot{y}$, we use vector field parametrized by $\dot{\Phi}_{1}$ and $\dot{\Phi}_{2}$. Then we use (5) as an input. Figure 4 shows the trajectory of a head point within one second.


Figure 4. Head point trajectory
Finally, to demonstrate the similarity of the nilpotent approximation with the original controlling model see Figure 5. Note that due to locality property of the nilpotent
approximation the time for comparison was decreased to 0,25 second.


Figure 5. Nilpotent approximation comparison

## 6 Conclusion

We presented three possible models of a 3 -link snake robot control, two of them local and one global. Note that if the motion is realized on a smooth surface with no obstacles then the control the robot is realized by the global control model. If the obstacles and narrow places are added such that the number of actually operational motorized joints decreases under the critical value of 4 then the local control takes place. We conclude that the questions of optimality are yet to be solved.
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#### Abstract

Local controllability of a three link robotic snake is solved by means of 5D conformal geometric algebra. The non-holonomic kinematic equations are assembled, their role in the geometric control theory is discussed and the control solution is found. The functionality is demonstrated on a virtual model in CLUCalc programme. Finally, the snake robot dynamics is elaborated.
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## 1. Introduction

Within this paper, we consider a three-link snake robot moving on a planar surface. More precisely, it is a model when to each link a pair of wheels is attached and thus the possible movement directions are determined uniquely. The aim is to find the complete local controllability solution. If generalized coordinates are considered, the non-holonomic forward kinematic equations can be understood as a Pfaff system and its solution as a distribution in the configuration space. Rachevsky-Chow Theorem implies that the appropriate non-holonomic system is locally controllable if the corresponding distribution is not integrable and the span of the Lie algebra generated by the controlling distribution has to be of the same dimension as the configuration space. The spanned Lie algebra is then naturally endowed by a filtration which shows the way to realize the movements by means of the vector field brackets $[6,8]$. In our case, the system is locally controllable and the filtration is $(2,3,5)$.

The classical approach composes the kinematic chain of homogeneous matrices using the moving frame method and Euler angles [4]. Instead of this, our aim is to use the notions of conformal geometric algebra, i.e. the subset of a Clifford algebra $\mathcal{C l}(4,1)$ where the Euclidean space $\mathbb{E}_{3}$ is included by a

[^3]mapping $x \mapsto x+x^{2} e_{\infty}+e_{0}$. In this geometric setting, we can easily handle both linear objects and spheres of dimensions 2,1 and 0 , see $[2,7,9]$.

In particular, the 0 -dimensional sphere, referred to as a point pair, is used to derive the kinematic equations and for the control of the robotic snake, consequently. More precisely, to any link of a snake a single point pair is assigned and the mechanism is transformed by rotations and translations. We introduce the differential kinematic equations (3), as well as the non-holonomic conditions (5) or (7), respectively. Also the singularity condition was formulated. Furthermore, the system movement dynamic equations are derived (14). We demonstrate the functionality in the CLUCalc software designed for the computations in Clifford algebra, particularly in conformal geometric algebra.

## 2. Conformal Geometric Algebra-CGA

Let $\mathbb{R}^{4,1}$ denote a vector space $\mathbb{R}^{5}$ equipped with the scalar product of signature $(4,1)$ and thus we have the corresponding Clifford algebra $\mathcal{C l}(4,1)$ such that the set $\left\{e_{1}, e_{2}, e_{3}, e_{+}, e_{-}\right\}$is the basis. To describe the elements of $\mathcal{O}:=\mathcal{C l}(4,1)$ we have to determine a free, associative and distributive algebra as a span of the set $\left\{e_{1}, e_{2}, e_{3}, e_{+}, e_{-}\right\}$such that the following identities are satisfied:

$$
\begin{gathered}
e_{1}^{2}=e_{2}^{2}=e_{3}^{2}=e_{+}^{2}=1, e_{-}^{2}=-1, \\
e_{i} e_{j}=-e_{j} e_{i}, i \neq j, i, j \in\{1,2,3,+,-\} .
\end{gathered}
$$

In this case, we get $2^{5}=32$-dimensional vector space.
Table 1. Elements of $\mathcal{C l}(4,1)$

| Scalars | 1 |
| :---: | :---: |
| Vectors | $e_{1}, e_{2}, e_{3}, e_{+}, e_{-}$ |
| Bivectors | $e_{1} e_{2}, e_{1} e_{3}, e_{1} e_{+}, e_{1} e_{-}, e_{2} e_{3}, e_{2} e_{+}, e_{2} e_{-}, e_{3} e_{+}, e_{3} e_{-}, e_{-} e_{+}$ |
| Threevectors | $e_{1} e_{2} e_{3}, e_{1} e_{2} e_{+}, e_{1} e_{2} e_{-}, e_{1} e_{3} e_{+}, e_{1} e_{3} e_{-}, e_{1} e_{+} e_{-}, e_{2} e_{3} e_{+}$, |
|  | $e_{2} e_{3} e_{-}, e_{2} e_{+} e_{-}, e_{3} e_{+} e_{-}$ |
| Fourvectors | $e_{1} e_{2} e_{3} e_{+}, e_{1} e_{2} e_{3} e_{-}, e_{1} e_{2} e_{+} e_{-}, e_{1} e_{3} e_{+} e_{-}, e_{2} e_{3} e_{+} e_{-}$ |
| Pseudoscalars | $e_{1} e_{2} e_{3} e_{+} e_{-}$ |

Let us note that the geometric product in $\mathbb{R}^{4,1}$ coincides with the scalar product and the norm in $\mathbb{R}^{4,1}$ can be understood as a vector square $x^{2}=\|x\|^{2}$.

Now, we define two additional products on $\mathbb{R}^{4,1}$ based on the geometric one for any $u, v \in \mathcal{O}$, dot product and wedge product, respectively:

$$
u \cdot v=\frac{1}{2}(u v+v u), \quad u \wedge v=\frac{1}{2}(u v-v u)
$$

and thus the geometric product of the basis elements are derived as

$$
u v=u \cdot v+u \wedge v .
$$

Generally, the wedge (outer) product of two basis blades $E_{i}$ and $E_{j}$, with $k=\operatorname{gr}\left(E_{i}\right), l=\operatorname{gr}\left(E_{j}\right)$ is defined as

$$
E_{i} \wedge E_{j}:=\left\langle E_{i} E_{j}\right\rangle_{k+l}
$$

and the dot (inner) product is defined as

$$
\begin{aligned}
E_{i} \cdot E_{j} & :=\left\langle E_{i} E_{j}\right\rangle_{|k-l|}, \quad i, j,>0 \\
& :=0, \quad i=0 \text { or } j=0,
\end{aligned}
$$

where $\operatorname{gr}(E)$ is a grade of the basis blade $E$ and $\left\rangle_{k}\right.$ is the grade projection into grade $k$. To work with CGA effectively, we have to define a new basis of $\mathbb{R}^{4,1}$ as a set $\left\{e_{1}, e_{2}, e_{3}, e_{0}, e_{\infty}\right\}$ such that $e_{0}=\frac{1}{2}\left(e_{-}+e_{+}\right)$and $e_{\infty}=\left(e_{-} e_{+}\right)$. Consequently, the following properties hold:

$$
\begin{aligned}
e_{0}^{2} & =0, \quad e_{\infty}^{2}=0, \quad e_{\infty} e_{0}=-1-e_{-} \wedge e_{+}, \quad e_{0} e_{\infty}=-1+e_{-} \wedge e_{+}, \\
e_{\infty} e_{0} & =-e_{0} e_{\infty}-2
\end{aligned}
$$

In CGA, we can represent the points by the following multivector from $\mathcal{C l}(4,1)$ :

$$
\text { point } x \rightsquigarrow Q=x+\frac{1}{2} x^{2} e_{\infty}+e_{0}
$$

Note that the previous object is expressed in the IPNS representation while for other objects such as spheres and point pairs in particular we use the OPNS representation that is more convenient. Indeed, their expression in OPNS is the following:
point pair $Q_{1}, Q_{2} \rightsquigarrow P=Q_{1} \wedge Q_{2}$.
circle containing
the points $Q_{1}, Q_{2}, Q_{3} \rightsquigarrow C=Q_{1} \wedge Q_{2} \wedge Q_{3}$.

In CGA (in fact in GA generally), any transformation of the element $O$ is realized by conjugation

$$
O \mapsto T O \tilde{T}
$$

where $T$ is the appropriate multivector from $\mathcal{O}$. For instance, the translation in the direction $t=t_{1} e_{1}+t_{2} e_{2}+t_{3} e_{3}$ is realized by the multivector

$$
T=1-\frac{1}{2} t e_{\infty}
$$

and the rotation around the axis $L$ by angle $\phi$ is realized by the multivector

$$
R=\cos \frac{\phi}{2}-L \sin \frac{\phi}{2}
$$

where $L=a_{1} e_{2} e_{3}+a_{2} e_{1} e_{3}+a_{3} e_{1} e_{2}$.

## 3. Control Theory

The snake robot described in this paper consists of 3 rigid links of constant length 2 interconnected by 2 motorized joints. To each line, in the center of mass, a pair of wheels is attached to provide an important snake-like property that the ground friction in the direction perpendicular to the link is considerably higher than the friction of a simple forward move. In particular, this prevents the slipping sideways. To describe the actual position of a snake robot we need the set of 5 generalized coordinates

$$
\begin{equation*}
q=\left(x, y, \theta, \Phi_{1}, \Phi_{2}\right) \tag{1}
\end{equation*}
$$

which describe the configuration of the snake robot as shown in Fig. 1.
Note that a fixed coordinate system $(x, y)$ is attached. The points $p_{1}:=$ $\left(x_{1}, y_{1}\right), p_{2}:=\left(x_{2}, y_{2}\right), p_{3}:=\left(x_{3}, y_{3}\right)$ denote the centers of mass of each link. To describe the robotic snake we use as a central object the couple of point pairs

$$
\left(P_{1}, P_{3}\right)
$$

where $P_{1}=Q_{1} \wedge Q_{2}$ and $P_{3}=Q_{3} \wedge Q_{4}$, where $Q_{i}$ are the joints. Consequently, the kinematic equations can be assessed and if we consider the projections

$$
Q_{2}=-\frac{\sqrt{P_{1} \cdot P_{1}}+P_{1}}{e_{\infty} \cdot P_{1}}, \quad Q_{3}=\frac{\sqrt{P_{3} \cdot P_{3}}+P_{3}}{e_{\infty} \cdot P_{3}},
$$

we are able to express the first point coordinates from any point pair. Finally, denote $P_{2}=Q_{2} \wedge Q_{3}$. The coordinates of a particular position vectors are expressed as

$$
\begin{array}{lll}
p_{1}=P_{1} e_{\infty} \tilde{P}_{1}, & \text { s.t. } & P_{1}=R_{\theta} T_{x, y} P_{1,0} \tilde{T}_{x, y} \tilde{R}_{\theta}, \\
p_{2}=P_{2} e_{\infty} \tilde{P}_{2}, & \text { s.t. } & P_{2}=R_{\Phi_{1}} R_{\theta} T_{x, y} P_{2,0} \tilde{T}_{x, y} \tilde{R}_{\theta} \tilde{R}_{\Phi_{1}},  \tag{2}\\
p_{3}=P_{3} e_{\infty} \tilde{P}_{3}, & \text { s.t. } & P_{3}=R_{\Phi_{2}} R_{\Phi_{1}} R_{\theta} T_{x, y} P_{3,0} \tilde{T}_{x, y} \tilde{R}_{\theta} \tilde{R}_{\Phi_{1}} \tilde{R}_{\Phi_{2}}
\end{array}
$$



Figure 1. Snake robot model
and, for the robotic snake's initial position $x=y=\theta=\Phi_{1}=\Phi_{2}=0$, three appropriate point pairs are established as

$$
\begin{aligned}
& P_{1,0}=\left(e_{0}\right) \wedge\left(2 e_{1}+2 e_{\infty}+e_{0}\right)=2 e_{0} e_{1}-2 e_{+} e_{-}, \\
& P_{2,0}=\left(2 e_{1}+2 e_{\infty}+e_{0}\right) \wedge\left(4 e_{1}+8 e_{\infty}+e_{0}\right)=2 e_{0} e_{1}+8 e_{1} e_{\infty}-6 e_{+} e_{-}, \\
& P_{3,0}=\left(4 e_{1}+8 e_{\infty}+e_{0}\right) \wedge\left(6 e_{1}+18 e_{\infty}+e_{0}\right)=2 e_{0} e_{1}+24 e_{1} e_{\infty}-10 e_{+} e_{-} .
\end{aligned}
$$

Now, the transformations corresponding to the generalized coordinates can be written as

$$
\begin{aligned}
T_{x, y} & =1-\frac{1}{2}\left(x e_{1}+y e_{2}\right) e_{\infty}, \quad T_{Q_{1}}=1-\frac{1}{2} Q_{1} e_{\infty}, \quad T_{Q_{2}}=1-\frac{1}{2} Q_{2} e_{\infty} \\
R_{\theta} & =\cos \frac{\theta}{2}-L_{0} \sin \frac{\theta}{2}, \quad \text { where } L_{0}=T_{x, y} e_{1} e_{2} \tilde{T}_{x, y} \\
R_{\Phi_{1}} & =\cos \frac{\Phi_{1}}{2}-L_{1} \sin \frac{\Phi_{1}}{2}, \quad \text { where } L_{1}=T_{Q_{2}} e_{1} e_{2} \tilde{T}_{Q_{2}} \\
R_{\Phi_{2}} & =\cos \frac{\Phi_{2}}{2}-L_{2} \sin \frac{\Phi_{2}}{2}, \quad \text { where } L_{2}=T_{Q_{3}} e_{1} e_{2} \tilde{T}_{Q_{3}} .
\end{aligned}
$$

The direct kinematics for the snake robot is obtained similarly as the kinematics for serial robot arms [1]. In general, it is given by a succession of generalised rotations $R_{i}$ and it is valid for all geometric objects, including point pairs. A point pair $P$ in a general position is computed from its initial position $P_{0}$ as follows

$$
P=\prod_{i=1}^{n} R_{i} P_{0} \prod_{i=1}^{n} \tilde{R}_{n-i+1}
$$

Unlike the fixed serial robot arms, we allow $R_{i}$ to be also a translation. We view translations as degenerate rotations. Then the differential kinematics is expressed by means of the total differential as follows

$$
d P=\sum_{j=1}^{n} \partial_{q_{j}}\left(\prod_{i=1}^{n} R_{i} P_{0} \prod_{i=1}^{n} \tilde{R}_{n-i+1}\right) d q_{j} .
$$

Since both the translations and the rotations can be expressed as exponentials, and $d R=d\left(e^{-\frac{1}{2} q L}\right)=-\frac{1}{2} R L d q$, the straightforward computation leads to the following assertion, [3,9]:

$$
d P=\sum_{j=1}^{n}\left[P \cdot L_{j}\right] d q_{j} .
$$

If $R_{i}$ is a translation, then the axis of rotation $L_{i}$ is given by a linear combination of bivectors that contain $e_{\infty}$. In our particular case, previous considerations lead to the following general expression of $\dot{p}_{i}$, where the range of the subscript $i$ is determined by the number of links:

$$
\begin{aligned}
\dot{p}_{i} & =\partial_{t}\left(P_{i} e_{\infty} \tilde{P}_{i}\right)=\dot{P}_{i} e_{\infty} \tilde{P}_{i}+P_{i} e_{\infty} \dot{\tilde{P}}_{i} \\
& =\sum_{j=1}^{n}\left[P_{i} \cdot L_{j}\right] e_{\infty} \tilde{P}_{i} d q_{j}+P_{i} e_{\infty} \sum_{j=1}^{n}\left[\tilde{L}_{j} \cdot \tilde{P}_{i}\right] d q_{j} \\
& =\frac{1}{2} \sum_{j=1}^{n}\left(P_{i} L_{j} e_{\infty} \tilde{P}_{i}-L_{j} P_{i} e_{\infty} \tilde{P}_{i}+P_{i} e_{\infty} \tilde{L}_{j} \tilde{P}_{i}-P_{i} e_{\infty} \tilde{P}_{i} \tilde{L}_{j}\right) d q_{j}
\end{aligned}
$$

In the last line we used the definition of the scalar product and the fact that $L_{i}$ contains only bivectors. This also implies that $L_{i}$ always commutes with $e_{\infty}$ (in the case of a translation the product vanishes), and that $\tilde{L}_{i}=-L_{i}$. Thus we get

$$
\dot{p_{i}}=\frac{1}{2} \sum_{j=1}^{n}\left(-L_{j} P_{i} e_{\infty} \tilde{P}_{i}-P_{i} e_{\infty} \tilde{P}_{i} \tilde{L}_{j}\right) d q_{j}=\sum_{j=1}^{n}\left[p_{i} \cdot L_{j}\right] d q_{j},
$$

i.e. the same formula of the differential kinematics holds also for the link centers $p_{i}$. Concretely, we obtain the system

$$
\begin{aligned}
\dot{p_{1}} & =\left[p_{1} \cdot e_{1} e_{\infty}\right] \dot{x}+\left[p_{1} \cdot e_{2} e_{\infty}\right] \dot{y}+\left[p_{1} \cdot L_{0}\right] \dot{\theta} \\
\dot{p_{2}} & =\left[p_{2} \cdot e_{1} e_{\infty}\right] \dot{x}+\left[p_{2} \cdot e_{2} e_{\infty}\right] \dot{y}+\left[p_{2} \cdot L_{0}\right] \dot{\theta}+\left[p_{2} \cdot L_{1}\right] \dot{\Phi}_{1}, \\
\dot{p_{3}} & =\left[p_{3} \cdot e_{1} e_{\infty}\right] \dot{x}+\left[p_{3} \cdot e_{2} e_{\infty}\right] \dot{y}+\left[p_{3} \cdot L_{0}\right] \dot{\theta}+\left[p_{3} \cdot L_{1}\right] \dot{\Phi}_{1}+\left[p_{3} \cdot L_{2}\right] \dot{\Phi}_{2}
\end{aligned}
$$

which in the matrix notation is of the form

$$
\begin{equation*}
\dot{p}=J \dot{q}, \tag{3}
\end{equation*}
$$

where $q$ are our coordinates (1) and $J=\left(j_{k l}\right)$ is a $3 \times 5$ matrix with the elements defined by

$$
\begin{align*}
& j_{i 1}=\left[p_{i} \cdot e_{1} e_{\infty}\right], j_{i 2}=\left[p_{i} \cdot e_{2} e_{\infty}\right], \\
& j_{i k}=\left[p_{i} \cdot L_{k-3}\right] \text { for } 3 \leq k<3+i,  \tag{4}\\
& j_{i k}=0 \text { for } 3+i \leq k
\end{align*}
$$

As the wheels do not slip to the side direction, the velocity constraint condition is satisfied for each link $i$ and in terms of CGA can be written as

$$
\begin{equation*}
\dot{p}_{i} \wedge P_{i} \wedge e_{\infty}=0 \tag{5}
\end{equation*}
$$

Thus if we substitute (3) in (5), we obtain a system of linear ODEs, which has a simple Pfaff matrix form

$$
\begin{equation*}
A \dot{q}=0 \tag{6}
\end{equation*}
$$

where $A=\left(a_{i j}\right)$ is a matrix with the elements defined by

$$
\begin{equation*}
a_{i k}=j_{i k} \wedge P_{i} \wedge e_{\infty} \tag{7}
\end{equation*}
$$

Note that the enteries of $A$ are multiples of $e_{1} e_{2} e_{+} e_{-}$. Taking the conjugate and multiplying with $e_{3}, A$ can be considered simply as a matrix over the field of functions. For example, the solution of this system with respect to $\dot{\theta}$ parameterized by $\dot{x}, \dot{y}$, (i.e. $\dot{x}=t_{1}$ and $\dot{y}=t_{2}$ ) is of the form


Figure 2. Snake robot's singular position

$$
\dot{\theta}=-\frac{\left[p_{1} \cdot e 1 e_{\infty}\right] \wedge P_{1} \wedge e_{\infty}}{\left[p_{1} \cdot L_{0}\right] \wedge P_{1} \wedge e_{\infty}} t_{1}-\frac{\left[p_{1} \cdot e_{2} e_{\infty}\right] \wedge P_{1} \wedge e_{\infty}}{\left[p_{1} \cdot L_{0}\right] \wedge P_{1} \wedge e_{\infty}} t_{2}
$$

The straightforward computation leads to $\left[p_{1} \cdot L_{0}\right] \wedge P_{1} \wedge e_{\infty}=2 e_{3}^{*}$, i.e. the solution always exists, because $\left(\left[p_{1} \cdot L_{0}\right] \wedge P_{1} \wedge e_{\infty}\right)^{-1}=-\frac{1}{2} e_{3}^{*}$. The system matrix is singular in case that the wheel axes, i.e. lines perpendicular to each link containing the link center point, intersect in precisely one point or are parallel, see Fig. 2.

In our setting this is one condition only because in CGA the parallel lines intersect in exactly one point which is $e_{\infty}$. It is easy to see that this happens in such case that all joints lie on a single circle, i.e. in CGA they satisfy a simple condition

$$
\begin{equation*}
P_{1} \wedge P_{3}=0 \tag{8}
\end{equation*}
$$

Finally, note that the non-singular solution forms a 2-dimensional distribution which can be parameterized e.g. as follows:

$$
\begin{equation*}
\dot{q}=G\binom{t_{1}}{t_{2}} \tag{9}
\end{equation*}
$$

where $G=\left(g_{i j}\right)$ is a $2 \times 5$ control matrix with the elements defined by

$$
\begin{aligned}
g_{11}= & 1, \quad g_{12}=0, \quad g_{21}=0, \quad g_{22}=1, \quad g_{31}=\cos (\theta), \quad g_{32}=\sin (\theta), \\
g_{41}= & -2 \cos \left(\Phi_{1}\right) \sin (\theta)+\sin \left(\theta+\Phi_{1}\right)-\sin (\theta), \\
g_{42}= & 2 \cos \left(\Phi_{1}\right) \cos (\theta)-\cos \left(\theta+\Phi_{1}\right)+\cos (\theta), \\
g_{51}= & 4 \cos \left(\Phi_{1}\right) \cos \left(\Phi_{2}\right) \sin (\theta)-2 \sin \left(\theta+\Phi_{1}\right) \cos \left(\Phi_{2}\right)+2 \cos \left(\Phi_{1}\right) \sin (\theta) \\
& -2 \cos \left(\Phi_{1}+\Phi_{2}\right) \sin (\theta)-\sin \left(\theta+\Phi_{1}\right)+\sin \left(\theta+\Phi_{1}+\Phi_{2}\right),
\end{aligned}
$$

$$
\begin{aligned}
g_{52}= & -4 \cos \left(\Phi_{1}\right) \cos \left(\Phi_{2}\right) \cos (\theta)+2 \cos \left(\theta+\Phi_{1}\right) \cos \left(\Phi_{2}\right) \\
& -2 \cos \left(\Phi_{1}\right) \cos (\theta)+2 \cos \left(\Phi_{1}+\Phi_{2}\right) \cos (\theta)+\cos \left(\theta+\Phi_{1}\right) \\
& -\cos \left(\theta+\Phi_{1}+\Phi_{2}\right) .
\end{aligned}
$$

Thus if we consider the snake robot's configuration space with coordinates (1) as a 5 -dimensional manifold $M$, the solution above forms a couple of vector fields $g_{1}$ and $g_{2}$.

It is clear, that the space $\operatorname{span}\left\{g_{1}, g_{2}\right\}$ determines the set of accessible velocity vectors and thus, taking into account the vector field flows $\exp \left(t g_{1}\right), \exp \left(t g_{2}\right)$, the possible trajectories of the snake robot. On the other hand, due to non-commutativity of $\exp \left(t g_{1}\right), \exp \left(t g_{2}\right)$, the robot can move even along the flow of the Lie bracket by means of the composition

$$
\exp \left(-t g_{2}\right) \circ \exp \left(-t g_{1}\right) \circ \exp \left(t g_{2}\right) \circ \exp \left(t g_{1}\right)
$$

Extending this idea, the space $Q_{q}$ of all movement directions in point $q$ is given by taking all possible Lie brackets of $g_{1}(q)$ and $g_{2}(q)$ and the resulting vector fields. From the geometric control theory point of view, it is quite necessary that the dimension of $Q_{q}$ is equal to the dimension of the tangent space $T_{q} M, q \in M$, which in our case is 5 . Note that this is the condition on the model local controllability given by the Rashevsky-Chow Theorem. In our case, it is easy to show that in regular points $q$ indeed

$$
Q_{q}=\operatorname{span}\left\{g_{1}, g_{2},\left[g_{1}, g_{2}\right],\left[g_{1},\left[g_{1}, g_{2}\right]\right],\left[g_{2},\left[g_{1}, g_{2}\right]\right]\right\} \cong T_{q} M .
$$

Thus the tangent space to the configuration space of the snake robot is equipped with a $(2,3,5)$ filtration.

## 4. CLUCalc Implementation

The proposed snake control was tested in CLUCalc software [2,7], which is designed exactly for calculations in arbitrary predefined geometric algebra. The following code piece contains the definitions of basic objects:

```
DefVarsN3();\\
// COMPUTATION OF COORDINATES IN CONFIGURATION SPACE\\
// POSITION OF ROBOT CORR. TO THE COORDINATES\\
// Initial position of points Q1, Q2, Q3 and line L1 \\
Q1=VecN3(0,0,0);
L1=VecN3 (0,0,1);
T0=TranslatorN3(2,0,0);
Q2=T0*P1*~T0;
Q3=T0*P2*~T0;
Q4=T0*P3*~T0;
// Computation of point pairs P1,P2 and P2
P1=P1^P2;
P2=P2^P3;
P3=P3^P4;
```

The initial position is thus recalculated with respect to the controlling parameters change.

```
\\ Coordinates x and y from configuration space
T=TranslatorN3(x,y,0);
\\ Axis of rotation in point (x,y)
LB=T*L1*~T;
\\ Rotor in space with respect to R
MB=TranslatorN3(LB)*RotorN3(0,0,1,d)*~TranslatorN3(LB);
\\ New position of point pair P1
:P1=MB*T*P1*~T*~MB;
\\ Projection to the first point of P1
T1=(-(sqrt(P1.P1)+P1)/(einf.P1));
\\ Rotor in first joint
L2=TranslatorN3(T1)*L1*~TranslatorN3(T1);
M1=TranslatorN3(L2)*RotorN3(0,0,1, a)*~TranslatorN3(L2);
\\ New position of point pair P2
:P2=M1*MB*T*P2*~T*~MB*~M1;
\\ Projection to the second point of P3
T2=((sqrt(P3.P3)+P3)/(einf.P3));
\\ Rotor in second joint
L3=TranslatorN3(T2)*L1*~TranslatorN3(T2);
M2=TranslatorN3(L3)*RotorN3(0,0,1,b)*~TranslatorN3(L3);
\\ New position of point pair P3
:P3=M2*M1*MB*T*P3*~~* NMB*~M1*~M2;
```

Figure 3 demonstrates the evolution from 0 in the direction of the vector field $g_{1}$, i.e. when the controlling parameter $t_{1}$ is set to zero and $t_{2}$ is changed within the range $\langle 0,2 \pi\rangle$.

Figure 4 shows the motion corresponding to the bracket $\left[g_{1}, g_{2}\right.$ ] which is realized by means of a periodic transformation of the generators $g_{1}$ a $g_{2}$ :

$$
v(t)=-\epsilon \omega \sin (\omega t) g_{1}+\epsilon \omega \cos (\omega t) g_{2}
$$

where $\epsilon=0.1, \omega=4$ and $t \in\langle 0,2 \pi / \omega\rangle$.
The calculations with the CGA elements provide not only significant theoretical model simplification, particularly in better geometric understanding and the notations, but also a remarkable computational complexity reduction when a system such as Gaalop is used [2]. To demonstrate the contribution of CGA calculus let us restrict from CGA to quaternions. Classically, rotations in 3D-space are realized by multiplication of a $3 \times 3$ matrix. The composition of rotations is then rotation matrices multiplication, i.e such composition is given by 27 multiplications and 18 summations. If you represent rotations by quaternions, for the same composition you need just 16 multiplications and 15 summations. This reduces the computational time remarkably.


Figure 3. $t_{1}=0, t_{2}=t$ (pictured by CLUCalc)


Figure 4. Lie bracket $\left[g_{1}, g_{2}\right]$ (pictured by CLUCalc)

## 5. Dynamics

The results obtained above via the conformal geometric algebra may be used directly to derive the model of snake's dynamics from the d'Alembert principle. Since there is no potential energy, the Lagrangian $\mathcal{L}$ of the (unconstrained) system equals to the total kinetic energy

$$
\begin{equation*}
\mathcal{L}=E_{k} . \tag{10}
\end{equation*}
$$

Then, the Euler-Lagrange equation has the form

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial E_{k}}{\partial \dot{q}}\right)-\frac{\partial E_{k}}{\partial q}=F+\tau \tag{11}
\end{equation*}
$$

The right-hand side of the Eq. (11) contains the traction forces $F$ and the control forces (torques) $\tau=\left(0,0,0, \tau_{1}, \tau_{2}\right)^{T}$. Since the traction forces are always perpendicular to the evolution of the system, we have $F=\lambda A^{T}$, where $A$ is the matrix that gives the Pfaff constraint (6), viewed as a $3 \times 5$ matrix over the field of functions. And since this matrix satisfies $A(q) G(q)=0$ in each point $q$, we eliminate the traction forces term by pre-multiplying (11) by $2 \times 5$ matrix $G^{T}$. The resulting system together with (6) then describes the dynamics of the snake robot.

In order to get a precise form of the equations, it is sufficient to compute the total kinetic energy $E_{k}$. We consider a snake with identical links and wheels, where the wheels are located in centers of links. If we denote by $m_{w}$ the mass of each wheel, $r_{w}$ and $d_{w}$ its radius and thickness, $m_{l}$ the mass of each link and $L=2$ its length, the moment of inertia of each link with the wheel (with respect to the axis located in its center of mass) is given by

$$
I=\frac{1}{12} m_{w}\left(3 r_{w}^{2}+d_{w}^{2}\right)+\frac{1}{12} m_{l} L^{2}
$$

Denoting by $m=m_{w}+m_{l}$ the total mass of wheel and link, we compute the kinetic energy of the individual links as

$$
\begin{aligned}
E_{k 1} & =\frac{1}{2} m \dot{p}_{1}^{2}+\frac{1}{2} I \dot{\theta}^{2}, \\
E_{k 2} & =\frac{1}{2} m \dot{p}_{2}^{2}+\frac{1}{2} I\left(\dot{\theta}+\dot{\phi}_{1}\right)^{2}, \\
E_{k 3} & =\frac{1}{2} m \dot{p}_{3}^{2}+\frac{1}{2} I\left(\dot{\theta}+\dot{\phi}_{1}+\dot{\phi}_{2}\right)^{2} .
\end{aligned}
$$

Recall that $p_{i}$ is the position of the $i$-th link center (that coincides with its mass center) and $\dot{p}_{i}$ represents its velocity which is computed using the equation of differential kinematics (3) explained in the previous section. Although $\dot{p}_{i}$ is a vector in CGA, its square (with respect to the geometric product) is a real number which gives the square of the real (physical) velocity. Hence the total energy of the snake robot

$$
E_{k}=\frac{1}{2} m\left(\dot{p}_{1}^{2}+\dot{p}_{2}^{2}+\dot{p}_{3}^{2}\right)+\frac{1}{2} I\left(\dot{\theta}^{2}+\left(\dot{\theta}+\dot{\phi}_{1}\right)^{2}+\left(\dot{\theta}+\dot{\phi}_{1}+\dot{\phi}_{2}\right)^{2}\right)
$$

can be written in a compact way as

$$
\begin{equation*}
E_{k}=\frac{1}{2} \dot{q}^{T} \mathcal{M} \dot{q} \tag{12}
\end{equation*}
$$

where $\mathcal{M}$ is a symmetric $5 \times 5$ matrix

$$
\mathcal{M}=m J^{T} J+I\left(\begin{array}{c|ccc}
0 & & 0 &  \tag{13}\\
\hline & 3 & 2 & 1 \\
0 & 2 & 2 & 1 \\
1 & 1 & 1
\end{array}\right) .
$$

Recall that $J$ is a $3 \times 5$ matrix given by (4). Now, using (12) we directly compute

$$
\frac{\partial E_{k}}{\partial \dot{q}}=\mathcal{M} \dot{q}
$$

and

$$
\frac{\partial E_{k}}{\partial q}=\frac{1}{2} \dot{q}^{T}\left(\frac{\partial \mathcal{M}}{\partial q}\right) \dot{q} .
$$

Thus the Lagrange Eq. (11) can be rewritten as

$$
\mathcal{M} \ddot{q}-\dot{\mathcal{M}} \dot{q}-\frac{1}{2} \dot{q}^{T}\left(\frac{\partial \mathcal{M}}{\partial q}\right) \dot{q}=\lambda A^{T}+\tau
$$

A standard elimination of the multipliers then results in the following equations of motion of the snake robot

$$
\begin{align*}
A \dot{q} & =0 \\
\left(G^{T} \mathcal{M}\right) \ddot{q}-G^{T}\left(\dot{\mathcal{M}}+\frac{1}{2} \dot{q}^{T} \frac{\partial \mathcal{M}}{\partial q}\right) \dot{q} & =G^{T} \tau . \tag{14}
\end{align*}
$$

Recall that $A$ is given by (7), $\mathcal{M}$ is given by (13) and $G$ is the control matrix (9). Thus the equations of motion are formed by three first order differential equations and two second order differential equations. For more informations one can see [10], for example.

## 6. Conclusions

The snake-like robot (see [5]) modelling by means of CGA is quite promising topic. This approach leads to a list of nice formulas for forward kinematics (2), differential kinematics (3), nonholonomic constrains (5) and singular positions (8). It brings not only a geometric point of view to the topic that is important for the complete problem understanding, but it also allows the
calculations to be done faster and thus it contributes to the final model realization together with the proposal of the control solution.
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#### Abstract

Local controllability of an $n$-link robotic snake with variable wheel positions is solved by means of the conformal geometric algebra, more precisely by the Clifford algebra of signature $(3,1)$. The nonholonomic kinematic equations are assembled, their role in the geometric control theory is discussed and the singular positions are elaborated. Within this paper, we present an alternative model description only, while all its kinematic properties remain.
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## 1. Introduction

Within this paper, we consider an $n$-link snake robot moving on a planar surface. More precisely, it is a model when to each link, two wheels are attached and thus the possible movement directions are determined uniquely. Calculations in CGA allow the wheels to be placed not in the link's centre of mass only, but their position is arbitrary within each link. The aim is to find the complete kinematic description. Although we handle only the case that the links are of a constant length 1 , the generalization to an arbitrary length of each link is obvious. If the generalized coordinates are considered, the non-holonomic forward kinematic equations can be understood as a Pfaff system. In classical approach, local controllability is discussed by means of differential geometry and Lie algebras, see [12,15]. Our aim is to translate the whole kinematics into the language of CGA, where both linear objects and spheres of dimensions 2,1 and 0 , see $[3,4,14,16]$, are easy to transform.

The classical approach composes the kinematic chain of homogeneous matrices using the moving frame method and Euler angles [10]. Instead of

[^4]this, our aim is to use the notions of conformal geometric algebra. Particularly, we use a Clifford algebra $\mathcal{C l}(3,1)$ where the Euclidean space $\mathbb{E}_{2}$ is included by a mapping $x \mapsto x+\frac{1}{2} x^{2} e_{\infty}+e_{0}$.

In particular, the point pair is used to derive the kinematic equations and for the control of the robotic snake, consequently. More precisely, to any link of a snake a single point pair is assigned and the mechanism is transformed by rotations and translations. We introduce the differential kinematic equations, as well as the non-holonomic conditions, respectively. Also the singularity conditions are formulated. The advantage of CGA description lies in the simplicity of the model modifications, i.e. variable link length and variable wheel position. Furthermore, we fully use the advantage of CGA in operations representation, precisely rotations and translations are represented by particular CGA elements.

Currently, the model of a snake robot is well elaborated by classical geometrical approaches [10], together with the controllability and motion control. Also heuristic algorithms for the control are known. On the other hand, the CGA description has not been presented as far as the authors are aware. Note that the solutions of local controllability, motion control model and singular points analysis can be adopted from the classical models, see e.g. [10]. Within this paper, we present an alternative model description only, while all its kinematic properties remain.

## 2. State of the art

The topic of the snake-like robots goes back to early 1970's when Hirose formulated the essential model design and developed limbless locomotors, for the complex review of his work see [7]. He started the first bio-mechanical study using the real snakes and designed the first snake-like robot based on so-called serpentine locomotion.

The first designs of Hirose's snake robots had modules with small passive wheels, and since then, most of the current developments by Downling [2], Chirikjian and Burdick [1], and Ostrowski [13] keep using the snake robots with wheels in order to facilitate forward propulsion.

Since then a variety of different snake-like robots has been designed For the precise modelling of snake-like motions see [10]. For the snake-like motion mimicking, basically three approaches are used (simplified classification):
(1) The original Hirose approach [7], i.e. the representation of the kinematic model based on the serpenoid curve. This is well developed in many directions. Two main planar models, the serpentine locomotion (horizontal locomotion) and the travelling wave locomotion (vertical locomotion) are often adopted. Furthermore, many authors present the optimized versions of this approach based on various parameter estimations. This is also often used for the verification of other solutions.
(2) Heuristic and artificial intelligence approach based on so-called CPG (Central Pattern Generators) or other types of non-linear models. CPG produces so called rhythmic outputs defining a periodic motion of a
robotic snake. It is realized as the intra-spinal artificial neural network. It is one of the mechanisms for neural control of locomotion in higher animals and humans.
(3) The analytical mechanic model based on the Newton-Euler formulation and Lagrangian $[12,15]$. The fact that the energy of the system and the frictional forces acting on the system are invariant with respect to the position and orientation of the snake robot is exploited to simplify the mathematical model. In the position calculation, the classical Euler angles are used.

Note that the above approaches differ not only by mathematical methods but also by suitability for particular applications. The division into global and local control is vital. While heuristic methods suit well to the global control, the analytical approach (3) solves rather local control, i.e. the way of actual movements. Furthermore, while the areas (1) and (2) are ready to be used, there is still plenty open questions, such as the optimality and/or effectiveness, and space for possible improvements in (3). In this sense, analytical description by CGA seems to be promising.

## 3. Conformal geometric algebra: CGA

We recall some elementary facts about CGA and specify our particular setting. Note that the properties and definitions of conformal geometric algebras can be found in e.g. [12]. Classically, for modelling a 3D robot, the whole CGA (i.e. $\mathcal{C l}(4,1)$ ) is used, where the embedding $\mathbb{R}^{3} \rightarrow \mathbb{R}^{4,1}$ is considered. As the snake robot moves on a planar surface it is enough to consider an embedding

$$
c: \mathbb{R}^{2} \rightarrow \mathbb{K}^{3} \subset \mathbb{R}^{3,1}
$$

where $\mathbb{K}^{3}$ is a null cone and $\mathbb{R}^{3,1}$ is a Minkowski space. Let us choose the basis of $\mathbb{R}^{3,1}$ such that the appropriate quadratic form is

$$
B=\left(\begin{array}{rrrr}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & -1 \\
0 & 0 & -1 & 0
\end{array}\right),
$$

which corresponds to the choice of the basis $e_{1}, e_{2}, e_{0}, e_{\infty} \in \mathbb{R}^{3,1}$ composed of the vectors from the classically used basis of $\mathbb{R}^{4,1}$. Consequently, the embedding is of the form

$$
c(x)=x+\frac{1}{2} x^{2} e_{\infty}+e_{0}
$$

Note that $e_{0}$ and $e_{\infty}$ play the role of the origin and the infinity, respectively.
We recall that the algebra operation is called the geometric product and two further elementary operations on CGA are added. We recall just the basic properties used within the following text. The inner (dot) product and outer (wedge) product on $\mathbb{R}^{3,1}$ correspond to the symmetric and antisymmetric part
of the geometric product, respectively. Generally, the wedge product of two basis blades $E_{k}$ and $E_{l}$ of grades $k$ and $l$, respectively, is defined as

$$
E_{k} \wedge E_{l}:=\left\langle E_{k} E_{l}\right\rangle_{k+l}
$$

and the dot product is defined as

$$
E_{k} \cdot E_{l}:=\left\langle E_{k} E_{l}\right\rangle_{|k-l|},
$$

where $\left\rangle_{k}\right.$ is the grade projection into grade $k$. Consequently, the inverse mapping

$$
c^{-1}: \mathbb{K}^{3} \rightarrow \mathbb{R}^{2}
$$

is defined by

$$
c^{-1}(x)=P_{e_{\infty} \wedge e_{0}}^{\perp}\left(\frac{x}{-x \cdot e_{\infty}}\right)=x+\frac{x \cdot\left(e_{\infty} \wedge e_{0}\right)^{-1}}{x \cdot e_{\infty}}\left(e_{\infty} \wedge e_{0}\right),
$$

where $P^{\perp}$ denotes the orthogonal complement to the projection onto $e_{\infty} \wedge e_{0}$.
Algebraically, we consider the geometric algebra on $\mathbb{R}^{3,1}$, i.e. the algebra denoted as $\mathbb{G}_{3,1}$ which is the Clifford algebra $\mathcal{C l}(3,1)$. The advantage of representing objects in CGA are well known. Particularly, not only spheres of all dimensions but also transformations (rotations and translations) are represented as algebra elements and this provides high efficiency in calculations. For instance, a sphere of any dimension (point, circle, point pair, line) $S \subseteq \mathbb{R}^{2}$ is viewed as an element $A \in \mathbb{G}_{3,1}$ such that

$$
x \in S \Leftrightarrow c(x) \wedge A=0
$$

Note that this is so-called OPNS representation. Dually, i.e. in IPNS representation, the sphere $S$ is represented by an element $A^{*}$ and the condition reads

$$
x \in S \Leftrightarrow c(x) \cdot A^{*}=0
$$

The transformation represented by $T$ of a sphere $A$ is in CGA realized by conjugation

$$
A \mapsto T A \tilde{T}
$$

For instance, the translation in the direction $t=t_{1} e_{1}+t_{2} e_{2}$ is realized by the multivector

$$
T=1-\frac{1}{2} t e_{\infty}
$$

and the rotation around the origin by angle $\phi$ is realized by the multivector

$$
R=\mathrm{e}^{-\frac{1}{2}\left(e_{1} \wedge e_{2}\right) L}=\cos \frac{\phi}{2}-\left(e_{1} \wedge e_{2}\right) \sin \frac{\phi}{2} .
$$

The rotation around a general point is then a composition

$$
T R \tilde{T}
$$

of the translation to the origin, rotation $R$ and reverse translation.

## 4. Snake robot model

The snake robot described in this paper consists of $n$ rigid links interconnected by $n-1$ motorized joints. To each line, a pair of wheels is attached to provide an important snake-like property that the ground friction in the direction perpendicular to the link is considerably higher than the friction of a simple forward move. In particular, this prevents the slipping sideways. To describe the actual position of a snake robot the generalized coordinates

$$
\begin{equation*}
q=\left(x, y, \theta, \Phi_{1}, \ldots, \Phi_{n-1}\right) \tag{1}
\end{equation*}
$$

are considered, see Fig. 1.


Figure 1. Snake robot model

Note that a fixed coordinate system $(x, y)$ is attached. For sake of simplicity, we consider the links to be of constant length 1 but the generalization to arbitrary lengths is obvious. The points $p_{i}:=\left(x_{i}, y_{i}\right), i=0, \ldots, n$, denote the endpoints of each link and by $Q_{i}=r_{i} p_{i}+\left(1-r_{i}\right) p_{i-1}, r_{i} \in\langle 0,1\rangle, i=$ $1, \ldots, n$, we denote the points where the wheels are attached to the particular link. Then, the distance $\left|Q_{i} p_{i-1}\right|=-2\left(Q_{i} \cdot p_{i-1}\right)$ is equal to $r_{i}$. If the absolute angle of the $i$ th link, i.e. the angle between the link and the $x$-axis, is denoted by $\theta_{i}$ then the position of $Q_{i}$ w.r.t. the global $x-y$ axes is then expressed as

$$
\begin{align*}
Q_{x, i} & =P_{x, 0}+\sum_{j=1}^{i-1} \cos \theta_{j}+r_{i} \cos \theta_{i},  \tag{2}\\
Q_{y, i} & =P_{y, 0}+\sum_{j=1}^{i-1} \sin \theta_{j}+r_{i} \sin \theta_{i} .
\end{align*}
$$

Note that to recover the generalized coordinates one has to consider the assertion

$$
\theta_{i}=\sum_{j=1}^{i-1} \Phi_{j}+\theta
$$

Furthermore, the linear velocity of $Q_{i}$ can be determined by taking the derivative of (2) and thus the nonholonomic equations are obtained. This gives
us a rough idea of the snake model in the Euclidean space $\mathbb{R}^{n+2}$. To describe the robotic snake by means of CGA we use as a central object the point pairs

$$
P_{i}=p_{i-1} \wedge p_{i}, \quad i=1, \ldots, n
$$

and thus the $i$-th link is represented by a point pair $P_{i}$. Anyway, if the position of a particular joint $p_{i}$ is needed, one can consider the projection of a point pair onto its endpoints in the form

$$
p_{i-1}=\frac{-\sqrt{P_{i} \cdot P_{i}}+P_{i}}{e_{\infty} \cdot P_{i}}, \quad p_{i}=\frac{\sqrt{P_{i} \cdot P_{i}}+P_{i}}{e_{\infty} \cdot P_{i}} .
$$

The direct kinematics for the snake robot is obtained similarly as the kinematics for serial robot arms [16]. For the case of a 3-link robotic snake see [9]. In general, it is given by a succession of generalised rotations $R_{i}$ and translations $T_{i}$. The composition of $R_{i}$ and $T_{i}$ will be called a motor and will be denoted by $M_{i}$. Particularly, the actual position of a joint $p_{i}$ at a general point $q=\left(x, y, \theta, \Phi_{1}, \ldots, \Phi_{n-1}\right) \in \mathbb{R}^{n+2}$ is computed from its initial position $p_{i}(0)$ by

$$
p_{i}(q)=M_{i} p_{i}(0) \tilde{M}_{i}, \quad i=0, \ldots, n
$$

where $p_{i}(0)$ is the initial position of $p_{i}$ and $M_{i}$ is a motor defined as

$$
M_{0}:=T=1-\frac{1}{2}\left(x e_{1}+y e_{2}\right) e_{\infty}
$$

i.e. T stands for the translation from the origin to the position of the head point, and

$$
M_{i}=R_{i} \ldots R_{1} T \quad \text { for } i \neq 0
$$

i.e. the product of rotations. These can be determined inductively as follows:

$$
\begin{aligned}
R_{i+1} & =\mathrm{e}^{-\Phi_{i} L_{i}}=\cos \frac{\Phi_{i}}{2}-\sin \frac{\Phi_{i}}{2} L_{i} \\
L_{i} & =M_{i} L_{i}(0) \tilde{M}_{i}
\end{aligned}
$$

where $L_{i}$ are the axes of rotations placed in the corresponding joints, see Fig. 1. Furthermore, the wheel position at the link $P_{i}$ is calculated as

$$
\begin{equation*}
Q_{i}=M_{i} Q_{i}(0) \tilde{M}_{i} \tag{3}
\end{equation*}
$$

In the following, the snake robot's initial position is the one depicted in Fig. 2, i.e $q_{0}=(0, \ldots, 0)$. Then

$$
\begin{aligned}
& p_{i}(0)=i e_{1}+\frac{1}{2} i^{2} e_{\infty}+e_{0} \\
& L_{i}(0)=i e_{2} \wedge e_{\infty}-e_{1} \wedge e_{2}
\end{aligned}
$$

This gives us the whole kinematic chain which corresponds to Eq. (2). The differential kinematics will be obtained by the differentiation of this kinematic chain as follows. For the wheel position point $Q_{i} \in P_{i}$ we have

$$
\begin{equation*}
\dot{Q}_{i}=Q_{i} \cdot\left(e_{1} \wedge e_{\infty}\right) \dot{x}+Q_{i} \cdot\left(e_{2} \wedge e_{\infty}\right) \dot{y}+\sum_{j=0}^{i-1}\left(Q_{i} \cdot L_{j}\right) \dot{\Phi}_{j} \tag{4}
\end{equation*}
$$



Figure 2. Snake robot initial position

Note that according to [8], the Eq. (4) holds for any other point on the link $P_{i}$ and, with minor modification, for any CGA object attached to $P_{i}$ at the position of $Q_{i}$.

If we consider the wheels positions as a vector $Q=\left(Q_{i}\right)^{T}$, the Eq. (4) transforms as

$$
\begin{equation*}
\dot{Q}=J \dot{q}, \tag{5}
\end{equation*}
$$

where

$$
J=(\underbrace{Q_{i} \cdot\left(e_{1} \wedge e_{\infty}\right) Q_{i} \cdot\left(e_{2} \wedge e_{\infty}\right)}_{n \times 2} \mid \underbrace{Q_{i} \cdot L_{j-1}}_{n \times n}), \quad i, j=1, \ldots, n
$$

plays role of a Jacobi matrix, particularly a matrix of inner products of $Q_{i}$ and axes of rotations or translations.

As the wheels do not slip to the side direction, the velocity vector must be parallel to $\dot{Q}_{i}$ and the constraint condition, i.e. the nonholonomic constraint, is in terms of CGA expressed as

$$
\begin{equation*}
\dot{Q}_{i} \wedge P_{i} \wedge e_{\infty}=0 \tag{6}
\end{equation*}
$$

Thus if we substitute (4) in (6), we obtain a system of linear ODEs

$$
\begin{equation*}
A \dot{q}=0 \tag{7}
\end{equation*}
$$

where $A=\left(a_{i j}\right)$ plays the role of the Pfaff matrix and is of a simple form

$$
\begin{equation*}
a_{i j}=J_{i j} \wedge P_{i} \wedge e_{\infty} \tag{8}
\end{equation*}
$$

Note that the elements of $A$ are just pseudoscalar multiples and thus $A$ can be understood as a matrix over the field of functions. To specify the elements of A more precisely we formulate the following Lemma. For sake of simplicity, we suppose that each link length is 1 and the wheels attached to the $i$ th link are represented by a point $Q_{i}$ but both these parameters can be easily generalized. In particular, each link can be of a different length and $Q_{i}$ can stand for any CGA object.

Lemma 4.1. If $Q_{i}=r_{i} p_{i}+\left(1-r_{i}\right) p_{i-1}, r_{i} \in\langle 0,1\rangle$, is a point on the link $P_{i}$, then

$$
\begin{equation*}
\left(Q_{i} \cdot L_{i-1}\right) \wedge P_{i} \wedge e_{\infty}=r_{i} I \tag{9}
\end{equation*}
$$

where $I$ is a pseudoscalar.

Proof. First, let us note that the rotor $R_{i}$ commutes w.r.t. to the geometric product with its appropriate axis of rotation $L_{i-1}$. This follows from the fact that

$$
R_{i}=\mathrm{e}^{-\Phi_{i-1} L_{i-1}}=\sum_{k=0}^{\infty} \frac{1}{k!} \Phi_{i-1}^{k} \underbrace{L_{i-1} \ldots L_{i-1}}_{k} .
$$

Then

$$
\begin{aligned}
Q_{i} \cdot L_{i-1} & =\left(R_{i} M_{i-1} Q_{i}(0) \tilde{M}_{i-1} \tilde{R}_{i}\right) \cdot L_{i-1} \\
& =\langle R_{i} M_{i-1} Q_{i}(0) \underbrace{\tilde{M}_{i-1} M_{i-1}}_{1} L_{i-1}(0) \tilde{M}_{i-1} \tilde{R}_{i}\rangle_{1} \\
& =M_{i}\left(Q_{i}(0) \cdot L_{i-1}(0)\right) \tilde{M}_{i}
\end{aligned}
$$

and thus

$$
\left(Q_{i} \cdot L_{i-1}\right) \wedge P_{i} \wedge e_{\infty}=M_{i}\left(\left(Q_{i}(0) \cdot L_{i-1}(0)\right) \wedge P_{i}(0) \wedge e_{\infty}\right) \tilde{M}_{i}
$$

and because $\left(Q_{i}(0) \cdot L_{i-1}(0)\right) \wedge P_{i}(0) \wedge e_{\infty}$ is a multiple of a pseudoscalar, we have

$$
\begin{equation*}
\left(Q_{i} \cdot L_{i-1}\right) \wedge P_{i} \wedge e_{\infty}=\left(Q_{i}(0) \cdot L_{i-1}(0)\right) \wedge P_{i}(0) \wedge e_{\infty} \tag{10}
\end{equation*}
$$

i.e. again a constant multiple of a pseudoscalar. If we consider the initial position to be the zero position as in Figure 2 and substitute it into (10) we obtain

$$
\left(Q_{i} \cdot L_{i-1}\right) \wedge P_{i} \wedge e_{\infty}=r_{i} I
$$

for $r_{i} \in\langle 0,1\rangle$ and a pseudoscalar $I$.
If we denote the element $e_{i} \wedge e_{\infty}$ by $e_{i \infty}$ then Lemma 4.1 directly implies the following

Proposition 4.2. The Pfaff matrix $A$ of the system (7) is of the form

$$
A=(b \mid B)
$$

where

$$
b=\left(\begin{array}{cc}
e_{1 \infty} \wedge P_{1} & e_{2 \infty} \wedge P_{1} \\
e_{1 \infty} \wedge P_{2} & e_{2 \infty} \wedge P_{2} \\
\vdots & \vdots \\
e_{1 \infty} \wedge P_{n} & e_{2 \infty} \wedge P_{n}
\end{array}\right)
$$

and

One can see that the matrix $B$ in the form from Proposition 4.2 is a lower triangle block matrix with nonzero elements on the diagonal (and thus always invertible). The inverse of such matrix is easy to express. Thus generally, the matrix $A=(b \mid B)$, where $b=\left(b_{i j}\right), i=1, \ldots, n, j=1,2$, and $B=\left(B_{i j}\right), i, j=1, \ldots, n$, are $n \times 2$ and $n \times n$ dimensional matrices, respectively, and their elements can be expressed as

$$
\begin{align*}
& b_{i j}=\left(Q_{i} \cdot e_{j \infty}\right) \wedge P_{i} \wedge e_{\infty}=e_{j \infty} \wedge P_{i},  \tag{11}\\
& B_{i j}=\left(Q_{i} \cdot L_{j-1}\right) \wedge P_{i} \wedge e_{\infty}
\end{align*}
$$

Thus if we consider the control $u=\left(u_{1}, u_{2}\right), u_{1}=\dot{x}, u_{2}=\dot{y}$ then the control matrix $G$ is in the form

$$
G=\binom{E}{-B^{-1} b}
$$

wher $E$ is a $2 \times 2$ unit matrix, the system (5) can be written as

$$
\dot{Q}=J \dot{q}=J G u,
$$

where

$$
J G=(\underbrace{Q \cdot e_{1 \infty} Q \cdot e_{2 \infty}}_{n \times 2})-(\underbrace{Q \cdot L_{j-1}}_{n \times n}) \underbrace{B^{-1} b}_{n \times 2} .
$$

Moreover, once the model is reformulated in this sense, the velocity equations of the wheel points change accordingly, e.g. the equation of the wheel point $Q_{n}$ attached to the last link $P_{n}$ will be of the form

$$
\dot{Q}_{n}=Q_{n} \cdot\left(\ell_{1} \ell_{2}\right)\binom{u_{1}}{u_{2}}
$$

where

$$
\begin{aligned}
& \ell_{1}=e_{1 \infty}-\sum_{i=1}^{n} L_{i-1} \sum_{j=1}^{n} B_{i j}^{-1} b_{j 1} \\
& \ell_{2}=e_{2 \infty}-\sum_{i=1}^{n} L_{i-1} \sum_{j=1}^{n} B_{i j}^{-1} b_{j 2}
\end{aligned}
$$

provided that $B_{i j}$ and $b_{i j}$ are the elements of $B$ and $b$, respectively, specified by (11). This completes the CGA-based model control description.

## 5. Singular points

The singular positions, i.e. singular points in $\mathbb{R}^{n+2}$ in generalized coordinates, can be characterized as those positions that do not allow the snake-like motion without breaking the nonholonomic constraints. Note that the whole mechanism can move linearly (see the zero initial position in Fig. 2) or rotate around a given point without changing the $\Phi_{i}$-coordinates. Yet these motions are not considered as snake-like as they are not a consequence of the mechanism construction but rather of the outer forces.

The singular point example is the following: a position is singular if all wheel axles $o_{i}$ intersect in one point, see Fig. 3.


Figure 3. Snake robot's singular position

In CGA description, this condition is simply expressed as

$$
\begin{equation*}
o_{i}^{*} \wedge o_{j}^{*} \wedge o_{k}^{*}=0 \tag{12}
\end{equation*}
$$

for any three indices $i, j, k \in\{1, \ldots, n\}$. To describe the singular position in CGA completely, we add that for a wheel position $Q_{i}$ on the link $P_{i}$ the wheel axle is expressed as

$$
o_{i}^{*}=\left(Q_{i} \wedge e_{\infty}\right) \cdot\left(P_{i} \wedge e_{\infty}\right)
$$

## 6. Conclusions

We proposed a novel analytic description of a snake-like robot, see [11], model by means of conformal geometric algebra. More precisely, the formulae for forward kinematics (3), differential kinematics (4), nonholonomic constrains (6) and singular positions (12) were translated. The CGA-based solutions of robotic systems are actually developing topic, see [3], yet its use to snake-like robots has not been studied. Currently, our simulations are run in Maple, package Cliffordlib developed by R. Ablamowicz and B. Fauser with certain optimization elements, see [5]. Let us note that the final realization should be implemented by means of a system like Gaalop, [4], to reduce the computational complexity, for an example with particular data and hardware solution see [6]. Furthermore in the CGA setting, the mechanism modifications are quite straightforward, particularly the link lengths and the wheel positions may be modified with minimal equation change.
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#### Abstract

We demonstrate the theory on the 1-link trident snake and the functionality in the CLUCalc software designed for the computations in Clifford algebra. Local control of a general trident snake robot is solved by means of conformal geometric algebra. It is shown that the model modifications are much easier to handle in this setting. Within this paper, we present an alternative model description only, while all its kinematic properties remain. The equations of the direct and differential kinematics, the Pfaff constraints, the inverse kinematics and the singular postures are discussed and translated into the language of CGA.
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## 1. Introduction

Originally the general trident snake robot has been introduced in [8]. It is a planar robot with a body in the shape of a triangle and with three legs consisting of $\ell$ links. Its precise description is given below. Then, its simplest non-trivial version, corresponding to $\ell=1$, has been mainly discussed, see e.g. [9,10]. Within this paper, we focus on the general case of $\ell$-links. The aim of this article is to solve the complete local control in a new geometric form.

In terms of generalized coordinates, the non-holonomic forward kinematics equations can be understood as a Pfaff system and its solution as a distribution in the configuration space. Rachevsky-Chow theorem implies

[^5]that the appropriate non-holonomic system is locally controllable if the corresponding distribution is not integrable and the span of the Lie algebra generated by the controlling distribution has to be of the same dimension as the configuration space. The spanned Lie algebra is then naturally endowed by a filtration which shows the way to realize the motions by means of the vector field brackets $[13,15]$. In the case $\ell=1$, the system is locally controllable and the filtration is $(3,6)$.

The classical approach composes the kinematic chain of homogeneous matrices using the moving frame methods and Euler angles, [11]. Instead of this, our aim is to use the notions of conformal geometric algebra (CGA), where the Euclidean space $\mathbb{E}_{3}$ is included. In this geometric setting, we can easily handle both linear objects and spheres of dimensions 2,1 and 0 , see [ $1,2,14,16]$.

In particular, the 0-dimensional sphere, referred to as a point pair, is used to derive the kinematic equations and for the control of the nonholonomic snake like robotic mechanisms, consequently. More precisely, to any link of a single point pair is assigned and the mechanism is transformed by rotations and translations. We introduce the forward kinematic Eq. (6), the differential kinematic Eq. (7), as well as the non-holonomic constraints (8). We also derive an equation for singular positions of the robot (10).

We demonstrate the theory on the 1-link trident snake and the functionality in the CLUCalc software designed for the computations in Clifford algebra, particularly in conformal geometric algebra.

The advantage of CGA description lies in the simplicity of the model modifications, i.e. variable link length and variable wheel position. Furthermore, we fully use the advantage of CGA in operations representation, precisely rotations and translations are represented by particular CGA elements. Note that the solutions of local controllability, motion control model and singular points analysis can be adopted from the classical models, see [8]. Within this paper, we present an alternative model description only, while all its kinematic properties remain.

## 2. Conformal Geometric Algebra: CGA

The classical approach composes the kinematic chain of homogeneous matrices using the moving frame methods and Euler angles, or, in a more advanced way, the quaternion algebra $\mathbb{H}$ by conjugation $x \mapsto q^{-1} x q$, where we view an Euclidean point $x$ as a quaternion

$$
x=\left(x_{1}, x_{2}, x_{3}\right) \rightleftharpoons x_{1} i+x_{2} j+x_{3} k .
$$

and $q$ is a quaternion given by

$$
q=\cos \frac{\theta}{2}+u \sin \frac{\theta}{2}
$$

where $u$ is an axis of rotation $u_{1} i+u_{2} j+u_{3} k$. Instead of this, we use the notions of conformal geometric algebra, i.e. the Clifford algebra $\mathcal{C l}(4,1)$ where the Euclidean space $\mathbb{E}_{3}$ is included by a mapping $x \mapsto x+\frac{1}{2} x^{2} e_{\infty}+e_{0}$. Consequently, we can easily handle both linear objects and spheres of any
dimension. Namely, these objects are simply elements of the algebra and can be transformed and intersected with ease. In addition, rotations, translation, dilations and inversions all become rotations in our 5 -dimensional space, see [2, 14, 16].

More precisely, let $\mathbb{R}^{4,1}$ denote a vector space $\mathbb{R}^{5}$ equipped with the scalar product of signature $(4,1)$ and let $\left\{e_{1}, e_{2}, e_{3}, e_{+}, e_{-}\right\}$be an orthonormal basis. The Clifford algebra $\mathcal{C} l(4,1)$ can be described as a free, associative and distributive algebra such that the geometric product $e_{i} e_{j}$
(i) coincides with the scalar product in the case $i=j$,
(ii) is equal to $-e_{j} e_{i}$ for $i \neq j$. Hence the dimension of the algebra is $2^{5}=32$.

Next to the geometric product, we define two additional products on $\mathbb{R}^{4,1}$ based on the geometric one for any $u, v, \in \mathbb{R}^{4,1}$, inner product and wedge product, respectively:

$$
u \cdot v=\frac{1}{2}(u v+v u), \quad u \wedge v=\frac{1}{2}(u v-v u)
$$

and thus for the basis elements we have $u v=u \cdot v+u \wedge v$. Note that $u \cdot v$ is a scalar (an algebra element of grade zero) while $u \wedge v$ is a bivector (an algebra element of grade two). In this sense, the definition of these product extends to the whole algebra. Namely, given two basis blades $E_{k}=e_{a_{1}} \wedge \cdots \wedge e_{a_{k}}$ and $E_{l}=e_{a_{1}} \wedge \cdots \wedge e_{a_{l}}$ of grades $k$ and $l$, respectively, the wedge (outer) product is defined as

$$
E_{k} \wedge E_{l}:=\left\langle E_{k} E_{l}\right\rangle_{k+l}
$$

while the inner product is defined as

$$
E_{k} \cdot E_{l}:=\left\langle E_{k} E_{l}\right\rangle_{|k-l|},
$$

where $\left\rangle_{k}\right.$ is the grade projection into the grade $k$. These products can be used effectively to compute an intersection of geometric objects and distances, respectively.

The conformal geometric basis elements can be represented by the multivectors from $\mathcal{C l}(4,1)$ either in the outer product null space (OPNS) representation or in its dual, so called inner product null space (IPNS) representation. To work with CGA effectively, one defines $e_{0}=\frac{1}{2}\left(e_{-}+e_{+}\right)$and $e_{\infty}=\left(e_{-}-e_{+}\right)$. Consequently, the following properties hold. The geometric objects which we use in this paper are then given as follows.

| Object | CGA element (OPNS) |
| :--- | :--- |
| Point | $Q=x+\frac{1}{2} x^{2} e_{\infty}+e_{0}$ |
| Point pair $Q_{1}, Q_{2}$ | $P=Q_{1} \wedge Q_{2}$ |
| Line $L$ | $L=Q_{1} \wedge Q_{2} \wedge e_{\infty}$ |

Each geometric transformation (rotation, translation, dilation, inversion) of a geometric object represented by an algebra element $\mathcal{O}$ is realized by conjugation $\mathcal{O} \mapsto M \mathcal{O} \tilde{M}$, where $M$ is an appropriate multi-vector and $\tilde{M}$ is its reversion. For instance, the translation in the direction $t=t_{1} e_{1}+t_{2} e_{2}+t_{3} e_{3}$ is realized by conjugation by the multi-vector

$$
T=1-\frac{1}{2} t e_{\infty},
$$

which can be written as $e^{-\frac{1}{2} t e_{\infty}}$, and the rotation around the axis $L$ by angle $\phi$ is realized as conjugation by the multi-vector

$$
R=\cos \frac{\phi}{2}-L \sin \frac{\phi}{2} .
$$

Similarly to the case of a translation, the rotation can be also written as $\mathrm{e}^{-\frac{1}{2} \phi L}$.

## 3. Control Theory of the Trident Snake Robot

The model of a general trident snake robot is illustrated in Fig. 1. It is a planar robot which consists of a body in the shape of an equilateral triangle with circumscribed circle of the unit radius and three branch legs. Each of the legs consists further of $\ell$ rigid links of constant unit length interconnected by motorised joints and linked with the vertices of the triangular body by motorised joints. Each link has a passive wheel at its centre which provide an important snake-like property that the ground friction in the direction perpendicular to the link is considerably higher than the friction of a simple forward move. In particular, this prevents the slipping and sliding sideways. We assume the wheels are placed in the link centres, but the case of a general position on a link of an arbitrary length is also discussed.


Figure 1. Trident snake robot model

To describe the actual position of a trident snake robot we need the set of $3+3 l$ generalized coordinates as shown in Fig. 1. According to [8], we call $g:=(x, y, \theta) \in \mathbb{S E}(2)$ the configuration vector and

$$
\phi:=\left(\phi_{11}, \ldots, \phi_{1 \ell}, \phi_{21}, \ldots, \phi_{2 \ell}, \phi_{31}, \ldots, \phi_{3 \ell}\right) \in\left(S^{1}\right)^{3 \ell}
$$

the shape vector, where $\Phi_{i j}$ stands for the angle of the $j$-th link attached to the $i$-th vertex. Note that we consider the same number of links attached to each vertex but, generally, no restrictions on number of links or other parameters are necessary. Then the generalized coordinates associated to our system are

$$
\begin{equation*}
q=(g, \phi) \in \mathbb{S E}(2) \times\left(S^{1}\right)^{3 \ell} \tag{1}
\end{equation*}
$$

### 3.1. Euclidean Description

In this section, we rephrase the results of [8], where the kinematics of the trident snake robot is derived classically using Euclidean geometry. First the Euclidean position vector of link centres is expressed in terms of generalized coordinates (joint angles) via so called moving frame algorithm and then $3 \ell$ nonholonomic constraints are assembled. This gives the following kinematic equation:

$$
A(\phi) R_{\phi}^{T} \dot{g}=B(\phi) \dot{\phi}
$$

where the matrices occurring in this equation are defined by

$$
\left.\begin{array}{c}
A(\phi)=\left(\begin{array}{c}
A_{1}(\phi) \\
A_{2}(\phi) \\
A_{3}(\phi)
\end{array}\right)
\end{array}\right) \in \mathbb{R}^{3 \ell \times 3}, B=\left(\begin{array}{ccc}
B_{1} & 0 & 0 \\
0 & B_{2} & 0 \\
0 & 0 & B_{3}
\end{array}\right) \in \mathbb{R}^{3 \ell \times 3 \ell},\left\{\begin{array}{ccc}
\sin \left(\phi_{i 1}+\alpha_{i}\right) & -\cos \left(\phi_{i 1}+\alpha_{i}\right) & -1-\cos \phi_{i 1} \\
A_{i}=\left(\begin{array}{ccc} 
\\
\sin \left(\phi_{i 1}+\phi_{i 2}+\alpha_{i}\right) & -\cos \left(\phi_{i 1}+\phi_{i 2}+\alpha_{i}\right) & -1-\cos \left(\phi_{i 1}+\phi_{i 2}\right)-\cos \left(\phi_{i 2}\right) \\
\vdots & \vdots & \\
\sin \left(\beta_{j 0}^{i}+\alpha_{i}\right) & -\cos \left(\beta_{j 0}^{i}+\alpha_{i}\right) & \\
B_{i}= \\
B_{i}=\left(\begin{array}{cccc}
1 & 0 & \cdots & 0 \\
\cos \beta_{21}^{i} & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
\cos \beta_{l 1}^{i} & \cos \beta_{l 2}^{i} & \cdots & 1
\end{array}\right)
\end{array}\right),
\end{array}\right.
$$

and where $\alpha_{1}=-\frac{2}{3} \pi, \alpha_{2}=0, \alpha_{3}=\frac{2}{3} \pi$ and $\beta_{j k}^{i}:=\sum_{h=k+1}^{j} \phi_{i h}$ and $R_{\theta}$ is the rotation matrix by the angle $\theta$ in the $x y$-plane. The control inputs are the angular velocities of the joints, i.e. $u:=\phi \in \mathbb{R}^{3 \ell}$. In order to derive the state equation, one defines an input transformation $u=B(\phi)^{-1} A(\phi) v$, where $v$ is a (three dimensional) virtual input. Note that it is always possible since $B(\phi)$ is regular for all $\phi$. Then one obtains a control (state) equation $\dot{q}=G v$, where the control matrix is equal to

$$
\begin{equation*}
G=\binom{R_{\theta}}{B(\phi)^{-1} A(\phi)} \tag{2}
\end{equation*}
$$

### 3.2. Direct and Inverse Kinematics via CGA

Now we show how to describe the system exclusively in terms of the conformal geometric algebra. We can view the robot as three ordinary $(\ell+1)$-link snakes joint by their tails such that the tail links has a specific configuration. The CGA description of a simple snake robot motion can be found in $[1,7]$. Following this idea we denote by $Q_{k}^{0}$ the centre $S$ of the body, and by $Q_{k}^{1}, \ldots, Q_{k}^{\ell}$ the successive joints of the $k$-th branch leg, $k=1,2,3$. As a central object that describes the state of the system we choose the set of point pairs which represent individual leg links

$$
\begin{equation*}
P=\left(P_{1}^{0}, \ldots, P_{1}^{\ell}, P_{2}^{0}, \ldots, P_{2}^{\ell}, P_{3}^{0}, \ldots, P_{3}^{\ell}\right) \tag{3}
\end{equation*}
$$

These point pairs are computed in terms of the wedge product in CGA as $P_{k}^{i}:=Q_{k}^{i} \wedge Q_{k}^{i+1}$. On the other hand, $Q_{k}^{i}$ is easily extracted from the point pair by a projection

$$
\frac{-\sqrt{P_{k}^{i} \cdot P_{k}^{i}}+P_{k}^{i}}{-e_{\infty} \cdot P_{k}^{i}}
$$

Consequently, we may freely switch between point pairs and points defining their ends. Of course, not all triples of pair points define a state of the robot. In terms of the CGA inner product, the consistency relations read $Q_{j}^{1} \cdot Q_{k}^{1}=$ $-\frac{3}{2}$ for each $j \neq k$, and $Q_{k}^{i} \cdot Q_{k}^{i+1}=-\frac{1}{2}$ for each $i=0, \ldots, \ell$. These equations read that the tail points have the constant distance $\sqrt{3}$ and the length of links is 1 , respectively. Implicitly, it also says that $Q_{k}^{0}$ are equal.

Having such an admissible state (3), we can assess the kinematic equations. At first, let us look at the zero position $q=0$. Since $Q_{2}^{i}(0)=[i, 0]$, the elements in CGA corresponding to $P_{2}^{i}$ are established as

$$
\begin{align*}
P_{2}^{i}(0) & =\left(i e_{1}+\frac{1}{2} i^{2} e_{\infty}+e_{0}\right) \wedge\left((i+1) e_{1}+\frac{1}{2}(i+1)^{2} e_{\infty}+e_{0}\right)  \tag{4}\\
& =\frac{1}{2} i(i+1) e_{1 \infty}-e_{10}-\frac{1}{2}(2 i+1) e_{\infty 0}
\end{align*}
$$

where we have used a shortened notation $e_{1 \infty}=e_{1} \wedge e_{\infty}$ etc. The algebra elements $P_{1,3}^{i}(0)$ which correspond to the zero position of the links of the first and the third branch leg are obtained from the corresponding links of the first branch by rotation by angle $\frac{2}{3} \pi$ and $-\frac{2}{3} \pi$ respectively, i.e.

$$
\begin{equation*}
P_{1,3}^{i}(0)=\left(\frac{1}{2} \pm \frac{\sqrt{3}}{2} e_{12}\right) P_{2}^{i}(0)\left(\frac{1}{2} \mp \frac{\sqrt{3}}{2} e_{12}\right) . \tag{5}
\end{equation*}
$$

The particular point pairs in a general position $q$ as in (1) are obtained by a translation to $[x, y]$ composed by a trident body rotation $\theta$ and a series of rotations of the corresponding leg links by angles $\phi_{k i}$. In CGA, it is expressed for each $k=1,2,3$ and $i=0, \ldots, \ell$ as a conjugation

$$
\begin{align*}
P_{k}^{i}(q) & =M_{k}^{i}(q) P_{k}^{i}(0) \widetilde{M}_{k}^{i}(q)  \tag{6}\\
M_{k}^{i}(q) & =R_{\phi_{k i}} \cdots R_{\phi_{k 1}} R_{\theta} T_{x, y}
\end{align*}
$$

where the translation $T_{x, y}$ and the rotations $R_{\phi_{k i}}$ are given by

$$
\begin{aligned}
T_{x, y} & =1-\frac{1}{2}\left(x e_{1}+y e_{2}\right) e_{\infty}, \\
R_{\phi_{k i}} & =\cos \frac{\phi_{k i}}{2}-L_{k i} \sin \frac{\phi_{k i}}{2},
\end{aligned}
$$

and where the axes of rotations are given by

$$
L_{k i}=\left(1-\frac{1}{2} Q_{k}^{i} e_{\infty}\right) e_{12}\left(1+\frac{1}{2} Q_{k}^{i} e_{\infty}\right)
$$

Note that we have used the notation $\phi_{k 0}=\theta$ for each $k=1,2,3$ and note that the procedure is recursive. Namely, given a point pair $P_{k}^{i}$, we compute the projection $Q_{k}^{i+1}$ first, then we compute $L_{(i+1) k}$. From this axis we compute $R_{\phi_{k(i+1)}}$ and then by (6) we get $P_{k}^{i+1}$.

The CGA approach is convenient also for solving problems of the inverse kinematics. In CGA, it can be done in a geometrically very intuitive way due to its easy handling of intersections of geometric objects like spheres, circles, planes. A basic problem is to find the generalized coordinates in terms of the robot position. In our case, having an admissible state (3), we first compute the centre $S=Q_{k}^{0}$ by a projection of a point pair $P_{k}^{0}$, and for each $i=1,2,3$ we form lines through two consecutive links $P_{k}^{i}$ and $P_{k}^{i+1}$. Then we compute the coordinates via the inner product as

$$
\begin{aligned}
x & =S \cdot e_{1} \\
y & =S \cdot e_{2} \\
\cos \theta & =\left(P_{2}^{0} \wedge e_{\infty}\right) \cdot e_{1 \infty 0} \\
\cos \phi_{k i} & =\left(P_{k}^{i-1} \wedge e_{\infty}\right) \cdot\left(P_{k}^{i} \wedge e_{\infty}\right)
\end{aligned}
$$

### 3.3. Differential Kinematics and Singular Points via CGA

Let us now determine the velocity from the direct kinematics, which is obtained by differentiating (6). It is proved in [16] and generalized in [6] that the total differential of a general kinematic chain

$$
\mathcal{O}=R_{1} \ldots R_{n} \mathcal{O}(0) \tilde{R}_{n} \ldots \tilde{R}_{1}
$$

containing any geometric object $\mathcal{O}$ and rotations $R_{1}, \ldots R_{n}$ is equal to

$$
d \mathcal{O}=\sum_{j=1}^{n}\left(\mathcal{O} \cdot L_{j}\right) d q_{j}
$$

where $\mathcal{O} \cdot L_{j}$ is the inner product of the geometric object (in the actual position) and the axis of the rotation $L_{j}$. This formula follows basically from the fact that each rotation can be expressed as an exponential. But the same is true for translations since we may view each translation as a degenerate rotation, with an 'axis' containing $e_{\infty}$. Hence the formula above holds also if we allow $R_{i}$ to be a generalized rotation, i.e. a rotation or a translation.

In our case, the equation of the direct kinematics is given by (6). A nice consequence of the geometric formulation is that the same equation holds for an arbitrary chosen object $Q$ attached to $P_{k}^{i}$, i.e. $Q=M_{k}^{i}(q) Q(0) \widetilde{M_{k}^{i}}(q)$. The differentiation of this kinematic chain then yields the following differential formula for any $Q$ on $P_{k}^{i}$ :

$$
\begin{equation*}
\dot{Q}=\left(Q \cdot e_{1 \infty}\right) \dot{x}+\left(Q \cdot e_{2 \infty}\right) \dot{y}+\sum_{j=0}^{i}\left(Q \cdot L_{k j}\right) \dot{\phi}_{k j} . \tag{7}
\end{equation*}
$$

This equation can be seen as an analogue of the classical equation of differential kinematics. Namely, we have a system in the usual form $\dot{Q}=J \dot{q}$ but the
entries of the 'Jacobi' matrix $J$ are the inner products of a point and an axis and thus they belong to the algebra (and not to a field of functions). If $Q$ is the position of a wheel, then, as the wheels do not slip to the side direction, its velocity is parallel to $P_{k}^{i}$, which in CGA reads

$$
\begin{equation*}
\dot{Q} \wedge P_{k}^{i} \wedge e_{\infty}=0 \tag{8}
\end{equation*}
$$

Now, if we substitute (7) in (8), we obtain a system of linear ODEs, which can be written in a classical form $A \dot{q}=0$, where the Pfaff matrix $A$ is given by

$$
\begin{equation*}
A_{i j}=J_{i j} \wedge P_{k}^{i} \wedge e_{\infty} \tag{9}
\end{equation*}
$$

provided that if

- $k=1$ then $j=1, \ldots, l$,
- $k=2$ then $j=l+1, \ldots, 2 l$,
- $k=3$ then $j=2 l+1, \ldots, 3 l$.

In our particular case, the wheels are located at the link centres $Q=P_{k}^{i} e_{\infty} \widetilde{P}_{k}^{i}$, for each $i=1, \ldots, \ell-1$, and at the head point of each branch $Q=Q_{k}^{\ell}$. Hence we get a system of $3 \ell$ first order differential equations with $3 \ell+3$ variables. It is easy to see that each $A_{i j}$ is a multiple of $\left(e_{3}\right)^{*}$. Thus the Pfaff equation $A \dot{q}=0$ can be solved for $A$ considered as a matrix over the field of functions. Then, in a point, one obtains $\dot{q}=G u$ for a suitable control matrix $G$ and an input $u$. Substituting this into (7) one obtains a system $\dot{Q}=J G u$. Let us also remark that the particular position of wheels does not play any role formally. The Eqs. (6), (7), (8) and (9) are valid for any position and also for an arbitrary lengths of leg links.

At the end of this section, let us discuss the positions of the robot which are critical for the control. Such critical (singular) positions occur when the velocity constraints degenerate. It is e.g. in the case when all wheel axles are either parallel or intersect in one point, so called instantaneous center of rotation (ICR). Obviously, the former singular positions coincide with the latter if the centre of rotation is in infinity. Thus, in CGA, we have one equation describing such singular positions. Denoting by $o_{k}^{i}$ the $i$-th wheel axle on the $k$-th branch it reads

$$
\begin{equation*}
\bigwedge o_{k}^{i *}=0 \tag{10}
\end{equation*}
$$

where $o_{k}^{i *}$ denotes the IPNS representation of $o_{k}^{i}$. We can equivalently express this equation in terms of the geometric product as $\left\langle o_{1}^{1} \ldots o_{3}^{l}\right\rangle_{1}=0$. If we denote by $Q$ the position of a wheel attached to the link $P_{k}^{i}$, then its axle $o_{k}^{i}$ is computed by the formula

$$
\begin{equation*}
o_{k}^{i}=\left(Q \wedge e_{\infty}\right) \cdot\left(P_{k}^{i} \wedge e_{\infty}\right) \tag{11}
\end{equation*}
$$

## 4. 1-Link Trident Snake Robot

Here we demonstrate the theory on the simplest non-trivial case, i.e. the case $\ell=1$. We also assume that the leg links have the unit length and that the wheels are attached at the ends of these links. For more details see [12].

### 4.1. Kinematics

For simplicity we omit the upper index denoting the first link from now on. By (4) and (5), the zero position of point pairs associated to the leg links is given by

$$
\begin{aligned}
P_{2}(0) & =e_{1 \infty}-e_{10}-\frac{3}{2} e_{\infty 0} \\
P_{1,3}(0) & =-\frac{1}{2} e_{1 \infty}+\frac{1}{2} e_{10} \pm \frac{\sqrt{3}}{2} e_{2 \infty} \mp \frac{\sqrt{3}}{2} e_{20}-\frac{3}{2} e_{\infty 0} .
\end{aligned}
$$

By (6), the general position of a point pair $P_{k}$ is given by

$$
P_{k}=R_{\phi_{k 1}} R_{\theta} T_{x, y} P_{k}(0) \tilde{T}_{x, y} \tilde{R}_{\theta} \tilde{R}_{\phi_{k 1}}
$$

The same kinematic chain holds for any point $Q$ on $P_{k}$. Thus, for the leg ends $Q=\left(Q_{1}, Q_{2}, Q_{3}\right)^{T}$, we get a differential equation $\dot{Q}=J \dot{q}$, where

$$
J=\left(\begin{array}{cccccc}
Q_{1} \cdot e_{1 \infty} & Q_{1} \cdot e_{2 \infty} & Q_{1} \cdot L_{0} & Q_{1} \cdot L_{1} & 0 & 0 \\
Q_{2} \cdot e_{1 \infty} & Q_{2} \cdot e_{2 \infty} & Q_{2} \cdot L_{0} & 0 & Q_{2} \cdot L_{2} & 0 \\
Q_{3} \cdot e_{1 \infty} & Q_{3} \cdot e_{2 \infty} & Q_{3} \cdot L_{0} & 0 & 0 & Q_{3} \cdot L_{3}
\end{array}\right)
$$

The nonholonomic constraints (8) read $\dot{Q}_{i} \wedge P_{i} \wedge e_{\infty}=0$. The fact that any rotation $R_{i}$ commutes with its axis of rotation $L_{i}$ imply that $\left(Q_{i} \cdot L_{i}\right) \wedge P_{i} \wedge e_{\infty}$ is constant and equal to the pseudoscalar for each $i=1,2,3$. Hence the Pfaff matrix (9) has the block form $A=\left(Q_{i} \cdot \ell_{j} \wedge P_{i} \wedge e_{\infty} \mid 1\right)$, where $\ell_{j}$ denotes $e_{1 \infty}, e_{2 \infty}$ and $L_{0}$, respectively, and the control matrix $G$ is a $6 \times 3$ matrix

$$
G=\binom{1}{-Q_{i} \cdot \ell_{j} \wedge P_{i} \wedge e_{\infty}} .
$$

Evaluating the CGA products we obtain that the distribution $G$ is spanned by vector fields

$$
\begin{aligned}
g_{1} & =\partial_{x}+\sin \left(\theta+\phi_{1}\right) \partial_{\phi_{1}}+\sin \left(\theta+\phi_{2}+\frac{2 \pi}{3}\right) \partial_{\phi_{2}}+\sin \left(\theta+\phi_{3}+\frac{4 \pi}{3}\right) \partial_{\phi_{3}} \\
g_{2} & =\partial_{y}-\cos \left(\theta+\phi_{1}\right) \partial_{\phi_{1}}-\cos \left(\theta+\phi_{2}+\frac{2 \pi}{3}\right) \partial_{\phi_{2}}-\cos \left(\theta+\phi_{3}+\frac{4 \pi}{3}\right) \partial_{\phi_{3}} \\
g_{3} & =\partial_{\theta}-\left(1+\cos \phi_{1}\right) \partial_{\phi_{1}}-\left(1+\cos \phi_{2}\right) \partial_{\phi_{2}}-\left(1+\cos \phi_{3}\right) \partial_{\phi_{3}}
\end{aligned}
$$

It is easy to check that it corresponds to the general result (2) obtained by the Euclidean geometry. By a direct computation, one can also check that the equation (10) describing the singular points gives exactly the equation in [8, Remark 1].

By [8], these vector fields define a bracket generating distribution with growth vector $(3,6)$ in the regular points. It means that in each regular point the vectors $g_{1}, g_{2}, g_{3}$ together with their Lie brackets span the whole tangent space. Consequently, the system is controllable by Chow-Rashevsky theorem.

### 4.2. A Modification

Now we demonstrate the efficiency of our geometric approach. Let us allow the trident robot to have general lengths $l_{1}, l_{2}, l_{3}$ of legs. The only thing that differ are formulas (4) and (5) for the zero position of the robot. Now we have

$$
\begin{aligned}
P_{2}(0)= & \frac{1}{2} l_{2}\left(l_{2}+1\right) e_{1 \infty}-l_{2} e_{10}+\frac{1}{2} l_{2}\left(l_{2}+2\right) e_{0 \infty}, \\
P_{1,3}(0)= & -\frac{1}{4} l_{1,3}\left(l_{1,3}+1\right) e_{1 \infty} \pm \frac{\sqrt{3}}{4} l_{1,3}\left(l_{1,3}+1\right) e_{2 \infty}, \\
& +\frac{1}{2} l_{1,3} e_{10} \mp \frac{\sqrt{3}}{2} l_{1,3} e_{20}+\frac{1}{2} l_{1,3}\left(l_{1,3}+2\right) e_{0 \infty} .
\end{aligned}
$$

All other formulas are universal and thus remain unchanged. The control fields of the modified trident snake robot are then

$$
\begin{aligned}
& g_{1}=\partial_{x}+\frac{1}{l_{1}} \sin \left(\theta+\phi_{1}\right) \partial_{\phi_{1}}+\frac{1}{l_{2}} \sin \left(\theta+\phi_{2}+\frac{2 \pi}{3}\right) \partial_{\phi_{2}}+\frac{1}{l_{3}} \sin \left(\theta+\phi_{3}+\frac{4 \pi}{3}\right) \partial_{\phi_{3}}, \\
& g_{2}=\partial_{y}-\frac{1}{l_{1}} \cos \left(\theta+\phi_{1}\right) \partial_{\phi_{1}}-\frac{1}{l_{2}} \cos \left(\theta+\phi_{2}+\frac{2 \pi}{3}\right) \partial_{\phi_{2}}-\frac{1}{l_{3}} \cos \left(\theta+\phi_{3}+\frac{4 \pi}{3}\right) \partial_{\phi_{3}} \\
& g_{3}=\partial_{\theta}-\frac{1}{l_{1}}\left(l_{1}+\cos \phi_{1}\right) \partial_{\phi_{1}}-\frac{1}{l_{2}}\left(l_{2}+\cos \phi_{2}\right) \partial_{\phi_{2}}-\frac{1}{l_{3}}\left(l_{3}+\cos \phi_{3}\right) \partial_{\phi_{3}}
\end{aligned}
$$

and the singular position corresponds to the angles that satisfy

$$
\begin{array}{r}
\left(l_{1}+\cos \phi_{1}\right) \cos \left(\phi_{3}-\phi_{2}+\frac{\pi}{6}\right)+\left(l_{2}+\cos \phi_{2}\right) \cos \left(\phi_{1}-\phi_{3}+\frac{\pi}{6}\right) \\
+\left(l_{3}+\cos \phi_{3}\right) \cos \left(\phi_{1}-\phi_{2}+\frac{\pi}{6}\right)=0
\end{array}
$$

### 4.3. CLUCalc Implementation

The proposed trident snake control was tested in CLUCalc software $[2,14]$, which is designed exactly for calculations in arbitrary predefined geometric algebra. The following code piece contains the definition of the initial position:

```
// INITIAL POSITION\\
S0=VecN3 (0,0,0);\\
LB0=VecN3(0,0,1);\\
R=RotorN3(0,0,1,2*Pi/3);\\
// Joints\\
pb10=VecN3(1,0,0);\\
pb20=R*pb10*\textasciitilde R;\\
pb30=R*pb20*\textasciitilde R;\\
// Axes\\
L10=TranslatorN3(pb10)*LB0*TranslatorN3(-pb10);\\
L20=R*L10*\textasciitilde R;\\
L30=R*L20*\textasciitilde R;\\
// Ends of legs\\
p10=VecN3(2,0,0);\\
p20=R*p10*\textasciitilde R;\\
p30=R*p20*\textasciitilde R;\\ \\
```

The initial position is then recalculated with respect to the controlling parameters change to get the current position. The code we demonstrate corre-

## Trident Snake Robot via CGA

Figure 2. $g_{1}$ Direction (pictured by CLUCalc)

## Figure 3. $g_{2}$ Direction (pictured by CLUCalc)



Figure 4. $g_{3}$ Direction (pictured by CLUCalc)
sponds to the body and the first leg of the trident snake robot. The other legs are computed in the same way.

```
T=TranslatorN3(x,y,0);\\
// BODY\\
// Center\\
S=T*SO*\textasciitilde T;\\
// Axis \\
LB=T*LBO*\textasciitilde T;\\
// Motor\\
MB=TranslatorN3(LB)*RotorN3(0,0,1,d)*\textasciitilde TranslatorN3(LB); \\
\\
// FIRST LEG \\
// Joint\\
    :Blue; \\
    :pb1=MB*T*pb10*\textasciitilde T*\textasciitilde MB;\\
// Axis\\
L1=MB*T*L10*\textasciitilde T*\textasciitilde MB;\\
// Motor\\
M1=TranslatorN3(L1)*RotorN3(0,0,1,a)*TranslatorN3(-L1); \\
// End\\
    :Black;\\
    :p1=M1*MB*T*p10*\textasciitilde T*\textasciitilde MB*\textasciitilde M1; \\
```

Figures 2, 3, 4 demonstrate the evolution from 0 in the direction of $g_{1}, g_{2}$ and $g_{3}$ vector fields, respectively.

Note that the inner triple of points defines the root vertices and the outer three points show the wheel positions. The cross denotes the origin.

## 5. Conclusions

The snake-like robot modelling by means of CGA is a quite promising topic. This approach leads to a list of nice formulas for forward and inverse kinematics, differential kinematics, nonholonomic constrains and singular positions. It brings not only a geometric point of view to the topic that is important for the complete problem understanding, but it also allows the calculations to be done faster if a system like Gaalop is used [2]. Yet, our current simulations are run in Maple, package Cliffordlib developed by Ablamowicz and Fauser which contains certain optimization elements, see [3]. The computational complexity analysis for a point pair inverse kinematics optimized algorithms w.r.t. particular hardware solution can be found in [4].

To demonstrate the contribution of CGA calculus let us restrict from CGA to quaternions. Classically, rotations in 3D-space are realized by multiplication of a $3 \times 3$ matrix. The composition of rotations is then rotation matrices multiplication, i.e such composition is given by 27 multiplications and 18 summations. If you represent rotations by quaternions, for the same composition you need just 16 multiplications and 15 summations. This reduces the computational time remarkably.
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