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Abstract

Computer-aided synthesis is an emerging paradigm in system design that automatically
transforms a formal specification into a system that is correct by construction. The synthe-
sis mitigates the cost of the classical design loop consisting of implementation, followed
by the verification phase. Recently, new challenges in system design have arisen from ap-
plications requiring quantitative reasoning, which include, e.g., synthesis of probabilistic
programs/models, approximate computing, or construction of biochemical models. The
existing synthesis methods do not, however, sufficiently support quantitative reasoning.

In this thesis, we summarise our contribution towards scalable methods for quantita-
tive synthesis including theoretical foundations, prototype tools and rigorous experimen-
tal evaluation using practically relevant application domains. We demonstrate that our
work considerably extend capabilities of existing synthesis methods and advance engi-
neering processes towards automated system design.
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Chapter 1

Introduction

Computer-aided synthesis is a traditional paradigm in system design automation that has
recently gained a lot of traction, resulting in better applicability. It has been successfully
integrated into the development processes of hardware, software, or even biochemical
systems. The aim of the computer-aided synthesis is to alleviate the costly and time-
demanding classical system-design loop between implementation (which is usually per-
formed by a system designer or a programmer) and verification (which checks the correct-
ness of the produced system). In contrast, a synthesis procedure automatically transforms
a formal specification into a system that is correct by construction.

Recent advances in machine learning, evolutionary optimisation, and computational
reasoning, including powerful Boolean satisfiability (SAT) and satisfiability modulo the-
ories (SMT) solvers, have led to the development of scalable synthesis methods such
as game-based reactive synthesis [BJP'12], syntax-guided synthesis [ABD*15, HD18],
example-driven synthesis [OZ15], or inductive learning [JS17]. These methods mitigate
the high theoretical complexity of synthesis problems and provide a significant shift in
the system design paradigm. They have been successfully applied in several practically
relevant scenarios, e.g., design of bit-streaming programs [SLRBEOS] and spreadsheet
macros [OZ15], or strategy synthesis for robot motion planning [ZL18]. These methods
have significantly pushed the horizon of feasible synthesis and provide opportunities to
attack new challenging problems in system design as well as to use the synthesis in new
application domains.

Recently new challenges have arisen from applications that require quantitative rea-
soning either due to quantitative semantics of the systems under study or due to quan-
titative requirements. Prominent examples of such applications include (i) synthesis of
probabilistic programs and models, which are more and more often used in hardware
and software engineering to quantify and minimise the probability of encountering an
anomaly or an unexpected behaviour, (i1) approximate computing, representing a modern
design paradigm that aims at reducing system resources by introducing a controlled in-
accuracy in the developed system, or (iii) synthesis of computational biological models,
which play an important role in system and synthetic biology.

In this thesis, we summarise our results in the area of quantitative synthesis. We have
proposed novel techniques that support efficient quantitative reasoning about many alter-
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4 CHAPTER 1. INTRODUCTION

native designs and system parameters and allow us to rigorously assess their quantitative
attributes (e.g., reliability, performance, cost, robustness, etc.). As such, the techniques
help designers make informed decisions during the engineering process and thus mitigate
its complexity and time-demands. The achieved results include theoretical foundations
underlying new scalable methods for quantitative synthesis as well as prototype tools and
their detailed experimental evaluations.

The following subsections summarise our results in the different areas of quantitative
synthesis and also provide a landscape of the most related work.

Synthesis Techniques for Probabilistic Systems

Randomisation is key to research fields such as dependability under uncertain system
components, symmetry breaking in distributed computing, planning under unpredictable
environments, and probabilistic programming. Families of alternative designs differing in
the structure and system parameters are ubiquitous. Software dependability has to cope
with configuration options, in distributed computing the available memory per process
is highly relevant, in planning the observability of the environment is pivotal, and pro-
gram synthesis is all about selecting correct program variants. The automated analysis of
such families has to face a formidable challenges — in addition to the state-space explo-
sion affecting each family member, the family size typically grows exponentially in the
number of features, options, or observations. This affects many application domains such
as quantitative analysis of software product lines [VtBLL18, CDKB18], strategy synthe-
sis in planning under partial observability [CCD16, NPZ17], and probabilistic program
synthesis [CP17, GCT18].

We focus on Markov chains (MCs) with parameters that are widely used to describe
configurable probabilistic systems. We distinguish two types of parameters: 1) param-
eters (typically with continuous domains) affecting transition probabilities or rates and
2) parameters (typically with finite but very large discrete domains) determining the sys-
tem topology. MCs including only the former type of parameters are known as parametric
MCs introduced in parameter synthesis [HKMO08, HHZ11] and model repair [BGK*11]
problems. The parameters determining the topology go beyond the class of paramet-
ric MCs and are essential in many aforementioned applications.

The existing synthesis techniques for parametric probabilistic systems can be divided
into the following categories:

Parameter synthesis

Parameter synthesis techniques consider models with uncertain parameters associated to
transition probabilities or rates, and analyse how the system behaviour depends on the pa-
rameter values. In [BCDS13], we have proposed the first technique effectively comput-
ing safe probability bounds on the temporal system behaviour over the given parameter
space!. The technique has been further extended to a more general class of probabilistic

"We originally proposed this technique for a subclass of MCs describing stochastic biochemical systems.



systems [CPP* 16, QDJ*16] and implemented in the state-of-the-art probabilistic model
checkers PRISM [KNP11] and STORM [DJKV17]. An alternative approach based on
building rational functions for the satisfaction probability [HHZ11, DJJ*15] supports
also different classes of probabilistic models and synthesis problems, e.g., the model re-
pair problem [CHH' 13, PAJ* 15]. However, for the synthesis against time bounded prop-
erties, our technique provides a superior scalability and offers efficient data-parallelisation
leading to additional speed-up on modern many-core architectures [CPPT16]. We em-
phasise that, the aforementioned synthesis techniques build on a numerical parametric
analysis allowing for a full exploration of the continuous parameter space (in contrast to
search-based techniques discuss below).

Topology synthesis

For parameters over finite domains, topology synthesis problems are NP-complete with
respect to the number of parameters [Chol7], and can naively be solved by analysing all
individual family members. An alternative is to model the family by a single Markov
decision process (MDP) and use standard MDP model-checking algorithms. This ap-
proach has been implemented in tools such as ProFeat [CDKB18] but is infeasible for
large systems as well as the naive solution.

In our recent work, we have proposed two alternative approaches that significantly
improves the scalability of the synthesis process: 1) abstraction-refinement scheme over
the MDP representation [CIIK19], and 2) counter-example guided inductive synthesis
(CEGIS) for MCs [CHJK19]. The key of the abstraction is to forget in which family
member the MDP operates. The resulting quotient MDP has a single representative for
every reachable state in a family member and typically provides a very compact repre-
sentation allowing an efficient analysis. The CEGIS approach adopts the idea used for
syntax-guided synthesis of deterministic programs [SLTBT06, ABD"15] to finite-state
probabilistic models and programs. It starts with a sketch, a program with holes, and it-
eratively searches for good—or even optimal—instantiations of these holes. Rather than
checking all instantiations, the design space is pruned by constructing counter-examples
of the rejected candidates and deriving their generalisations that potentially rule out many
instantiations at once.

An alternative problem, sketching for probabilistic programs that fit a given data, is
considered in [NORV15], together with a synthesis algorithm that builds on stochastic
search and approximate likelihood computation.

Searched-based synthesis

Searched-based techniques can be used for the general class of MC families (with both
types of parameters). However, they typically do not ensure an exhausted exploration
of the parameter space. In contrast, they leverage various evolutionary-based optimisa-
tion algorithms to drive the search towards feasible or (sub-)optimal solutions [HMZ12].
In [GCT18], the authors adopt searched-based synthesis to probabilistic models. They ap-
ply multi-objective optimisation and genetic algorithms to a design template that captures
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alternative system designs, and approximate Pareto-optimal set of Markov models asso-
ciated with the quality optimisation criteria of software systems. Likewise, the approach
from [MKBR10] employs evolutionary algorithms to search the configuration space of
Palladio Component Models.

We have recently extended the work of [GCT18] towards synthesis of robust sys-
tems [CCG'18] ensuring that perturbations in the system parameters cause only small
changes in the system behaviour. Apart from a novel approach for the synthesis of robust
designs, the proposed synthesis algorithm uniquely integrates searched-based techniques
with our parameter analysis [BCDS13] to effectively compute robustness over the pertur-
bation of the rate parameters.

Analyses and Synthesis of Chemical Reaction Networks

Chemical Reaction Networks (CRNs) are a versatile language widely used for modelling
and analysis of biochemical systems [CBHBO09] as well as for high-level programming
of molecular devices [SSW10, Carl3]. They provide a compact formalism equivalent to
Petri nets [Mur89], Vector Addition Systems (VAS) [KM69] and distributed population
protocols [AAERO7]. Formal verification methods are now commonly embodied in the
design process of biological systems [BL16, GGG'15, HKN*08, LPC*12] in order to
reason about their correctness and performance. However, there is still a costly gap be-
tween the design and verification process, exacerbated in cases where stochasticity must
be considered — this is typically the case for molecular computation. The effective synthe-
sis of rate parameters (determining the speed of the reactions) such that the CRN satisfies a
given temporal behaviour is the first step narrowing the gap. We developed precise param-
eter synthesis algorithms for CRNs [CDP*17], that combine a computation of probability
bounds over given parameter space [BCDS13] with a refinement and sampling of the pa-
rameter space. Our methods significantly improve on existing approximate techniques
that employ discretisation [HKMOS]. For the synthesis against linear-time specifications,
statistical methods such as Gaussian Process regression have been used [JL11, BMS16].
In contrast to our approach, the statistical estimation cannot provide guaranteed results.

In our recent work, we have considered a more general synthesis problems where
also the topology of the CRN (i.e. particular reactions) ensuring the required temporal
behaviour is synthesised [CCF*17]. We have proposed a sketching language for CRNs
that concisely captures syntactic constraints on the network topology and allows its under-
specification. To ensure computational feasibility of the synthesis process, we employ
Linear Noise Approximation [VK92, EK09] of CRNs. This approximation allows us
to encode the synthesis problem as a SMT problem over a set of parametric ordinary
differential equations (ODEs). We have designed and implemented a novel algorithm
for the optimal synthesis of CRNs that employs almost complete refutation procedure
for SMT over reals and ODEs [EFHO8, GAC12, GKC13] and exploits a meta-sketching
abstraction controlling the search strategy [BTGC16].

Syntax-guided synthesis has also been employed for data-constrained synthesis, as
in [KPS™13, PYH" 14, DMY*14], where (deterministic) biological models are derived



from gene expression data. Synthesis of CRNs from input-output functional specifications
is considered in [DMPY15, MPP" 18], via a SMT-based generation of qualitative CRN
models and the consequent parameter estimation. As this approach requires solving an
optimisation problem for each qualitative model whose dimension is exponential in the
number of molecules, the synthesis is feasible only for small numbers of molecules.

In our work, we also focus on approximation techniques for CRNs. These techniques
simplify the underlying system dynamics (e.g. reduce the state space) while preserving the
important system behaviour. Therefore, they can improve the scalability of the synthesis
process by accelerating the candidate design evaluation as well as by reducing the number
of numerical components in the underlying SMT encoding. In [ABCK15], we proposed
an adaptive aggregation scheme for CRNs that significantly reduces the state space while
providing formal error bounds?. The main idea is to dynamically (re-)cluster states having
small probability. Comparing to state truncation techniques [MWDH10, MKO06], our
approach provides better performance for systems with more complicated dynamics.

In some cases, formal bounds on the approximation error can be relaxed and thus a
simpler dynamics including hybrid models [HWKT14, CKL16] can be used. Very re-
cently, we have proposed a principally novel approach for scalable analysis of CRNs that
leverages a semiquantitative analysis [CK19] aiming at quantitative precision only in or-
ders of magnitude. It first builds a compact understandable model, which is then crudely
analysed. As demonstrated on complex CRNs from literature, our approach reproduces
known results, but in contrast to the state-of-the-art methods, it runs with virtually no
computational cost and thus offers unprecedented scalability.

Design of Approximate Circuits and Automata

Approximate circuits are digital circuits that trade functional correctness (precision of
computation) for various other design objectives such as chip area, performance, or power
consumption. Methods allowing one to develop such circuits are currently in high de-
mand as many applications require low-power circuits, and approximate circuits offer a
viable solution. Prominent examples of such applications include image and video pro-
cessing [VM17, VMS17], or architectures for neural networks [MAFL10, MSS™16]. As
shown in [YC16, CSGD16a], many applications favour provable error bounds on result-
ing approximate circuits, which makes automated design of such circuits a very challeng-
ing and computationally-demanding task. Simulating the circuit on all possible inputs
does not scale beyond circuits with more than 12-bit operands even when exploiting mod-
ern computing architectures [MSS*16]. To solve this problem, various formal verification
methods have been used in the circuit optimisation [VS11, CYB™ 15, SAGK™16] as well
as in the circuit approximation including binary decision diagrams (BDDs) [VMS17],
boolean satisfiability (SAT) solving [VARR11], model checking [CS*16], or symbolic
computer algebra [FGD18]. However, these approaches did still not scale beyond ap-
proximation of multipliers with 12-bit operands and adders with 16-bit operands.

2This work is not included in the thesis.
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In our work, we have proposed a new approximation technique that integrates formal
methods, namely SAT solving, into evolutionary-based approximation [CMM™*17]. The
key distinguishing idea of our approach is simple, but it makes our approach dramati-
cally more scalable comparing to previous approaches. Namely, we restrict the resources
(running time) available to the SAT solver when evaluating a candidate solution. If no
decision is made within the limit, a minimal score is assigned to the candidate circuit.
This approach leads to a verifiability-driven search strategy that drives the search to-
wards promptly verifiable approximate circuits. Experimental evaluation demonstrates
that, comparing to existing approximation techniques, our approach is able to discover
circuits that have much better trade-offs between the precision and energy savings. We
have implemented this approach in ADAC [CMM™18], our tool for automated design
of approximate circuits, that is now able to effectively approximate complex arithmetic
circuits such as 32-bit multipliers, multiply-and-accumulate circuits, and dividers.

Apart from circuit approximation, we have also developed techniques for quantitative
automata reductions. In particular, we focused on nondeterministic finite automata used
for regex matching in hardware-accelerated network intrusion detection systems. For a
given probability distribution of packets in network traffic, our goal is to design approx-
imate automata having the best tradeoffs between the probability that a packet is mis-
classified and the automaton size. In [CHH*18, CHH"19a], we proposed approximate
reduction techniques that employ a novel error state labelling. The labelling provides
safe bounds on the error introduced by removing a given state. The technique achieves
a great size reduction (much beyond the state-of-the-art language-preserving techniques)
with a controlled and small error. Their practical usefulness is, however, limited by the
size of the automaton to be reduced, i.e. by the complexity of regular expression the
automaton represents. Therefore, we have recently proposed lightweight reduction tech-
niques providing only statistical guarantees on the reduction error. The resulting automata
have been integrated into a novel FPGA architecture for regex matching [CHH™ 19b] that
is able to process network traffic beyond 100 Gbps for complex sets of regular expres-
sion from SNORT database [Sno]. Our approach significantly improves on the perfor-
mance of the state-of-the-art hardware-accelerated network intrusion detection systems
such as [ARS15, MKP16a, YIB'18].

Related Activities

In 2019, the author of this thesis obtained a Czech Research Foundation grant CAQtusS:
Computer-Aided Quantitative Synthesis on the research topics presented in this thesis. He
was invited to present the achieved results on several seminars including Dagstuhl semi-
nar and faculty seminars at Oxford University, University of Tokyo, TU Muchen, RWTH
Aachen University. The proposed synthesis techniques were implemented in several pub-
licly available tools including a tool for automated design of approximate circuits that has
received Bronze Human Competitive Awards in Genetic and Evolutionary Computation
(Humies) in 2018.

The author has been very active in the research community. He was co-chairing the
16th International Conference on Computational Methods in Systems Biology (CMSB)



in 2018 and the 6th International Workshop on Hybrid Systems and Biology (HSB) in
2019. He was also a co-chair of ETAPS (The European Joint Conferences on Theory and
Practice of Software) workshops in 2019. He regularly serves in program committees in-
cluding conferences and workshops such as CMSB, HSB, QEST, FORMATS, or CIBCB.
He was also a guest editor of a special issue in IEEE/ACM Transactions on Computational
Biology and Bioinformatics in 2019.

Note on the Author’s Contribution

We would like to emphasise that the papers underlying this thesis (see Sections 2.5, 3.5
and 4.4) use the alphabetical ordering of the authors that does not reflect authors’ contribu-
tion. The exception are the papers [CSDB14] and [CDP*17] where the authors’ ordering
emphasises the major contribution of the first and second author. In Table 1.1, the author
of this thesis tries to describe his contribution to the papers. As there is no agreement on
a metric allowing an qualitative evaluation, he focuses on the contribution to commonly
accepted parts of the process of creating a paper in computer science.

writing

[BCDS13]
[CSDB14]
[CDKP14]
[ABCK15]
[CPP*16]
[CDP*17]
[CMM*17]
[CCGT17a]
[CCGT17b]
[CCF17]
[CMM™18]
[CCGT18]
[CHH*18]
[CHH' 19a]
[CHH*19b]
[CK19]

[CJIK19]
[CHJK19]
[EMM™20]

Table 1.1: The contributions of the author of this thesis to the selected papers related to
the thesis. Black denotes an essential contribution, grey denotes an important contribu-
tion, white denotes minor or no contribution, and crosses denote non-applicability. The
highlighted papers are attached to this thesis.
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Focus and Structure of the Thesis

In the following chapters, we will discuss into more details some of the key ideas un-
derlying the aforementioned results®. In particular, we motivate and formalise the prob-
lems under study, present the key steps of the solution, and demonstrate its performance
and applicability on selected case studies. Chapter 2 presents our results in the area of
synthesis techniques for probabilisitic systems and focuses on the parameter synthesis,
inductive methods for the topology synthesis, and on the synthesis of robust systems.
Chapter 3 presents parameter synthesis techniques for CRNs and optimal syntax-guided
synthesis of CRNs under linear noise approximation. We also discus our novel results on
semi-quantitave abstraction for CRNs that open new directions for the synthesis of CRNs.
Chapter 5 presents our results in the area of automated design of approximate circuits and
automata. In particular, it focuses on verifiability-driven search strategy and on automata
reduction for regex matching in deep network packet inspection.

The second part of this thesis lists selected papers on which the discussed results are
based on.

3The results have been achieved since mid-2012, when the author of this thesis obtained the Ph.D.



Chapter 2

Synthesis of Probabilistic Systems

This chapter presents our three most important results in the area of probabilistic system
synthesis: 1) parameter synthesis for probabilistic systems [BCDS13, CPP*16, CDP*17],
2) topology synthesis for probabilistic systems [CIIK19, CHIK19] and 3) synthesis of
robust stochastic systems [CCGt17a, CCG18].

2.1 Parameter synthesis for probabilistic systems

Traditionally, probabilisitic model checking techniques assume that model parameters
— namely, the transition probability and rate constants — are known a priori. This is
often not the case and one has to consider ranges of parameter values instead, for ex-
ample, when the parameters result from imprecise measurements, or when designers
are interested in finding parameter values such that the model fulfils a given specifica-
tion. Such problems can be effectively formulated in the framework of parameter syn-
thesis for Markov models [HKMOS, HHZ11]: given a formula in a suitable (probabilis-
tic) logic [ASSB96, HI94, ASB*95] and a model whose transition rates/probabilities are
functions of the parameters, find parameter values such that the satisfaction probability of
the formula meets a given threshold, is maximised, or minimised.

In this section, we present our results [BCDS13, CPP*16, CDP*17] including syn-
thesis algorithms for parametric continuous-time Markov chains (pCTMCs) and time-
bounded continuous stochastic logic (CSL). Note that we originally introduced the syn-
thesis algorithms for stochastic biochemical systems, in particular for parametric chemical
reaction networks (discussed in Section 3.1.1). Our approach can be, however, straight-
forwardly applied for general parametric stochastic system with the pPCTMC semantics
as we shown e.g. in [CPP+16]. Our results were further generalised for discrete-time
models and time unbounded properties using the notation of parameter lifting [QDJ " 16].

pCTMC:s allow transition rates to depend on model parameters. We assume a set K of
model parameters. The domain of each parameter £ € K is given by a closed real interval
of possible values, i.e, [k1, k"] C R. The parameter space P induced by K is defined as
the Cartesian product of the individual intervals, P = X, _ [k, kT]. The key concept of
pCTMCs is the parametric rate matrix R : S x S — R[K] where S is the set of states
and R[K] denotes the set of polynomials over the reals R with variables k € K.

11
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Figure 2.1: Left: Example of a satisfaction function. Centre: Threshold synthesis for
P-o.4[¢] and with volume tolerance ¢ = 5%. Right: Max-synthesis with probability
tolerance € = 2%.

Given a pCTMC and a parameter space P, we denote with Cp the set {C, | p € P}
where C, = (5,7, R,, L) is the instantiated CTMC obtained by replacing the parameters
in R with their valuation in p. The definition restricts the rates to be polynomials, which
are sufficient to describe a wide class of stochastic systems.

Problem formulation To introduce the synthesis problems, we introduce a satisfaction
function to capture how the satisfaction probability of a given property relates the param-
eters and the initial state'.

Definition 1 (Satisfaction function) Let ¢ be a CSL path formula, Cp be a pCTMC over
a space P and s € S. We denote with A, : P — S — [0, 1] the satisfaction function such
that Ay(p)(s) = Pr(w € Path(s) | w E ¢) in C,, i.e. the probability of the set of paths
starting in s and satisfying ¢.

Figure 2.1 illustrates two synthesis problems, i.e. decomposition of the parameter
space P. Given a threshold ~r, where ~ € {<,<,> >}, and a CSL path formula
¢, the threshold synthesis problem asks for the parameter regions where the probability of
¢ meets ~ r and the regions that violate ~ . The max synthesis problem determines the
parameter region where the probability of the input formula attains its maximum, together
with probability bounds approximating that maximum. Solutions to the threshold synthe-
sis problem admit parameter points left undecided, while, in the max synthesis problem,
the actual set of maximising parameters is contained in the synthesised region. The min
synthesis problem is defined and solved in a symmetric way to the max case. Formal
definition can be found in [CDP*17]. Note that ¢ allows nested probabilistic operators,
and thus the satisfaction function is, in general, not continuous.

2.1.1 Synthesis algorithms

The core part of the synthesis algorithm an efficient parameter exploration procedure we
introduced in [BCDS13] and extended in [CDP*17]. The procedure takes a pCTMC Cp

IFor simplicity, we define the function and further describe parameter synthesis only for the probabilistic
operator. Our approach can also handle various time-bounded rewards operators (see [CDP17]).
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p D

Figure 2.2: Left: Refinement in threshold synthesis with > r. Parameter values are on
the x-axis, probabilities on the y-axis. Each box describes a parameter region (width),
and its probability bounds (height). The refinement of R yields regions in 7 and in U.
Right: Refinement in max synthesis. The two outermost regions (in red) cannot contain
the maximum, as their upper bound is below the maximum lower bound (M) found at
region R. The maximum lower bound is improved by sampling several points p € R
and taking the highest value (A1) of the satisfaction function A¢( )(S0). The yellow area
highlights the improvement.

and CSL path formula ¢, and provides safe under- and over-approximations for the mini-
mal and maximal probability that Cp satisfies ¢, that is, lower and upper bounds satisfying,
forall s € S,

Apmin(s) < inf Ag(p)(s) and Ay max(s) > sup Ay(p)(s). (2.1)
peP pEP

The accuracy of these approximations is improved by partitioning the parameter space
‘P into subspaces and re-computing the corresponding bounds, which forms the basis of
the synthesis algorithms.

The key idea of parameter exploration is to replace the parametric choice at each state
and at each time step by a fresh variable with the same domains as the original parameters.
This replacement allows us to safely approximate the computationally intractable global
optimisation over P by a chain of simple optimisations. The local optimisation boils
down to an optimisation of multivariate polynomial function, where the degree of the
polynomial depends solely on the degree of the rate functions f.. Moreover, for multi-
affine rate functions, the values Ay min(s) and Ay ax(s) can be obtained by considering
only the extremal values of the variables.

Iterative refinement Having the procedure returning the bounds on the probability for
a given parameter space P, the synthesises algorithms are obtained as iterative refinement
of P. The key idea of the refinement for the threshold synthesis is illustrated in Fig-
ure 2.2 (left). For the max synthesis we employ a bit more involved refinement strategy
illustrated in Figure 2.2 (right). When analysing a subspace R, the refinement algorithm
additionally samples a set of parameters {p;, pa, ...} (the dots) and computes the high-
est value M over Ag(p;)(so) using the standard verification procedure. M improves the
under-approximation to the maximum of the satisfaction function. As a result, the bound
rules out more regions, and fewer refinements are required in the next iteration (compare
the bounds M and M in the figure).
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2.1.2 Data-parallelisation

The complexity of the proposed synthesis algorithms depends mainly on the size of the
underlying model and on the number of parameter regions to analyse in order to achieve
the desired precision. However, existing parameter synthesis techniques usually do not
sufficiently scale with the model size and the dimensionality of the parameter space. For
instance, as reported in our earlier work [CDKP14], the synthesis of two parameters for a
model with 5.1K states requires the analysis of SK parameter regions and takes 3.6 hours.

In the last decade, many-core graphical processing units (GPUs) have been utilised
as general purpose, high-performance processing resources in computationally-intensive
scientific applications. Relevant applications include data-parallel algorithms for matrix-
vector multiplication [BGO8] and probabilistic model checking [WB12, BESWI10]. In
the light of this development, we have redesigned the synthesis algorithms using matrix-
vector operations [CPP*16] to enable an efficient data-parallel processing and accelera-
tion of the synthesis procedures on many-core architectures.

The novelty of our approach is a two-level parallelisation scheme that distributes the
workload for the processing of the state space and the parameter space, in order to opti-
mally utilise the computational power of the GPU. The state space parallelisation builds
on a sparse-matrix encoding of the underlying parametric CTMC. The parameter space
parallelisation exploits the fact that our synthesis algorithms require the analysis of a large
number of parameter regions during the parameter space refinement.

The proposed data-parallel synthesis algorithms as well as a number of optimisations
of the sequential algorithms have been implemented in our tool PRISM-PSY? [CPP*16]
that employs the front-end of the probabilistic model-checker PRISM [KNP11]. Our ex-
periments on several case studies show that the data-parallel synthesis achieves on a single
GPU up to a 31-fold speedup with respect to the optimised sequential implementation and
that our algorithms provide good scalability with respect to the size of the model and the
number of parameter regions to analyse. As a result, PRISM-PSY enables the application
of precise parameter synthesis methods to more complex problems, i.e. larger models and
higher-dimensional parameter spaces.

2.2 Complete Methods for Topology Synthesis

In this section, we present two orthogonal approaches for topology synthesis for discrete-
time MCs over finite design spaces®. In contrast to search-based techniques [GCT18],
we aim at complete algorithms that explore the entire design space without enumerating
and verifying every candidate design individually. The completeness is indeed essential
if the optimality or non-existence of the candidate has to be proved as well as if all valid
candidates have to be found. Using a straightforward adaption of existing results (e.g. re-
sults for augmented interval Markov chains [Chol7, Theorem 3]), it can be shown that
the synthesis problem is NP-complete with respect to the number of parameters.

’http://www.prismmodelchecker.org/psy/
3Extension of towards continuous-time MCs is under current investigation.
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To mitigate this complexity, we propose techniques that, in many cases, allow efficient
quantitative reasoning about a set alternative designs. This is essential in many application
domains such as software product lines [CDKB18], strategy synthesis in planning under
partial observability [GDF14], or probabilistic program synthesis [GCT18], where a very
large set of system topologies has to be explore. Reasoning about alternative topologies
poses a significantly harder problem comparing to the parameter synthesis. This is due
to the shape of the satisfaction function describing how the probability of a given system
behaviour depends on the parameters. In the case of the transition parameters (discussed
in the previous section), the function is (piece-wise) continuous typically with a small
number of local extrema and thus safe and useful bounds on the function can be com-
puted [CDP*17]. In the case of parameters affecting the system topology, the function is
usually very discontinuous and chaotic and thus alternative techniques are required.

We first define families of Markov chains that compactly represent a set of system
topologies. We then introduce a MDP-based abstraction of a given family and iterative
refinement scheme leading to a novel synthesis algorithm [CJJK19]. Afterwards, we
present a counter-example driven synthesis [CHJK19]. Finally, we briefly discuss how
the synthesis methods can be lifted to the syntax-guided synthesis that operates at the
language level rather at the state level.

2.2.1 Families of Markov chains

We present our approaches on the basis of an explicit representation of a family of MCs
using a parametric transition probability function.

Definition 2 (Family of MCs) A family of MCs is defined as a tuple © = (S, so, K,*B)
where S is a finite set of states, sy € S is an initial state, K is a finite set of discrete
parameters such that the domain of each parameter k € K is T, C S, and B3: S —
Distr(K) is a family of transition probability matrices.

Note that the transition probability function of standard MCs maps states to distributions
over successor states. For families of MCs, this function maps states to distributions over
parameters. Instantiating each of these parameters with a value from its domain yields a
“concrete” MC, called a realisation. Let R® denote the set of all realisations for ®.

Recall that the parametric MCs, defined in the prevision section, use a parametric
transition probability function that maps states to parametric distributions over successor
states. The parameters affect the transition rate/probability, not the target states. Different
system topology is expressed in the the parametric MCs using discrete parameters whose
valuation leads to different transition probability functions. The notation of the family
allows us a more compact description of the alternative system topologies.

As a family © of MCs is defined over finite parameter domains, the number of family
members (i.e. realisations from R?) of © is finite, i.e., |D| := |R®| = [],cx |Tk|, but
exponential in |K|. Subsets of R® induce so-called subfamilies of ©. While all these
MCs share the same state space, their reachable states may differ, as demonstrated by the
following example.
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Figure 2.3: The two different realisations of .

Example 1 (Family of MCs) Consider a family of MCs © = (S, so, K,*B) where S =
{0,1,2,3}, sp = 0, and K = {ko, k1, k2} with domains Ty, = {0},Ty, = {0,1}, and
Ty, = {2,3}. The parametric transition function g is defined by:

© induces four realisation. Fig. 2.3 shows the two MCs that result from the realisations
{ry,mo} = R®. States that are unreachable from the initial state are greyed out.

Specifications. To simplify the presentation, we consider only unbounded reachability
and expected reward specifications, however, our approaches may be extended to richer
logics like arbitrary PCTL [HJ94], PCTL* [ASB195], or w-regular properties.

Synthesis problems. We consider the following formulations of synthesis problems for
families of MCs: 1) feasibility synthesis: Does some member in ® satisfy the specifica-
tion? 2) threshold synthesis: Which members of ® satisfy the specification? 3) optimal
synthesis: Which family members satisfy ¢ optimally, e.g., with the highest probability?

Example 2 (Synthesis problems) Recall the family of MCs © from Example 1. For the
specification ¢ = Po1(0{1}), the solution to the threshold synthesis problem is T =
{ro,r3} and F' = {ry,r4}, as the goal state 1 is not reachable for D,, and D,,. For
@ = O{1}, the solution to the max synthesis problem on ® is 5 or r3, as D,, and D,,
have probability one to reach state 1.

2.2.2 Synthesis via refinement of MDP-based abstraction

Our first synthesis approach builds on an abstraction of the family ® in the form of
Markov Decision Process (MDP). The abstraction is iteratively refined until it provides
sufficient precision to solve the required synthesis problem over ®. To build the ab-
straction, we first consider a single MDP (so-called all-in-one MDP [GS13, RANT15,
CDKB18]) that subsumes all individual MCs of a family ®, and is equipped with an
appropriate action and state labelling to identify the underlying realisations from R®.
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Figure 2.4: Left: Reachable fragment of the all-in-one MDP M? for realisations 7
and r,. Right: The quotient MDP M ® for realisations r; and 7.

Definition 3 The all-in-one MDP of a family ® = (S, so, K,*B) of MCs is given as M*® =
(52,52, Act®, P®) where S® = S x R®? U {s2}, Act® = {a” | r € R®}, and P? is
defined as follows:

P2(sg,a")((s0,7)) =1 and P2((s,r),a")((s', 1)) = P(r)(s)(s).

Example 3 (All-in-one MDP) Fig. 2.4 (left) shows the all-in-one MDP M? for the fam-
ily ® of MCs from Example 1 — for the sake of readability, we only include the transitions
and states that correspond to realisations r1 and ro. Again, states that are not reachable
from the initial state s3 are marked grey.

Model checking the all-in-one MDP determines max or min probability (or expected
reward) for all states, and thereby for all realisations, and thus provides a solution to both
synthesis problems. Clearly, the MDP may be too large for realistic problems. Therefore,
we define a predicate abstraction that at each state of the MDP forgets in which realisation
we are, i.e., abstracts the second component of a state (s, r).

Definition 4 (Forgetting) Let M® = (5°, 52, Act®, P®) be an all-in-one MDP. Forget-
ting is an equivalence relation ~; C S® x S® satisfying

(5,7) ~; (8,1") <= s=5and sy ~; (s5,7)Vr € R®.

Let [s].. denote the equivalence class wrt. ~ containing state s € S®.
Forgetting induces the quotient MDP M? = (52, [s3]., Act®, P®), where

P[] ar)([82) = B(r)(s)(s").

Fig. 2.4 (right) illustrates the quotient MDP under forgetting for our example. Recall
that in the quotient MDP the available actions allow to switch realisations and thereby
create induced MCs different from any MC in ®. We can naturally formalise the no-
tion of a consistent scheduler with respect to the parameters, i.e., a scheduler does not
allow to switch realisations. Therefore, enumerating all consistent schedulers for M? and
analysing the induced MC provides a solution to both synthesis problems. However, our
experiments demonstrate that this is also very inefficient.
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Refinement Loop. The key observation leading to the refinement-based synthesis is that
model checking of M? still provides useful information for the analysis of the family .
Consider a feasibility synthesis problem for ¢ = P, (¢). If Prob™™(M?2, ) < ), then
all realisations of © satisfy . On the other hand, Prob™»(M?2, o) > X implies that
there is no realisation satisfying . If A lies between the min and max probability, and
the scheduler inducing the min probability is not consistent, we cannot conclude anything
yet, i.e., the abstraction is too coarse. A natural countermeasure is to refine the abstraction
M?, in particular, split the set of realisations leading to two synthesis sub-problems.

The splitting operation is the core of the proposed abstraction-refinement algorithms
for all synthesis problems. Note that, we avoid rebuilding the quotient MDP in each iter-
ation, which is crucial for the overall performance. Instead, we only restrict the actions
of the MDP to the particular subfamily. The particular refinement algorithms leverage
the similar ideas as the refinement strategies for parameter synthesis described in Sec-
tion 2.1.1. More details can be found in synthesis [CIIK19] including heuristics for find-
ing effective splitting strategy that reduces the number of model-checking calls.

2.2.3 Counter-example driven synthesis

. . . sketch properties
In this section, we present an alternative approach ‘ w

l mstance

for topology synthesis that adopts counter-example L _
driven synthesis [SLTBT06, ABD*15, SLRBEO3, Symh/ : .
ADK™ 18] to probabilistic domains. We follow the no fnstance reject + aecept

A4

CE

¥
unsatisfiable synthesised program

Figure 2.5: CEGIS for synthesis.

typical separation of concerns as in oracle-guided
inductive synthesis [ASFS18, GCT18, GPS17]: a
synthesiser selects single realisations r that have not
been considered before, and a verifier checks whether the MC D, satisfies the specifica-
tion ¢ (cf. Fig. 2.5). If D, violates the specification, the verifier derives a counterexample
(CE) in the form of a conflict representing the core part of D, causing the violation.
Rather than checking all instantiations, the conflict is used to potentially rule out many
instantiations (dashed area) at once and thus to prune the design space.

Definition 5 (Conflict) Let r € R® be a realisation with D, [~ o. A partial realisation
7, C 1 is a conflict for the property ¢ iff D,, W~ ¢ for each realisation v" O T,. A set of
conflicts is called a conflict set.

To explore all realisations for the feasibility synthesis, the synthesiser starts with ()
representing all realisations R®. It picks some realisation r € . It then calls a verifier to
decide whether D, |= ¢. If do so, r retuned as feasible realisation. Otherwise, the verifier
computes a counter-example in the form a conflict. Then the conflict is generalised to a
set of realisations that violate ¢ and () is pruned by removing all these realisations. If () is
empty, we are done: each realisation violates ¢. Note that the more complicate synthesis
algorithms use the conflicts for different properties: The threshold synthesis algorithm
uses both ¢ and —¢ to effectively identify all realisations satisfying and violating ¢, re-
spectively. The optimal synthesis algorithm iteratively updates ¢ based on the current
optimal value achieved for .
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Figure 2.6: Fragment and corresponding sub-MC that suffices to refute ¢

The verifier typically uses an off-the-shelf probabilistic model-checking procedure to
determine if ¢ is violated and to computes a critical set of states C' of D, that induce
sub-MCs (denoted as D, | C) violating (. The critical sets for safety properties can be
obtained via standard methods [ABD14], and support for liveness properties is discussed
in [CHJ K19]. The essential property [W] At 12] of the sub-MC:s is:

If a sub-MC of a MC D refutes a safety property @, then D refutes o too.

Finally, the verifier translates the obtained critical set C' for realisation r to a conflict
Conflict(C,r) C r and stores it in the conflict set that is used to prune the design space.
The following examples illustrate the key idea behind our approach.

Example 4 Consider the family of MCs © = (S, so, K,B) where S = {0, ...,4}, s =
0, and K = {ko,...,k’g)} with Tko = {O}, Tk1 = {1}, Tk2 = {2,3}, Tkg = {2,4},
Ty, = {3} and Ty, = {4}, and B given by:

and property p = P2 (0{2}). Assume the synthesiser picks realisation r withr(ks) =
2,1r1(ks) = 2. The verifier builds D.,,, depicted in Fig. 2.6(a), and determines D,, [~ .
Observe that the verifier does not need the full realisation D, to refute . In fact, the
paths in the fragment of D,, in Fig. 2.6(c) (ignoring the outgoing transitions of states 1
and 2) suffice to show that the probability to reach state 2 exceeds 2/s.

Consider realisation T with ro(ks) = 2,72(ks) = 4. Observe that D, | C is part of
D, too. Formally, the sub-MC of D,., | C is isomorphic to D,, | C and therefore also
violates ¢ — it can be pruned without constructing and verifying D,.,.

2.2.4 Syntax-guided synthesis

Probabilistic models are typically specified by means of a program-level modelling lan-
guage, such as PRISM [KNP11], JANI [BDH"17], or MODEST [BDHKO6]. We propose
a sketching language based on the PRISM modelling language. A sketch, a syntactic tem-
plate, defines a high-level structure of the model and represents a-priori knowledge about
the system under development. It effectively restricts the size of the design space and
also allows to concisely add constraints and costs to its members. The proposed lan-
guage is easily supported by model checkers and in particular by methods for generating
CEs [DIWT14, WIVT15].
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hole X either { XA is 1 cost 3, 2}
hole Y either { YA is 1, 3 }

hole 7 either { 1, 2 } module rex

constraint (XA && YA); s : [0..3] init O0;

module rex s =0 ->0.5: s’=1 + 0.5: s’"=3;

s : [0..3] init O0; s =1 —-> s'=3;

s =0 ->0.5: s’=X + 0.5: s’'=Y; s >= 2 —-> s'=s;

s =1 —> s’'=s+Z; endmodule

s >= 2 > s'=s; (b) Realisation R ({X+—1, Z—2,Y—3})
endmodule

(a) Program sketch Gy

Figure 2.7: Running example

In this section, we describe the sketching language and briefly discuss how to adapt
the aforementioned synthesis techniques from state level to program level.

A program sketching language Recall that the PRISM program consists of one or
more reactive modules that may interact with each other*. A program has a set of bounded
variables spanning its state space. Transitions between states are described by guarded
commands of the form:

guard — p;:update;+...... + pn : update,

The guard is a Boolean expression over the module’s variables of the model. If the
guard evaluates to true, the module can evolve into a successor state by updating its vari-
ables. An update is chosen according to the probability distribution given by expressions
P1, - - -, Pn. In every state enabling the guard, the evaluation of py, . . ., p,, must sum up to
one. Overlapping guards yield non-determinism and are disallowed here.

Roughly, a program ‘B thus is a tuple (Var, E') of variables and commands. For a pro-
gram P, the underlying MC [} ] are B’s semantics. We lift specifications: Program 3
satisfies a specification @, iff [P | = P, etc.

A sketch G is a program that contains holes h € H. Holes are the program’s open
parts and can be replaced by one of finitely many options. Each option can optionally be
named and associated with a cost. They are declared as:

hole heither {x; is expr; cost ¢,...,T; 1s expr, cost ¢}

where £ is the hole identifier, x; is the option name, expr, is an expression over the
program variables describing the option, and c¢; is the cost, given as expressions over
natural numbers. A hole A can be used in commands in a similar way as a constant, and
may occur multiple times within multiple commands, in both guards and updates. The
option names can be used to describe constraints on realisations. These propositional
formulae over option names restrict realisations.

The sketch realisation R is a function that satisfies all constraints and that yields a
program (without holes) in which each hole h € H i is replaced by R(h).

4To simply the presentation, we consider only single module programs — this is not a restriction, every
PRISM program can be flattened into this form.
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const int X =1, Y = 3; ...
. module rex

module rex s : [0..3] init O;

s : [0..3] init 0; s=0 -> 0.5:s8"=X + 0.5:s8"=Y;
s=0 -> 0.5: s'=X + 0.5: s’'=Y; s=3 -> s’'=3
endmodule endmodule

(a) CE for upper bound (b) CE for lower bound

Figure 2.8: CEs for (a) P<o4[F s=3] and (b) P~ 4[F s=2].

Example 5 We consider a small running example to illustrate the main concepts of the
sketching language. Fig. 2.7(a) depicts the program sketch S i with holes H = {X,Y,Z}.
For X, the options are {1,2}. The constraint forbids XA and YA both being one; it
ensures a non-trivial random choice in state s=0. Fig. 2.7(b) shows realisation R =
{X—1,2—-2,Y—3}.

Program-level MDP-based synthesis Using the sketching language for the MDP-based
synthesis is quite straightforward as the key concepts in the families of MC and sketches
are analogous. In particular: holes and parameters are similar, parameter domains are
options, and family realisations and sketch realisations both yield concrete instances from
a family/sketch. In this case, the main benefit of the sketching language is a high-level
and compact representation of the design space.

Program-level CEGIS To properly benefit from the program-level CEGIS, we need
to first introduce program-level counter-examples and introduce adequate encoding and
pruning of the program-level design space.

Definition 6 For program 3 = (Var, E) and specification ¢ with 3 = ¢, a program-
level CE E' C E is a set of commands, such that for all (non-overlapping) programs
P’ = (Var, E”) with E” O E’ (i.e, extending 3’ ), P’ F~ .

Example 6 Reconsider p = {P<4[Q s=3|}. Figure 2.8(a) shows a CE for realisation
R from Fig. 2.7(b). The probability to reach s=3 in the underlying MC is 0.5 > 0.4.
Fig. 2.8(b) shows a CE for the lower bound property P~ ¢[F s=2)].

For safety properties, program-level CEs coincide with the notation of high-level CEs
proposed in [WJVT15], their extension to liveness properties are discussed in [CHIK19].
The program-level CEs are computed using the MaxSat approach from [DJW'14].

Program level synthesiser As before, the synthesiser stores and queries the set of re-
alisations not yet pruned. These remaining realisations are represented by (the satisfying
assignments of) the first-order formula ¥ over hole-assignments. The synthesiser first
constructs W such that it represents all sketch realisations that satisfy the constraints in
the sketch G . Then it iteratively extendes ¥ with conjunctions representing the conflicts
and thus prunes the remaining design space. The synthesiser exploits an SMT-solver for
linear (bounded) integer arithmetic to obtain a realisation R consistent with W, or Unsat
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if no such realisation exists. As long as a new realisations is found, the verifier analyses it
and returns a conflict set C, if ¢ is violated, that is used to extend ¥. More details as well
as the concrete encoding schemes can be found in [CHJK19].

2.2.5 Experimental evaluation for the topology synthesis

A detailed experimental evaluation of the proposed approaches for the topology synthesis
can be found in the original papers [CJJK19, CHIK19]. Below, we try to summarise the
key observations assessing both the weakness and the strengths of the approaches.

Benchmarks description. We consider the following case studies: Maze is a plan-
ning problem typically considered as POMDP, e.g. in [NPZ17]. Grid is another classical
benchmark for solving partially observable POMDPs [KLC98]. Pole considers balancing
a pole in a noisy and unknown environment (motivated by [ABC*18, CCM*12]). Her-
man is an asynchronous encoding of the distributed Herman protocol for self-stabilising
rings [Her90, KNP12]. DPM considers a partial information scheduler for a disk power
manager motivated by [BBPMO00, GCT18]. BSN (Body sensor network, [RANT15]) de-
scribes a network of connected sensors that identify health-critical situations — the largest
software product line benchmark used in [CDKBI18]. Intrusion describes a network
(adapted from [KNPV09]), in which the controller tries to infect a target node via in-
termediate nodes. The benchmarks adequately cover various synthesis problems ranging
from design spaces including few hundreds realisations (e.g. Herman or BSN) to several
millions (e.g. Intrusion). Also the complexity of the realisations varies significantly: the
size of the underlying MCs ranges from few hundred states (e.g. Intrusion or Maze) to
hundred thousands states (e.g. Grid).

We primarily compare the performance of the proposed approaches with respect to the
enumerative approach that linearly depends on the number of realisations, and the under-
lying MCs’ size. We also consider synthesis via verification of all-in-one MDPs [GS13,
RANT 15, CDKBI18] (recall Def. 3), however, in many cases building the MDP is not fea-
sible due to it prohibited size. We focus on synthesis problems where all realisations are
explored, as relevant for the threshold and optimal synthesis, since enumerative methods
perform mostly independent of the order of enumerating realisations.

General observations. Skerching. Families are simpler objects than sketches, but their
explicit usage of states make them inadequate for modelling. Moreover, additional fea-
tures like program-level conflicts significantly ease the modelling process. Consider in-
trusion: Without constraints, the number of realisations grows to 6-10!. Put differently,
the constraint allows to discard over 99.99% of the realisations up front. Moreover, con-
straints can exclude realisations that would yield unsupported programs, e.g, programs
with infinite state spaces. While modelling concise sketches with small underlying MCs,
it may be hard to avoid such invalid realisations without the use of constraints.

Specification. The performance of both proposed approaches significantly depends on
the specification, namely, on the thresholds appearing in the properties. The abstraction-
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refinement synthesis benefits from thresholds being closer to the optima as the abstrac-
tion requires a smaller number of iterations, which directly improves the performance.
Contrary, for CEGIS we observe the strong dependency between performance and “un-
satisfiability” — this is not surprising as more unsatisfiable the property is, the smaller the
conflicts exist (as in [DJW™ 14]) which prune more realisations and also they are typically
found faster than large ones. Note that CEGIS generally performs better with specifica-
tions that have multiple (conflicting) properties: Different realisations can be effectively
pruned by conflicts for different properties.

Structure of the design space significantly affects other important aspects of the synthesis
process. For the abstraction-refinement synthesis, these aspects include: the number of
iterations in the refinement loop, the size of the abstraction compared to the average size
of the realisation, and optimality of the refinement strategy. For CEGIS, the locality of
the holes are essential: it performs significantly better on sketches with holes that lie in
local regions of the MC. Holes relating to states all-over the MC are harder to prune.

The size of the underlying MCs has similar effects on all considered synthesis algorithms
and thus it does not effect their relative performance.

Speedup with respect to the enumerative approach.

] problem \ speedup
As explain above, the performance of the proposed two
. Maze [46, 26K]
approaches significantly depends on the thresholds ap- Grid 2. 3]
pearing in the specification. This dependency is orthog- Pole (77,2 2’K]
onal with respect to the abstraction-refinement synthe- o
. ) Herman [0.2, 0.3]
sis and CEGIS. The following table presents ranges of
. . . DPM [3-100]
speedups we achieved using both approaches for differ- BSN [1.3]
ent thresholds. We can see that, in some cases, we .
Intrusion [5,2.2K]

achieved enormous speedup over 1000 which fundamen-
tally pushes forward the frontiers of practically feasible synthesis. In other cases, the
speedup is more modest. For Grid, the MCs’ topology and the few commands make
pruning hard. Moreover, the speedup is mostly independent of the threshold and thus
abstraction-refinement also performs poorly. The run time for BSN, with a small |D] is
actually significantly affected by the initialisation of various data structures; thus only
a small speedup is achieved. The slowdown for Herman is caused by mainly by sub-
optimality of the refinement strategy and non-local holes.

2.3 Synthesis of Robust Systems via Parametric Analysis

Robustness is a key characteristic of both natural [Kit04] and human-made [Pha95] sys-
tems. Despite significant advances in software performance and reliability engineering
(see e.g. [Bonl14]), the quality attributes of software systems are typically analysed for
point estimates of stochastic system parameters such as component service rates or fail-
ure probabilities. Even the techniques that assess the sensitivity of quality attributes to
parameter changes (e.g. [FTG16]) focus on the analysis of a given design at a time in-
stead of systematically designing robustness into the system under development (SUD).
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To address these limitations, we propose a tool-supported method for the efficient
synthesis of parametric continuous-time Markov chains (pCTMCs) that correspond to
robust system under designs (SUDs). Our RObust DEsign Synthesis (RODES) method
generates sets of pCTMCs that: 1) are resilient to pre-specified tolerances in the SUD
parameters, i.e., to changes in the SUD’s operational profile, ii) satisfy strict performance,
reliability and other quality constraints, and iii) are nearly Pareto optimal with respect to
a set of quality optimisation criteria.

To the best of our knowledge, our tool RODES [CCG'17b]°® provides the first end-to-
end, tool-supported design method for the generation of sensitivity-aware Pareto fronts.
It integrates search-based multi-objective synthesis and GPU-accelerated precise pCTMC
parameter synthesis described in Section 2.1.1.

Sensitivity analysis has long been used to assess the impact that changes in the pa-
rameters of the system under development have on the system performance, reliability
and other quality attributes, e.g. in [GT02, HL05, LHC"05]. However, these approaches
work by repeatedly sampling the parameter space of the system and evaluating the system
behaviour for the sampled values. Accordingly, their results are not guaranteed to cap-
ture the entire range of quality-attribute values for the parameter region of interest. Our
method overcomes this limitation by generating safe and close over-approximations of
the quality-attribute regions associated with robust designs.

The sensitivity of software operational profiles has been analysed using the perturba-
tion theory for Markov processes [KGPO3], to quantify the effect of variations in model
transition probabilities. However, this approach does not synthesise the solutions, and
does not work with the wide range of parameters supported by our method.

Techniques for the

2.3.1 Design space modelling and specification

We use a parametric continuous-time Markov chain (pCTMC) to define the design space
of a SUD. To this end, we extend pCTMCs defined in Section 2.1, where only real-valued
parameters k € K determining the transition rates of the Markov chain are considered,
and assume that a pCTMC also includes discrete parameters d € D affecting its state
space. Our definition captures the need for both discrete parameters encoding architec-
tural structural information (e.g. by selecting between alternative implementations of a
software component) and continuous parameters encoding configurable aspects of the
system (e.g. network latency or throughput). A design space is thus model as a pCTMC
C(P, Q) over a continuous parameter space P = X, c K[l&, k'] and a discrete parameter
space Q. As such, a candidate system design C(P’, q) is a pPCTMC corresponding to a
fixed discrete parameter valuation ¢ and to continuous parameter values from a (small)
region P’ C P.

In our approach, we operate with pCTMCs expressed in a high-level modelling lan-
guage extending the PRISM language [KNP11] and adopting constructs from [GCT18]
for specifying the discrete and continuous parameters (see [CCG*18] for more details).

3 Available preinstalled on an easy-to-use VirtualBox instance from our project website https://
github.com/gerasimou/RODES/wiki.
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This modelling language can be seen as a very simple sketching language, describing a
space of candidate designs, for probabilistic systems. and can be easily extended towards
a more flexible sketching language we described in Section 2.2.4.

Quality requirements. The quality requirements of a SUD with design space given by a
pCTMC C(P, Q) are defined using bounded-time CSL formulas as follows:

1) A finite set of objective functions { f; };c; corresponding to quality attributes of the sys-
tem and defined in terms of a set of CSL path formulas {¢; };c; and the corresponding
satisfaction functions A, .

2) A finite set of Boolean constraints {c; }c; corresponding to the set of CSL path for-
mulas {¢; }je; and thresholds {~; r;};c; on the functions A, .

Due to the continuous parameter space, a single candidate design induces an infinite
number of objective function values, from which the designer must choose a representa-
tive value. For a candidate design C(P’, ¢) and objective f;, this is typically identified as
one of the minimum, maximum and mid-range value of f; over all p € P. On the other
hand, constraints have a unique interpretation because they must be met for any parameter
value of a candidate design®.

2.3.2 Sensitivity-aware synthesis

Quantifying the sensitivity of candidate designs is a crucial step in our robust synthesis
method. Intuitively, the sensitivity of a design C(P’, ¢) captures how the objective func-
tions { f;};c; change in response to variations in the continuous parameters k € K. The
variation of each objective f; is measured by the length of the interval describing the
range of admissible values for f; and C(P’,q). The degree of variation for multiple ob-
jectives is given by the product of interval lengths, i.e., the volume of the corresponding
quality-attribute region. The sensitivity takes also into account the size of the underlying
parameter region, in order to account for designs with different tolerance values -, for
k € K. For instance, a design with a large quality-attribute volume and high tolerance
(large parameter region volume) must be considered more robust (less sensitive) than an-
other design with comparable quality-attribute volume but lower tolerance. We illustrate
the sensitivity in the following example (for the formal definition, see [CCGT18)).

Example 7 (Sensitivity) Consider the candidate designs d,, dsy, ds with tolerance v =
0.005 and the objective functions f, and fo.

SWithout loss of generality, we will further assume that all objective functions { f;};c; are minimised
and that all thresholds {~; ;} ¢ s are upper bounds of the form of < ;.
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Consider a system with design space C(P, Q), quality requirerfﬁents given by objective
functions { f; };c; and constraints {c;};c;, and designer-specified tolerances {~ }xer for
the continuous parameters of the system. Also, let F be the set of feasible designs for
the system, i.e., of candidate designs that meet the tolerances {~;}rex and satisfy the
constraints {c¢; }jc.

Definition 7 A sensitivity-aware Pareto dominance relation over a feasible design set F
and a set of minimisation objective functions { f; }icr is a relation < C F X F such that
for any feasible designs d,d' € F

d=<d <
(Vie L fi(d) < fi(d) A T (1+€) fi(d) < fid)) V
(Viel. fi(d) < fild) A i€l fi(d) < fi(d) A
sens(d) < sens(d')).

(2.2)

where €; > 0 are sensitivity-awareness parameters. Note that, the sensitivity-aware Pareto
dominance relation is a strict order.

The classical Pareto dominance definition can be obtained by setting ¢; =0 for all : € [
in (2.2). When ¢, >0 for some ¢ € I, dominance with respect to quality attribute ¢ holds in
our generalised definition in two scenarios:

1) when the quality attribute has a much lower value for the dominating design

2) when in addition to a (slightly) lower quality attribute value, the sensitivity of the
dominating design is no worse than that of the dominated design.

These scenarios are better aligned with the needs of designers than those obtained by using
sensitivity as an additional optimisation criterion, which induces Pareto fronts comprising
many designs with low sensitivity but unsuitably poor quality attributes. Importantly, for
€; > 0 our generalised definition induces Pareto fronts comprising designs with non-
optimal (in the classical sense) objective function values, but with low sensitivity. We
call such designs sub-optimal robust. Thus, €, can be finely tuned to sacrifice objective
function optimality (slightly) for better robustness.

The parametric Markov chain synthesis problem consists of finding the Pareto-optimal
set PS of candidate designs (i.e. pPCTMCs) with tolerances {7y } xe i that satisfy the con-
straints {c; } jc; and are non-dominated with respect to the objective functions { f; };,c; and
the sensitivity-aware dominance relation ‘<’:

PS={C(P',q)eF | AC(P".¢d)eF. C(P",¢')<C(P'.q)}, (2.3)
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Metod overview. Computing the Pareto-optimal design set (2.3) is a very complex and
time-demanding process as the design space C(P, Q) is extremely large, in fact, it is
uncountable due to its real-valued parameters. Also, every candidate design C(P’,q)
consists of an infinite set of CTMCs that cannot all be analysed to establish its quality and
sensitivity. To address these challenges, our pPCTMC synthesis method combines search-
based software engineering (SBSE) techniques [HMZ12, GCT18] with our techniques
for effective pCTMCs analysis presented in Section 2.1. Using these techniques, our
approach is able to produce a close approximation of the Pareto-optimal design set that is
stored in PS.

In each iteration of the synthesis loop, the method uses an SBSE metaheuristic to get a
new set of candidate designs and then updates the approximate Pareto-optimal design set
PS. The metaheuristic is implemented as multiobjective optimisation genetic algorithm
such as NSGA-II [DPAMO2] or MOCell [NDL"09] that are specifically tailored for the
synthesis of close Pareto-optimal set approximations that are spread uniformly across
the search space. This update involves analysing each candidate design d = C(P’,q)
to establish its associated objective function and constraint values. The update function
employs the GPU-accelerated parameter analysis techniques to compute safe enclosures
of the satisfaction probability of CSL formulae over pCTMCs.

2.3.3 Case study: Google file system

We consider the design of Google File System (GFS), the replicated file system used
by Google’s search engine [GGL03, BHH' 13]. GFS partitions files into chunks of equal
size, and stores copies of each chunk on multiple chunk servers. A master server monitors
the locations of these copies and the chunk servers, replicating the chunks as needed.
During normal operation, GFS stores CMAX copies of each chunk. However, as servers
fail and are repaired, the number ¢ of copies for a chunk may vary from 0 to CMAX.

We assume that GFS designers must select the hardware failure and repair rates cHard-
Fail and cHardRepair of the chunk servers, and the maximum number of chunks NC
stored on a chunk server. These parameters reflect the fact that designers can choose from
a range of physical servers, can select different levels of service offered by a hardware
repair workshop, and can decide a maximum workload for chunk servers. We consider
an initial system state modelling a severe hardware disaster with all servers down due to
hardware failures and all chunk copies lost, and we formulate a pCTMC synthesis prob-
lem for quality requirements given by two maximising objectives and one constraint.
Objective f; maximises the probability that the system recovers service level 1 (master
up and at least one chunk copy available) in the time interval [10, 60] hours. Objective fo
maximises the expected time the system stays in (optimal) states with at least 0.5M chunk
servers up in the first 60 hours of operation. Finally, constraint ¢, restricts the number of
expected chunk replications over 60 hours of operations.

Figure 2.9 shows the Pareto fronts obtained using the “lower bound” for the objective
functions. The design-space representation is given in Figure 2.10. We observe that the
Pareto front for e = 0 and v = 0.005 contains several large (yellow) boxes that corre-
spond to highly sensitive designs. For ¢ € {0.05,0.1}, these poor designs are “replaced”
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Figure 2.9: Sensitivity-aware Pareto fronts for the GFS model. Boxes represent quality-
attribute regions, coloured by sensitivity (yellow: sensitive, blue: robust). Red-bordered
boxes indicate sub-optimal robust designs. Designs are compared based on the worst-case
quality attribute value (i.e. lower-left corner of each box). Statistics are: sens, average
sensitivity of the front; suboptSols, number of suboptimal solutions.
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Figure 2.10: Synthesised Pareto-optimal designs for the GFS model. Rectangles in x-y
plane correspond to the continuous parameter regions.

by robust designs — surrounded by red borders — with very similar quality attributes but
slightly sub-optimal.

The design-space view of Figure 2.10 evidences a trade-off between cHardFail and
cHardRepair, i.e., optimal designs tend to have either high failure rates and high repair
rates, or low failure and repair rates. Results reveal that there is actually an ideal ratio be-
tween the two parameters as the corresponding optimal design appear to keep a relatively
constant proportion between cHardFail and cHardRepair. This result was unexpected,
yet very useful, since it indicates that designs not satisfying this trade-off yield excessively
fast or slow recovery times, and thus are far from the optimal f; values.

Further, we observe that the maximum number of chunks per server, NC, has a ma-
jor influence on the design robustness, with high NC values leading to highly sensitive
designs. These designs should be avoided in favour of the designs with low NC values.



2.4 Future Research Directions

Our results have significantly extended capabilities of automated methods for designing
probabilistic systems, but also opened new promising research directions including: 1)
combined strategies for the topology synthesis that would efficiently integrate the MDP
abstraction, counter-example pruning and evolutionary search strategies, ii) complete syn-
thesis methods that would effectively handle both types of parameters (i.e. parameters ef-
fecting transition probability/rate and parameters affecting the system topology), and ii1)
complete topology synthesis for infinite families and sketches — this problem is in general
undecidable, but can be feasible for certain classes of families and sketches.

Further, we will focus on more flexible sketching languages allowing us to deploy our
synthesis methods and tools into a broader class of application domains.
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Chapter 3

Analysis and Synthesis of Chemical
Reaction Networks

This chapter presents our results in the area of analysis and synthesis of stochastic bio-
chemical systems. We focus on systems described as a chemical reaction network(CRN).
CRNs represent a convenient formalism for modelling a multitude of biological sys-
tems, including molecular signalling pathways, gene regulation, and logic gates built from
DNA. For low molecule counts, and assuming a well-mixed and fixed reaction volume,
the prevailing approach is to model such networks using continuous-time Markov chains
(CTMC:s) [Gil77a]. Stochastic model checking [KNPO7] allows the analysis of the model
behaviour against temporal logic properties. We envision biochemical devices that imple-
ment biosensors and medical diagnostic systems, and hence ensuring appropriate levels
of reliability is important.

Our results targets at two fundamental challenges in modelling and analysing CRNSs:
uncertainty of the model parameters affecting both reaction rates and network topology,
and scalability of existing techniques limiting the class of systems that can be effectively
analysed. In this thesis, we briefly present the following three results. 1) precise synthesis
of reaction rate parameters for CRNs [CDKP14, CDP*17], 2) optimal syntax-guided syn-
thesis of CRN topology and parameters [CCF*17], and 3) semi-quantitative abstraction
and scalable analysis of complex CRNs [CK19].

3.1 Parameter Synthesis for Stochastic CRNs

Stochastic analysis of CRNs assumes that the model is fully specified, including reaction
rate constants. However, the reaction rates can be unknown or given as estimates that
typically include some measurement error. In spite of this uncertainty, one might want
to still demonstrate robustness and reliability of a synthetic molecular device. Or, one
might be interested in the identification of parameter values that reproduce experimentally
observed behaviour. The parameter synthesis problem for stochastic CRNs assumes a
specification given by a temporal formula and a CRN whose rates are given as functions
of parameters. The goal is to compute the parameter valuations guaranteeing that the
CRN satisfies the formula. The problem can be formalised using the pCTMCs and the

31
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corresponding satisfaction function (recall Section 2.1). Hence, our precise synthesis
algorithms [CDKP14, CDP+17] (described in Section 2.1.1) can be naturally employed.
In the following sections, we first introduce parametric CRNs and their semantics given by
pCTMCs, and then briefly present two biological case studies demonstrating the synthesis
algorithm in action.

A principally different approach can be used when a linear-time specification and cer-
tain restrictions on the rate function are assumed. In that case, the satisfaction function
can be approximated using statistical methods such as Gaussian Process regression, which
leverage smoothness [JL.11, BMS16]. Inference of parameter values in probabilistic mod-
els from time-series measurements is a well studied area of research [AMSW11, BL13,
KPS*13, PYH™ 14], but different from the problem we consider.

3.1.1 Parametric CRNs

A chemical reaction network (CRN) N' = (A, R) is a pair of finite sets, where A is a set
of species, | A| denotes its size, and R is a set of reactions. Species in A interact according
to the reactions in R. A reaction T € R is a triple T = (r,, pr, k,), where 7, € NIAl is
the reactant complex, p. € N is the product complex and k, € R. is the parameter
associated with the rate of the reaction. ., and p, represent the stoichiometry of reactants
and products'. Under the usual assumption of mass action kinetics, the stochastic seman-
tics of a CRN N is generally given in terms of a discrete-state, continuous-time stochastic
process X(t) = (Xi(t), Xa(t), ..., X|a/(t),t > 0) [EK09].

The behaviour of the parametric stochastic system X (t) can be described by the (pos-
sibly infinite) parametric continuous-time Markov chain (CTMC) C = (S, s, R) where
the parametric transition matrix R.(¢, j) gives the probability of a transition from the state
s; to the state to s;. Formally, R(i,7) = >_ cieac(s, ;) f7(51) Where reac(s;, s;) denotes
all the reactions changing state s; into s; and f; is the parametric rate function of reac-
tion 7. We focus on mass-action kinetics [Gil77a], according to which the rate depends
on the parameter &, and is proportional to the concentrations of its reactants. Therefore,
we assume that f; is a polynomial function over the rate parameters.

3.1.2 Case Study: Epidemic model

We consider the very famous SIR model [KM32] describing the epidemic dynamics in
a well-mixed and closed population of susceptible (S), infected (/) and recovered (R)
individuals. In the model, a susceptible individual is infected after a contact with an
infected individual with rate k;. Infected individuals recover with rate k,, after which
they are immune to the infection. We can describe this process with the following CRN
with mass action kinetics (i.e. the rate functions are linear with respect to the parameters):

Infection: S+T5T+41 Recovery: [ bR

where parameters k; € [0.005,0.3] and k, € [0.005, 0.2] are typically affected by a drug
treatment. We consider parameters initial populations S = 95, I = 5, R = 0, and the

!Given a reaction 71 = ([1,1,0], [0, 0, 2], k1), we often refer to it as 71 : Ay + Az LI
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Figure 3.1: Solution of the synthesis problems for the SIR model and the property ¢. For
threshold synthesis, 7 = 10% and the volume tolerance is ¢ = 10%. For max synthesis,
the probability tolerance is ¢ = 1%. Colour code is as in Fig. 2.1.

time-bounded CSL path formula ¢ = (I > 0)UM1200(T — (), specifying behaviour
where the infection lasts for at least 100 time units, and dies out before 120 time units.
Property and parameters are taken from [BMS16], where the authors estimate the satis-
faction function for ¢ following a Bayesian approach.

First, we perform threshold synthesis to find infection and recovery rates for which ¢
is satisfied with probability at least = 10%. Figure 3.1 (a) illustrates the solution. Re-
sults evidence that a significantly higher number of refinement steps (around 1.3K) is
required for parameter subspaces where the satisfaction function A is close to the prob-
ability threshold r. Second, we perform max synthesis experiments for the same prop-
erty ¢. Results are summarised in Figure 3.1 (b). We observe that, in order to meet the
desired probability tolerance, a high number of refinement steps (almost 6K) is required
due to a bell-shaped A with the maximising region at the top.

Our results significantly improve on the estimation of the satisfaction function A ob-
tained by the Bayesian approach [BMS16] . On the other hand, our approach typically has
a higher computation cost. In particular, the threshold synthesis for the SIR model took
around 29 minutes using a sequential implementation in PRISM-PSY and the max synthe-
sis took 3.6 hours. As described in Section 2.1.2, we have designed and implemented also
data-parallel versions of the synthesis algorithms that are able to efficiently utilise mod-
ern GPUs. For the SIR model, the parallel implementation in PRISM-PSY achieves up to
10-fold speedup and thus significantly reduce the runtime of synthesis process [CPP*16].

3.1.3 Case Study: Robustness of Signalling Systems Response

Signalling pathways make the main interface between cells and their environment. Their
main role is to monitor biochemical conditions outside the cell and to transfer this infor-
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mation into the internal logical circuits (gene regulation) of the cell. Since signal process-
ing is carried out by several dedicated protein complexes (signalling components), it is
naturally amenable to intrinsic noise in these protein populations caused by stochasticity
of transcription/translation processes. Robust input-output signal mapping is crucial for
cell functionality. Many models and experimental studies have been conducted attempting
to explain mechanisms of robust signal processing in procaryotic cells, e.g., [SMMAOQ7].

In order to construct robust signalling circuits in synthetically modified procaryotic
cells, Steuer et al. [SWSK11] has suggested and analysed a modification of a well-studied
two-component signalling pathway that is insensitive to signalling components concen-
tration fluctuations. The study was conducted using a simplified model consisting of the
two signalling components each considered in both phosphorylated and unphosphory-
lated forms. The authors considered two variants of the topology (the difference is in the
addition of catalytic activation) and evaluated their robustness considering the average
steady-state populations.

In our work, we reformulated the

[ General signal transmission reactions |

) ) ) H+S * Hp+S k,=0.1
model in the stochastic setting and em- Hp+R 5 H+Rp k,=0.1
ployed our method for the robustness | Basic topology (model 1) [ Modified topology (model 2)
analysis [CSDB14], extending the pa- |[Rp“>R| k=10 |[Rp+H “R+H [ k,=150 |
rameter analysis for CRNs, to provide | Sigoaling-componaris dageadation |

K, Ky =
a detailed analysis of the input-output " i 2 Fpe s % hUR)
. . . R&% @ Rp < @ k, = 0.01
signal response under fluctuations in — ;
lat £ both si i [ Signalling components synthesis |
population of both signalling compo- | op, o =T [ k=03 |

nents. The biochemical model of both

topolpgy V@iants is given if.l Figure 3.2. Figure 3.2: The CRN specifying the biochem-
The input signal S is considered to be jcal model of the two considered topologies of

fixed and therefore it makes a constant the two_component Signauing pathway_
parameter of the model. The signalling

components in both phosphorylated and unphosphorylated forms make the model vari-
ables H, Hp, R, and Rp. More details about the model construction can be found
in [CSDB14].

The key question we want to answer is “Is there a difference in the way the two
models handle noise (fluctuations) for low molecular numbers of signalling components?”
We formalise our question in terms of the expected reward property at time ¢ where the
reward is defined as the mean quadratic deviation of the distribution of Rp.

We preset here only the main results — for more details see [CSDB14]. Fig. 3.3 com-
pers the two variants of model by Rp noise robustness. Robustness Rp noise in both
models has been computed with respect to perturbations of signal S over five selected
intervals of the input signal S € [2,3] U [6,7] U [10,11] U [14, 15] U [19, 20] and for three
distinct levels of the intrinsic noise in signalling component dynamics represented by sig-
moid coefficient n € {0.1,4.0,10.0}. Perturbations were not computed over the whole
interval (S, n) € [2,20] x [0.1,10.0] due to high computational demands. From the com-
puted values of individual refined subspaces as well as from the aggregated robustness
values for each input signal interval, we can see that for lower values of signal S (up-to
10), Model 2 embodies lower output response noise than Model 1 (spontaneous dephos-
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Figure 3.3: Comparison of the two variants of the model by Rp noise robustness.

phorylation). While the output response noise in Model 1 tends to converge to values
between 8 and 10, Model 2 exhibits a permanent (almost linear) increase in the output
response noise over most of the studied portion of the perturbation space. A super-linear
increase of the noise is observed for strong input signals. Another interesting aspect is
that, with increasing levels of gene regulation given by sigmoid coefficient n, the overall
noise in Rp decreases over the whole interval of signal values for Model 1 and most of the
interval for Model 2. However, there is an anomaly in Model 2 in the high signal region
[19.0, 20.0], where with decreasing noise in R and H the noise in Rp increases.

Our study shown that both pathway topologies result in fluctuations of the output
response, but robustness of input-output mapping varies in both models with increasing
the level of the input signal. For low input signals the synthetic topology gives response
with smaller variance in the output, whereas for high input signals the output variance
rapidly increases. Therefore the basic topology seems to be more suitable for processing
strong signals while the synthetic topology is more appropriate for low level signals. Our
study has also shown that both topologies are quite robust with respect to scaling the noise
in signalling components dynamics.

Robustness of stochastic biochemical models with respect to the required temporal
behaviour has been also studied in [BBNS15]. In contrast to our approach, the authors
provide a simulation-based method to define a notion of robust satisfiability in stochastic
models. They exploit the average robustness to address the system design problem, where
the goal is to optimise (few) control parameters of a stochastic model in order to maximise
its robustness.
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3.2 Optimal Syntax-Guided Synthesis of CRNs

To further reduce the gap between the design and verification process of CRNs, we
considered the problem of automatic construction of CRNs from high-level specifica-
tions [CCF*17]. In contrast to the parameters synthesis methods presented in the previ-
ous section, we want to synthesise both the CRN topology (i.e. the set of reaction) and the
reaction rates. We work again in the setting of program sketching [SLRBEOS], where the
template is a partial program with holes (incomplete information) that are automatically
resolved using a constraint solver. We define a sketching language for CRNs that allows
designers to not only capture the high-level topology of the network and known depen-
dencies among particular species and reactions, but also to compactly describe parts of the
CRN where only limited knowledge is available or left unspecified (partially specified) in
order to examine alternative topologies. A CRN sketch is therefore a parametric CRN,
where the parameters can be unknown species, (real-valued) rates or (integer) stoichio-
metric constants. Our sketching language is well-suited for biological systems, where
partial knowledge and uncertainties due to noisy or imprecise measurements are very
common. We associate to a sketch a cost function that captures the structural complexity
of the CRNs and reflects the cost of physically implementing it using DNA [Car13]. Our
goal is thus to find a CRN that simultaneously meets the constraints given the sketch,
satisfies the formal specification and minimises the cost function.

To ensure computational feasibility of the synthesis process and still capture the stochas-
ticity intrinsic in CRN, we employ the Linear Noise Approximation [VK92, EK09] allow-
ing us to encode the synthesis problem as a satisfiability modulo theories problem over
a set of parametric Ordinary Differential Equations (ODEs) [EFHO08]. We have designed
and implemented a novel algorithm for the optimal synthesis of CRNs that employs an al-
most complete refutation procedure for SMT over ODEs [EFHO8, GAC12, GKC13] and
a meta-sketching abstraction for controlling the search strategy [BTGC16].

Synthesis of CRNs from input-output functional specifications was also considered
in [DMPY15], via a SMT-based generation of qualitative CRN models and consequent
optimisation of the rate parameters. In [MPP* 18], the authors have improved this ap-
proach and synthesised CRNs (including some novel topologies) solving important prob-
lems such as majority, maximum and division. Our approach principally offers a better
scalability due to the Linear Noise Approximation and thus it is not limited to small num-
bers of molecules.

Recently, several different approaches have been proposed to automate the design of
population protocols, chemical reaction networks and molecular devices. In [VSK18], the
authors have developed a new language for programming deterministic chemical kinetics
to perform computation. It includes a compiler translating the program into chemical re-
actions. A design method based on artificial evolution has been used to build a CRN that
approximates a real function given on finite sets of input values [DHF19]. The proposed
search algorithm evolves the structure of the CRN and optimises the kinetic parameters
at each generation. Comparing to our approach, the algorithm cannot guarantee the com-
pleteness of the search, however, it was able to find interesting solutions for switches and
oscillators. A tool for a parametric analysis of population protocols has been introduce
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in [BEJ18]. For a certain class of population protocols, the tool is able to perform analysis
over all of the infinitely many initial configurations and thus to provide important insights
into the protocol behaviour.

3.2.1 Sketching for CRNs

CRN sketches are defined in a similar fashion to concrete CRNs, with the main difference
being that species, stoichiometric constants and reaction rates are specified as unknown
variables. The use of variables considerably increases the expressiveness of the language,
allowing the modeller to specify additional constraints over them. Constraints facilitate
the representation of key background knowledge of the underlying network, e.g. that a
reaction is faster than another, or that it consumes more molecules than it produces.

Another important feature is that reactants and products of a reaction are lifted to
choices of species (and corresponding stoichiometry). In this way, the modeller can ex-
plicitly incorporate in the reaction a set of admissible alternatives, letting the synthesiser
resolve the choice.

Further, a sketch distinguishes between optional and mandatory reactions and species.
These are used to express that some elements of the network might be present and that, on
the other hand, other elements must be present. Our sketching language is well suited for
synthesis of biological networks: it allows expressing key domain knowledge about the
network, and, at the same time, it allows for network under-specification (holes, choices
and variables). This is crucial for biological systems, where, due to inherent stochasticity
or noisy measurements, the knowledge of the molecular interactions is often partial.

The following example illustrates the proposed sketching language and the optimal
solution obtained using our synthesis algorithm.

Example 1 (Bell shape generator) For a given species K, our goal is to synthesize a
CRN such that the evolution of K, namely the expected number of molecules of K, has a
bell-shaped profile during a given time interval, i.e. during an initial interval the popula-
tion K increases, then reaches the maximum, and finally decreases, eventually dropping
to 0. Table 3.1 (left) defines a sketch for the bell-shape generator inspired by the solution
presented in [Car09].

This sketch reflects our prior knowledge about the control mechanism of the produc-
tion/degradation of K. It captures that the solution has to have a reaction generating K
(11) and a reaction where K is consumed (12). We also know that Ty requires a species,
represented by variable \1, that is consumed by 11, and thus T, will be blocked after the
initial population of the species is consumed. An additional species, \o, different from
A1, may be required. However, the sketch does not specify its role exactly: reaction T,
consumes either none or one molecule of \s and produces an unknown number of Ao
molecules, as indicated by the hole . There is also an optional reaction, 73, that does not
have any reactants and produces either 1 molecule of Ay or between 1 and 2 molecules
of K. The sketch further defines the mandatory and optional sets of species, the domains
of the variables, and the initial populations of species.

Table 3.1 (right) shows the optimal CRN computed by our algorithm with respect to a
given cost function and the bell-shape profile produced by the CRN.
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Table 3.1: Left: The sketch for bell-shape generator. Right: CRN producing the bell-
shape profile (species K) synthesized by our algorithm

To specify the required behaviour (e.g., the bell-shape profile from the previous ex-
ample), we use formulas describing a dynamical profile composed as a finite sequence of
phases. Each phase is characterised by an arithmetic predicate, describing the system state
at its start and end points (including arithmetic relations between these two), as well as by
flow invariants pertaining to the trajectory observed during the phase. This allows us to
reason over complex temporal specifications including, for instance, a relevant fragment
of bounded metric temporal logic [OWO08].

3.2.2 Optimal synthesis algorithm
Further, we denote with L(S) the set of valid CRNs given by a sketch S.

Problem formulation. Given a sketch S, syntactically defined cost function Gs (i.e.
defined over the structure of the concrete instantiation rather than its dynamics), property
©, volume N, and precision 9, the optimal synthesis problem is to find CRS C* € L(S), if
it exists, such that [C*]x F? ¢ and, for each CRS C € L(S) such that Gs(C) < Gs(C*),
it holds that [C]x #° ¢.

Without going into technical details, F° denotes a “§-satisfiability” in the framework
of satisfiability modulo ODEs [EFHO8, ERNF15, GKC13], which provides solving pro-
cedures for this theory that are sound and complete up to a user-specified precision 9 (also
know as “d-decidability” used by Gao et al. in [GAC12]). In this sense, the solvers pro-
vide reliable verdicts on either unsatisfiability of the original problem or satisfiability of a
0-relaxation [GKC13, TVKO17].

An important characteristic of the sketching language and the cost function is that for
each sketch S the set {Gs(C) | C € L(S)} is finite. This follows from the fact that S
restricts the maximal number of species and reactions as well as the maximal number of
reactants and products for each reaction. Therefore, we can define for each sketch S the
minimal cost ps and the maximal cost vs.

We further defined a meta-sketch abstraction for our sketching language that allows us to
formulate an efficient optimal synthesis algorithm.
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Definition 8 (Meta-sketch for CRNs) Given a sketch S and a cost function Gs, we de-
fine the meta-sketch Ms = {S(i) | us < i < vs}, where S(i) is a sketch whose
instantiations have cost smaller than i, i.e. L(S(i)) = {C € L(S) | Gs(C) < i}.

A meta-sketch M g establishes a hierarchy over the sketch & in the form of an ordered set
of sketches S(i). The ordering reflects the size of the search space for each S(7) as well
as the cost of implementing the CRNs described by S(7). In contrast to the abstraction
defined in [BTGC16], the ordering is given by the cost function and thus it can be directly
used to guide the search towards the optimum.

In [CCF*17], we shown the dynamics of L(S) can be described symbolically by a set
of parametric ODEs, plus additional constraints. These equations depend on the sketch
variables and on the choice functions of each reaction, and describe the time evolution of
mean and variance of the species.

The meta-sketch abstraction, enabling effective pruning of the search space through
cost constraints, and the encoding allows us to formulate an algorithm scheme for solving
the optimal synthesis problem for CRNs. This scheme repeatedly invokes the SMT solver
(0-Solver) on the sketch encoding, and at each call the cost constraints are updated towards
the optimal cost. We consider three approaches: 1) top-down: starting from the maximal
cost vg, it solves meta-sketches with decreasing cost until no solution exists (UNSAT);
2) bottom-up: from the minimal cost pg, it increases the cost until a solution is found
(SAT); 3) binary search: it bounds the upper estimate on the optimal solution using a
SAT witness and the lower estimate with an UNSAT witness.

We further improve the algorithm by exploiting the fact that UNSAT witnesses can
also be obtained at a lower precision d;,;; (0;n,z > 0), which consistently improves per-
formance. Indeed, UNSAT outcomes are precise and thus valid for any precision. Note
that the top-down strategy does not benefit from this speed-up since it only generates SAT
witnesses.

3.2.3 Experimental evaluation

We evaluate the usefulness and performance of our optimal synthesis method on three
case studies, representative of important problems studied in biology: (1) the bell-shape
generator, a component occurring in signalling cascades; (2) Super Poisson, where we
synthesize CRN implementations of stochastic processes with prescribed levels of pro-
cess noise; and (3) Phosphorelay network [CNCS11], where we synthesize CRNs ex-
hibiting switch-like sigmoidal profiles, which is the biochemical mechanism underlying
cellular decision-making, driving in turn development and differentiation.We employ the
iISAT(ODE) solver [EFHO08, ERNF15], but our algorithm supports any J-solver.

Bell-Shape Generator. We use the example described in Examples 1, resulting in 8
parametric ODEs, to demonstrate the performance of our approach — see [CCF*17] for
the complete experimental evaluation. The synthesised CRN is shown in Figure 3.1. We
evaluate the scalability of the solver with respect to precision ¢ and the size of the discrete
search space, altered by changing the domains of species and coefficient variables of the
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Table 3.2: Performance of bell-shape generator model. Left: runtimes for different pre-
cisions ¢ and discrete search space size. Right: optimal synthesis for the fixed discrete
search space size (1536) using different variants of the synthesis algorithm and § = 1073,

sketch. We exclude cost constraints as they reduce the size of the search space. Runtimes,
reported in Table 3.2 (left), correspond to a single call to iISAT with different § values,
leading to SAT outcomes in all cases. Our experiments (not reported here) show that the
size of the continuous state space, given by the domains of rate variables, does not impose
such a performance degradation.

In the second experiment, we analyse how cost constraints and different variants of
the synthesis algorithm affect the performance of optimal synthesis. Table 3.2 (right)
shows the number of iISAT calls with UNSAT/SAT outcomes (2nd column) and total run-
times without/with the improvement that attempts to obtain UNSAT witnesses at lower
precision (0;,;; = 10~1). Importantly, the average runtime for a single call to iSAT is sig-
nificantly improved when we use cost constraints, since these reduce the discrete search
space (between 216s and 802s with cost constraints, 1267s without). Moreover, results
clearly indicate that UNSAT cases are considerably faster to solve, because inconsistent
cost constraints typically lead to trivial UNSAT instances. This favours the bottom-up
approach over the top-down. In this example, the bottom-up approach also outperforms
binary-search, but we expect the opposite situation for synthesis problems with wider
spectra of costs. As expected, we observe a speed-up when using a lower precision for
UNSAT witnesses, except for the top-down approach.

The experimental results show that the proposed approach is able to synthesise chal-
lenging systems with up to 37 ODEs and around 10K admissible network topologies. It
thus significantly improves the performance and scalability of the existing synthesis meth-
ods and paves the way for design automation for provably-correct molecular devices.

3.3 Semi-Quantitative Abstraction of CRNs

Many important biochemical systems lead to complex dynamics that includes state space
explosion, stochasticity, stiffness, and multimodality of the population distributions [VK92,
Gou05], and that fundamentally limits the class of systems the existing verification and
synthesis techniques can effectively handle. In order to cope with the computational com-
plexity of the CNR analysis, several approximation techniques have been studied.
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For CRNs including only large populations of species, fluid (mean-field) approxima-
tion techniques based on ordinary differential equations (ODEs) can be applied [BH12]
and extended to approximate higher-order moments [Eng06], Linear Noise Approxima-
tion [VK92, EK09] or aggregation scheme over ODEs [CTTV17]. To handle stochas-
ticity of CRNs various hybrid approximation schemes have been proposed [HMMW10,
HWKT14, CKL16]. Their common idea is as follows: the dynamics of low population
species is described by the discrete stochastic process and the dynamics of large popula-
tion species is approximated by a continuous process. All hybrid schemes have to deal
with interactions between low and large population species leading to a computationally
demanding numerical analysis that typically limits their scalability.

Alternative approximation techniques for stochastic CRNs employ truncation of in-
significant states [MK06, HMW09, MWDHI10] or state aggregation/lumping based on
exact/approximate probabilistic bisimulation [LS91, DLTO08]. Several approximate aggre-
gation schemes leveraging structural properties of CRNs have been proposes [MMR 112,
ZWC09, FL09]. In our work [ABCK15]?, we proposed an adaptive aggregation that
gives, in contrast to the previous methods, formal guarantees on the approximation error,
but typically provide lower state space reductions.

Transient analysis of stochastic CRNs can be performed using the Stochastic Sim-
ulation Algorithm (SSA) [Gil77b]. Various partitioning schemes for species and reac-
tions have been proposed for the purpose of speeding up the SSA in multi-scale sys-
tems [RAO3, SK05, CGP05, GAK15, HGK15]. Although simulation-based analysis is
generally faster than direct solution of the stochastic process underlying the given CRN,
in many cases. obtaining good accuracy requires large numbers of simulations and can be
very time consuming.

In our recent work [CK19], we have proposed a different approach, so-called semi-
quantitative approach, that shifts the focus from quantitatively precise results to a more
qualitative analysis, closer to how a human would behold the system. It provides scalable
and accurate techniques for the CRN analysis as well as the explanation of the system
behaviour in the form of tiny models allowing for a synoptic observation. We explain the
key ideas behind our approach on a simple gene expression model:

Example 2 (Gene expression) The simple expression model includes the following reac-
tions protein production (p), protein degradation (d) and blocking (b) the DNA, over three

species: protein (P), active DNA (DNA,,,), and blocked DNA (DNA ,):

p:Dpy 3Dy +P  d:P250 b Dy + PN Dy

Using mass-action kinetics (the higher the population of reactants, the fastrer the reac-
tion), the CRN induces a infinite population Markov chain in Fig. 3.4.

<p,10> <p,10> <p,10>
— 0., 01 L’_:’I (Do, 11 [~ ] Do, 21| e [IDun SO]IZI[DM, 511 eee

<d,0.1> <d,0.2> <d,5.1>
<b,0.001> <b,0.002> <b,0.05> <b,0.051>

| [Dyr, O] [Dos, 11 | [Dost, 21 | eoo [Dors 51]| oo

[Dorr, 50] <d,5.1>

<d,0.1> <d,0.2>|

Figure 3.4: The Markov chain for Gene expression, displaying the population of P.

ZNot part of this habilitation thesis.
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Figure 3.5: The abstract Markov chain for Gene expression with population discretiza-
tion thresholds 20,50 and upper bound 1000. Left: Classic may transition function.
Right: Semi-quantitative version with accelerated transitions.

Semiquantitative abstraction. The abstraction of the state space is simply given by a
discretization of the population for each species into finitely many intervals, see Fig. 3.5.
The classic may abstraction of the transition function results in non-deterministic self-
loops as in Fig. 3.5 (left) in red, which make impossible to conclude anything useful (ex-
cept for some safety properties) on the behaviour once we reach such a state, even whether
it is ever left at all. Instead, we consider sequences of transitions: in this case, sequences
of prevalently growing transitions (those increasing the population) are significantly more
probable then the prevalently decreasing ones. Consequently, the self-looping transitions
are accelerated (taken multiple times) to get a “combined” transition that brings a typical
representative of this population interval into a higher interval, see Fig. 3.5 (right) also in
red. Hence the new rate reflects (i) the mass-action kinetics with the typical population in
the interval and (ii) the typical number of the transition repetitions before another interval
is reached. These accelerated transitions (further denoted by a prefix A) are the key idea
of the semi-quantitative abstraction.

Semi-quantitative analysis. The aim is to prune the abstraction so that only reason-
ably probable behaviour is reflected, see the thick transitions in the abstraction in Fig. 3.5
(right). To this end, we preserve in each state only the transitions with the highest rate A
or almost highest rates, i.e. with i’ > h/envelope where envelope > 1 is a parameter.
Parameter values in [1, 10] ensure we can only look at rates of the same order of magni-
tude, thus the most probable events and those with e.g. only 20% chance of happening.
Higher values then allow for inspection of even less probable behaviours.

Consequently, the method can naturally handle uncertainty in the reaction rates since
typically only the relative magnitudes of the rates are important, actually, only their orders
of magnitude. This robustness w.r.t. the input is very beneficial for biologists as the
precise rates are often not known.

Technically, the analysis relies on repeated alternation of transient and steady-state
analysis. First, starting from the initial state, we follow in each state only the transitions
with highest rates (most probable ones), until the set of explored state reaches a fixpoint.
A part of the created graph is recurrent and forms a bottom strongly connected component
(BSCC) or a collection thereof. The system temporarily settles in the steady state of this
BSCC. After some time has passed, also a less probable transition happens almost surely
and the “BSCC” is exited. These exit points are identified by a steady-state analysis of
the BSCC, taking the magnitudes of exiting and non-exiting transition rates into account.
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The exit points trigger a new iteration of the transient and then the steady-state analysis.
Fig. 3.6 illustrates a situation
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3.3.1 Case Study: Gene expression

We consider a stochastic gene expression model [GPZCO05] described in Table 3.3. As dis-
cussed in [HWKT14, GZLS11], the system oscillates between two phases characterised
by the D, state and the D state, respectively. Biologists are interested in how the distri-
bution of the D, and D states is aligned with the distribution of RNA and protein P.

Table 3.3: Gene expression. The rates are in h—.

Dy 2% D, Doy 2% Dy Doy -2 Dy, + RNA RNA = ()
RNA L RNA+P PL 0 P+ Dy 2% p 4Dy,

In order to demonstrate the refinement step and its effect on the accuracy of the model,
we start with a very coarse abstraction. It distinguishes only the zero population and the
non-zero populations. The pruned abstract model obtained using our approach is depicted
in Fig. 3.7 (left).

The proposed analysis of the model identifies the key trends in the system dynamic.
The red transitions, representing iterations 1-3 of the semi-quantitative analysis, capture
the most probable paths in the system. The green component includes states with DNA
on where the system oscillates. The component is reached via the blue state with D
and no RNAs/P. The blue state is promptly reached from the initial state and then the
system waits for the next DNA activation. The component is left via a deactivation in
the iteration 4 (the blue dotted transition). The deactivation is then followed by fast red
transitions leading to the blue state, where the system waits for the next activation. We
obtain an oscillation between the blue state and the green component, representing the
expected oscillation between the D, and D states.

As expected, this abstraction does not clearly predict the bimodal distribution on the
RNA/P populations — the green component includes states with both the zero and the non-
zero population of the mRNA and the protein. In order to obtain a more accurate analysis
of the system, we refine the population discretisation using a single level threshold for P
and DNA, that is equal to 100 and 10, respectively (the rates in the CRN indicate that the
population of P reaches higher values).
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Figure 3.7: Pruned abstraction for the gene expression model using the coarse discretisa-
tion (left) and after the refinement (right). The state vector is [P, RNA, D, Don]. Only
order of magnitudes of the transition rates are shown.

Fig 3.7 (right) depicts the pruned abstract model with the new discretisation. We
again obtain the oscillation between the green component representing DNA,, states and
the blue DNA, ¢ state. The states in the green component more accurately predicts that
in the DNA,, states the populations of RNA and P are high and drop to zero only for
short time periods. The figure also shows orange transitions within the iteration 2 that
extend the green component by two states. Note that the system promptly returns from
these states back to the green component. After the deactivation in the iteration 4, the
system takes (within the same iteration) the fast transitions (solid blue) leading to the
blue component where system waits for another activation and where the mRNA/protein
populations decrease. The expected time spent in states on blue solid transitions is small
and thus we can reliably predict the bimodal distribution of the mRNA/P populations and
its correlation with the DNA state. These predications are in accordance with the results
obtained in [HWKT14].

To conclude this case study, we observe a very aligned agreement between the re-
sults obtained using our approach with virtually no computational cost and the results
in [HWKT14] obtained via advanced and time consuming numerical methods.

3.4 Future Research Directions

Our results have significantly extended capabilities of computational methods for the anal-
ysis and design of CRNs, but also opened new research avenues including: i) synthesis of
robust biochemical systems that would leverage both the topology synthesis and param-
eter analysis for CRNs and ii) scalable synthesis of complex biochemical systems using
the semiquantitative abstraction.

Further, we will focus on the tool development allowing users to apply the proposed
methods on a broader class of biochemical systems. In particular, we will develop a tool



support for the semiquantitative abstraction and analysis allowing a suitable visualisation
and result interpretation as well as an automated refinement and robustness analysis.
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Chapter 4

Design of Approximate Circuits and
Automata

Approximate systems that relax requirements on functional correctness play an impor-
tant role in the development of resource-efficient HW and SW systems. Designing ap-
proximate systems is a very complex and time-demanding process trying to find optimal
trade-offs between the approximation error and resource savings. In our recent work, we
have focused on automated approximation techniques for digital circuits and automata
that form essential building blocks for many systems.

In this thesis, we briefly present the following two results. 1) scalable approxima-
tion of arithmetic circuits [CMM™*17, CMM*18, CMM*20] and 2) automata reduction
for HW-accelerated deep packet inspection and regular expression matching [CHH* 18,
CHH* 19a, CHH™ 19b].

4.1 Approximation of Arithmetic Circuits

Approximate circuits are circuits that trade the precision of computation for the circuit
chip area or power consumption. Approximate circuits are important in many prominent
applications such as image and video processing [GMRR13] or architectures for neural
networks [MAFL10, MSS*16]. Automated methods allowing one to develop such cir-
cuits are thus in high demand.

There exists a vast body of literature (see e.g. [RS19, VS15b, NHT*16, MHVS17,
LRY " 16]) demonstrating that evolutionary-based algorithms are able to automatically de-
sign innovative implementations of approximate circuits providing high-quality trade-offs
among the different design objectives. As shown in [YC16, CSGD16a], many applica-
tions favour provable error bounds on resulting approximate circuits, which makes auto-
mated design of such circuits a very challenging task. Note that circuit simulation does
not scale beyond circuits with more than 12-bit operands even when exploiting modern
computing architectures [MSST16].

There exist several approaches employing different formal verification methods to
check the correctness of circuits [VS11, CYB'15, SAGK™16] or to evaluate their approx-
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imation error. The most promising methods for the error evaluation include binary deci-
sion diagrams (BDDs) [VMS17], boolean satisfiability (SAT) solving [VARR11], model
checking [CST16], or symbolic computer algebra employing Grobner bases [FGD18].
The resulting approximation techniques, however, do not scale beyond approximation of
multipliers with 12-bit operands and adders with 16-bit operands.

In our recent work [CMM*17, CMM*20], we proposed a new approximation tech-
nique that integrates SAT solving into evolutionary approximation, in particular into
Cartesian genetic programming (CGP). We focus on the worst case absolute error (WCAE)
metric, which is one of the most commonly used error metrics. The key distinguishing
idea of our approach is simple, but it makes our approach dramatically more scalable com-
paring to previous approaches. Namely, we restrict the resources (running time) available
to the SAT solver when evaluating a candidate solution. If no decision is made within
the limit, a minimal score is assigned to the candidate circuit. This approach leads to
a verifiability-driven search strategy that drives the search towards promptly verifiable
approximate circuits. The technique is implemented within ADAC—Automatic Design
of Approximate Circuits [CMM™ 18] — our framework for automated design of approxi-
mate arithmetic circuits that integrates efficient circuit simulation and formal methods for
approximate equivalence checking into a search-based circuit optimisation.

As we shown in [CMM120], our verifiability-driven approximation strategy is now
able to discover complex arithmetic circuits such as 32-bit approximate multipliers, 32-
bit approximate multiply-and-accumulate (MAC) circuits, and 24-bit dividers providing
high quality trade-offs between the approximation error and energy savings. These results
clearly demonstrate the superior performance and scalability of our approach comparing
to other existing approximation techniques.

4.1.1 Verifiability-Driven approximation

The problem of finding the best trade-offs between the circuit size and the WCAE, can be
naturally seen as a multi-objective optimisation problem. In our approach, we, however,
treat it as a series of single-objective problems where we fix the required values of the
WCAE. This approach is motivated by the fact that the WCAE is usually given by the
concrete application where the approximate circuits are deployed. Moreover, as shown in
several studies [VS15a], optimising the chip size for a fixed error allows one to achieve
significantly better performance compared to more general multi-objective optimisation
producing Pareto fronts. The optimisation problem is formalised as follows:

Problem formulation. For a given golden circuit G and a threshold T, our goal is to
find a circuit C* with the minimal size such that the error WCAE(G,C*) < T, where

WCAE(G, C) = max ‘int(fG<I;2n—_illlt( fo(@)|

Before presenting our approach, we emphasise that our aim is not to provide a com-
plete algorithm that guarantees the optimality of C*: such an algorithm clearly exists
as the number of circuits with a given size is finite, and one can, in theory, enumerate
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them one by one. We rather design an effective search strategy that is able to provide
high-quality approximations for complex arithmetic circuits having thousands of gates.

Our novel optimisation scheme employing four key components: (1) a generator of
candidate circuits that builds on CGP, (2) an evaluator that evaluates the error of the can-
didates by leveraging SAT-based verification methods, (3) a verifiability-driven search
integrating the cost of the circuit evaluation into the fitness function, and (4) an adap-
tive strategy adjusting the allowed cost of evaluation of candidate solutions during the
approximation process.

Generating candidate circuits using CGP. CGP is a form of genetic programming
where candidate solutions are represented as a string of integers of a fixed length that
is mapped to a directed acyclic graph [MTOO]. This integer representation is called a
chromosome. The chromosome can efficiently represent common computational struc-
tures including mathematical equations, computer programs, neural networks, and digital
circuits. We use a standard CGP that employs the (1+)) search method where a single
generation of candidates consists of the parent and A offspring candidates. The fitness of
each of the solutions is evaluated and the best solution is preserved as the parent for the
next generation. Other candidates from the generation are discarded.

In circuit approximation, the evolution loop typically starts with a parent representing
a correctly working circuit. New candidate circuits are obtained from the parent using
a mutation operator which performs random changes in the candidate’s chromosome in
order to obtain a new, possibly better candidate solution. The mutations can either modify
the node interconnection or functionality. The number of the nodes of candidate circuits is
reduced by making some nodes inactive, i.e. disconnected from the outputs of the circuit.
However, since such nodes are not removed, they can still be mutated and eventually
become active again. The whole evolution loop is repeated until a termination criterion
(in our case, a time limit fixed for the evolution process) is met.

Candidate circuit evaluation. The evaluation takes into consideration two attributes
of the circuit, namely, whether the approximation error represented by WCAE is smaller
than the given threshold and the size of the circuit. The procedure deciding whether
WCAE(G, C') < T represents the most time consuming part of the design loop.

To decide whether WCAE(G, C) < T, we adopt the concept of an approximation
miter introduced in [VARR11, CSGD16b]. The miter is an auxiliary circuit that consists
of the inspected approximate circuit C' and the golden circuit G which serves as the spec-
ification. C' and G are connected to identical inputs. A subtractor and a comparator then
check whether the error introduced by the approximation is greater than a given thresh-
old 7. The output of the miter is a single bit which evaluates to logical 1 if and only if
the constraint on the WCAE is violated for the given input z.

Once the miter is built, it is translated to a Boolean formula that is satisfiable if and
only if WCAE(G, C) > T. This approach allows one to reduce the decision problem
to a SAT problem and use existing powerful SAT solvers. We optimize the miter con-
struction by using a novel circuit implementation of the subtractor, absolute value, and
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comparator nodes as described in [(VZMMJr 17]. In particular, it avoids long XOR chains,
which are a known cause of poor performance of the state-of-the-art SAT solvers [HJ12].

Verifiability-driven search strategy. The strategy uses an additional criterion for the
evaluation of the circuit C'. The criterion reflects the ability of the decision procedure,
in our case a SAT solver, to prove that WCAE(G, C') < T with a given limit L on the
resources available. It leverages the observation that a long sequence of candidate cir-
cuits B; improving the size and having an acceptable error has to be typically explored
to obtain a solution that is sufficiently close to an optimal approximation C"*. Therefore,
both the SAT and the UNSAT queries to the SAT solver have to be short. If the procedure
fails to prove WCAE(G, C) < T within the limit L, we generate a new candidate.

The interpretation of the resource limit L on checking that WCAE(G,C) < T de-
pends on the implementation of the underlying satisfiability checking procedure. Note
that a time limit is not suitable since it does not reflect how the structural complexity of
candidate circuits affects the performance of the procedure. Therefore, we employ the
limit on the maximal number of backtracks in which a single variable can be involved
during the backtracking process (also called the maximal number of conflicts on a vari-
able). As the backtracking represents the key and computationally demanding part of
modern SAT solvers [LMSO05], it allows one to effectively control the time needed for
particular evaluation queries. Moreover, it takes into account the structural complexity of
the underlying boolean formula capturing the complexity of the circuit.

Adaptive resource limit strategy. We further proposed a novel adaptive strategy that
alters the resource limit within the evolutionary run and tries to set it to the most suitable
value with regards to the recently achieved progress [CMM*20]. We designed the strategy
scheme based on our previous observations that the limit should be kept low in the early
stages of the evolution so that the clearly redundant logic can be quickly eliminated. Later
in the evolutionary process, the algorithm converges to a locally optimal solution and
improvements in the fitness cease to occur. When such a stage is reached, the limit needs
to be increased in order to widen the space of feasible candidate solutions at the expense
of slower candidate evaluation. Moreover, once some more significantly changed solution
is found, it may again be possible to shorten the time limit needed for the evaluation, and
the process of extending and shrinking the time limit may repeat.

4.1.2 Experimental evaluation

In this section, we demonstrate that our approach generates approximate circuits that sig-
nificantly outperform circuits obtained using state-of-the-art approximation techniques.
In particular, we show that our circuits provide significantly better trade-offs between the
precision and energy consumption. We focus on multipliers since their approximation
represents a challenging and widely studied problem—see, e.g., the comparative study
of [JHL15]. On the other hand, the existing literature does not offer a sufficient number
of high-quality approximate MACs or dividers to carry out a fair comparison: our work
is the first one that automatically handles such circuits.
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Figure 4.1: A comparison of 16-bit approximate multipliers obtained using the proposed
approach and the state-of-the-art approximation techniques. The filled marks represent
solutions providing the best PDP for the given precision.

In the comparison, we consider two approximate architectures for multipliers that are
known to provide the best results, namely truncated multipliers (TMs) that ignore the
values of least significant bits and broken-array multipliers (BAMs) [FAF13]. TMs and
BAMs can be parameterised to produce approximate circuits for the given bit-width and
the required error. In contrast to our search-based approach, these circuits are constructed
using a deterministic procedure simplifying accurate multipliers. Note that the method
is applicable for design of approximate multipliers only. To demonstrate the practical
impact of the proposed adaptive strategy, we also consider circuits presented in our previ-
ous work [CMM™17] obtained using verifiability-driven approximation with a fixed limit
Strategy.

Fig. 4.1 shows the parameters of resulting circuits belonging to Pareto front. For
each circuit, the figure illustrates the trade-off between the precision and the power-delay-
product (PDP) that adequately captures both the circuit’s energy consumption and its
delay. The top plot of the figure illustrates the WCAE-PDP trade-offs. We also evaluated
the mean absolute error (MAE) of the solutions since MAE represents another important
circuit error metric. The results are presented in the bottom plot of the figure.

The figure clearly demonstrates that our general approximation approach is able to
significantly outperform both TMs and BAMs representing the dedicated state-of-the-art
approximation methods for multipliers . The figure also shows that the proposed adaptive
strategy improves our previously obtained results even further.
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4.2 Automata Reduction for Regex Matching in HW

Deep packet inspection via regular expression (RE) matching is a crucial task of net-
work intrusion detection systems (IDSes), such as SNORT [Sno], SURICATA [Mat], or
BRO [Verl8], which secure Internet connection against attacks and suspicious network
traffic. Monitoring high-speed computer networks (100 Gbps and faster) in a single-box
solution demands that the RE matching, traditionally based on finite automata (FAs), is
accelerated in hardware.

A well-suited technology for accelerating IDSes is that of field-programmable gate ar-
rays (FPGAs). They provide high computing power and flexibility for network traffic pro-
cessing, and they are increasingly being used in data centers [CCP ' 16] for this purpose.
The flexibility of FPGAs allows them to match REs at speeds over 100 Gbps [MKP16b].
Such high speeds, however, put excessive demands on the resources of FPGAs. The sets
of the matched REs are complex, large, and still growing, and matching on the speeds
of tens and hundreds of Gbps requires massive parallelization. For instance, in the HW
architecture that we propose in [CHH* 19b], processing 100 Gbps input network traffic re-
quires 64 concurrently functioning RE matching units 200 MHz) and processing 400 Gbps
requires even 256 units. Despite the fact that FPGAs provide an efficient way of imple-
menting nondeterministic finite automata (NFAs), see e.g. [CS03], the required number
of RE matching units (NFAs) easily exceed the size of any available FPGA chip, namely
the number of available look-up tables (LUTs). Reducing the consumed resources, in
particular the size of the NFAs, is thus of paramount importance.

Approximate reduction via probabilistic distance. Various language-preserving au-
tomata reduction approaches exist, mainly based on computing (bi)simulation relations
on automata states [BG00, CM13]. The reductions they offer, however, do not satisty
the needs of high-speed hardware-accelerated NIDSes. To attack this problem, we have
recently proposed approximate reduction of NFAs, allowing for a trade-off between the
achieved reduction and the precision of the regex matching [CHH* 18, CHH* 19a].

To formalise the intuitive notion of precision, we proposed a novel probabilistic dis-
tance of automata. It captures the probability that a packet of the input network traf-
fic is incorrectly accepted or rejected by the approximated NFA. The distance assumes
a probabilistic model of the network traffic. Intuitively, the model concisely captures the
significant network traffic and drives the reduction towards automata that incorrectly ac-
cept or reject only insignificant packets. We considered two variants of an optimization
problem: 1) minimizing the NFA size given the maximum allowed error (distance from
the original), or 2) minimizing the error given the maximum allowed NFA size. Finding
such optimal approximations is, however, computationally hard (PSPACE -complete, the
same as precise NFA minimization).

Sub-optimal solutions. To overcome the complexity, we sacrifice the optimality and,
motivated by the typical structure of NFAs that emerge from a set of regexes used by
NIDSes (a union of many long “tentacles” with occasional small strongly-connected com-
ponents), we limit the space of possible reductions by restricting the set of operations



4.2. AUTOMATA REDUCTION FOR REGEX MATCHING IN HW 53

they can apply to the original automaton. Namely, we consider two reduction operations:
1) collapsing the future of a state into a self-loop (this reduction over-approximates the
language) and 2) removing states (such a reduction is under-approximating).

The problem of identifying the optimal sets of states on which these operations should
be applied is still PSPACE -complete. The restricted problem is, however, more amenable
to an approximation by a greedy algorithm. The algorithm applies the reductions state-by-
state in an order determined by a precomputed error labelling of the states. The process
is stoppped once the given optimization goal in terms of the size or error is reached. The
labelling is based on the probability of packets that may be accepted through a given state
and hence over-approximates the error that may be caused by applying the reduction at a
given state. As our experiments show, this approach can give us high-quality reductions
while ensuring formal error bounds.

Finally, it turns out that even the pre-computation of the error labelling of the states is
costly (again PSPACE -complete). Therefore, we propose several ways to cheaply over-
approximate it such that the strong error bound guarantees are still preserved. Particularly,
we are able to exploit the typical structure of the “union of tentacles” of the NFAs in an
algorithm that is exponential in the size of the largest “tentacle” only, which is indeed
much faster in practice.

Experimental evaluation. The complete experimental evaluation of the proposed re-
duction techniques can be found in [CHH*19a]. We present here only the key experi-
mental observations and conclusions. Note that after the approximate reduction, we use
the tool REDUCE [M ], implementing the state-of-the-art language-preserving reduction,
to further simplify the obtained NFAs

First, we observed that the error bounds obtained by the approximate error labelling
(driving the reduction) provide a very good approximation of the real probabilistic dis-
tance. On the other hand, the difference between the probabilistic distance (using the
traffic model) and the real traffic error (corresponding to an HTTP traffic sample) can
vary significantly for different REs (different NFAs). Since all experiments use the same
probabilistic automaton and the same traffic, this discrepancy is accounted to the different
set of packets that are incorrectly accepted by the reduced automata. If the probability
of these packets is adequately captured in the traffic model, the difference between the
distance and the traffic error is small and vice versa. We emphasise that there are no guar-
antees on the relationship between the probabilistic distance and the traffic error. These
observations demonstrate that a suitable traffic model is essential and that our approach
for building the model has certain limitations (see [CHH*19a] for more details).

Second, the results clearly demonstrate that we can often achieve a very significant re-
duction for a negligible loss of precision. For example, for the backdoor RE, represent-
ing a very challenging reduction problem (the original NFA has more than 1300 states),
our approach still provides significant reductions while keeping the traffic error small:
about a 5-fold reduction is obtained for the traffic error 0.03 % and a 10-fold reduction is
obtained for the traffic error 6.3 %. The practical impact of such reductions are discussed
in the next section.

Finally, we observed that the most time-consuming step of the reduction process is the
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computation of state labellings (it takes at least 90 % of the total time). The crucial ob-
servation is that the structure of the NFAs fundamentally affects the performance of this
step. The key reason behind this slowdown is the determinisation (or alternatively dis-
ambiguation) process required by the product construction underlying the state labelling
computation. The size of the product directly determines the time and space complexity of
solving the linear equation system required for computing the state labelling. Therefore,
it is essential to employ the cheap over-approximation of the state-labelling that allows
us to obtain the reduced automata for complex REs in a reasonable time: for example,
for the http-backdoor RE, the labelling took around 20 minutes and the consequent
optimisation and language preserving reduction around 6 minutes in the worst case.

Efficient lightweight labelling. In order to effectively handle significantly more com-
plex REs corresponding to NFAs with more then 10K states, we have also proposed a
lightweight state labelling [CHHT19b]. In contrast to the previous state-labelling tech-
niques using the probabilistic automaton, the lightweight approach directly uses a sample
of the network traffic to estimate the error for the states and to determine the states to be
removed. This method has two advantages: 1) it avoids the semi-automated construction
of the model that requires a network expert, and 2) it can scale to NFAs that are an order of
magnitude larger. Indeed, the disadvantage is that it does not provide any formal bounds
on the approximation error.

The lightweight approach also takes an advantage of particularities of standard net-
work traffic. Namely, given an NFA constructed from the REs of interest, we label its
states with their significance—the likelihood that they will be used during processing a
packet—, and then simplify the least significant parts of the automaton. The automata
reduction is implemented by two operations: 1) pruning that removes from the automaton
a set R of states considered as the most insignificant and 2) merging of states forming a
chain and having a similar significance. The significance of a state is determined using
a finite sample of the network traffic from the network node where the IDS is to be de-
ployed. The time complexity of the most expensive step, computing the state labelling,
is O(n?k) where n is the number of states of the NFA and k is the size of the training
traffic. Using 1M packets, the labelling took around 15 min for the NFA with 12K states.

4.2.1 Multi-stage regex matching architecture

In [CHH" 19b], we have proposed a concept of a multi-
stage RE matching unit that uses aggressive approximate
reductions, which do not preserve the language of the
NFA, to utilise FPGA resources efficiently. The archi-
tecture of the RE matching unit is composed of several
stages (see Fig. 4.2 for an example of a 3-stage architec-
ture). Every stage in the architecture contains an instan- Figure 4.2: An example of the
tiation of the RE matching engine described, i.e. a set multi-stage architecture with
approximate NFAs working in parallel. 3 stages.

stage 3
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The idea is that each of the stages will use different NFAs—starting with a bigger
number of smaller and imprecise NFAs and proceeding to smaller numbers of larger but
more precise NFAs—to decrease, in a resource-efficient way, the number of packets en-
tering the subsequent stage. Consider an NFA A that recognises the language L defined
by the REs in a given SNORT module. The first stage of the architecture contains many
copies of a small NFA A;, which over-approximates L, i.e., apart from all packets in L, it
also matches some packets not in L. All matched packets are then sent to Stage 2, which
contains less copies of a larger NFA A,, which over-approximates L, but more precisely
than A; (which is the reason it is larger—Iless precise approximations of L obtained by
our reduction are usually smaller than more precise ones).

The number of copies of A, can be smaller due to the fact that the traffic entering it
is just a fraction of the input traffic since Stage 1 has removed a significant number of
packets from further processing. Each subsequent stage contains an even smaller number
of even more precise (and, therefore, larger) NFAs. The final stage contains either copies
of A, in which case the output of the RE matching unit is exactly the packets from L
(precise matching), or as precise over-approximation of L as possible given the available
resources, in which case the last remaining false positives need to be removed in software.

Consider a set of approximate automata A = { Ay, ..., Ay} obtained using the reduc-
tion techniques from the input NFA A. Each NFA A; comes with two parameters: 1) its
size given as the number of LUTs obtained from its HW synthesis and (2) the probability
that it accepts an input packet — the probability is obtained from the evaluation using the
considered network traffic. Note that lower is better for both parameters. Given the set A,
we aim at obtaining a configuration of the multi-stage architecture that is as small and pre-
cise as possible. This gives rise to the following two optimisation problems: 1) minimise
the amount of resources used by the RE matching unit given a maximum speed of traffic
on its output and 2) minimise the speed of the traffic on the output of the last n-th stage
of the RE matching unit given a fixed amount of resources. These optimisation problems
lead to a mixed integer quadratically constrained program and can be easily solved by
existing solvers such as Gurobi [Gurl8§].

Experimental evaluation. Having relevant network traffic data is essential to evaluate
the performance and practical usefulness of the lightweight approximation and the pro-
posed RE matching architecture. We used data obtained from two measuring points of a
nation-wide Internet provider connected to a 100 Gbps backbone link. The testing data
was sampled over the time of 105 hours and contains around 210M packets. The training
data used for labelling the automata contained around 1M packets sampled at a differ-
ent time. The complete experimental evaluation can be found in [CHH'19b]. Here we
present only selected results.

First, we focus on the precision of the lightweight approximation, in particular, we
consider two important metrics: 1) acceptance precision AP expresses the ratio of cor-
rectly accepted packets to all accepted packets and hence characterises the error caused
by the over-approximation and 2) acceptance probability Prob captures what fraction of
the input traffic is accepted by the reduced NFA and passed to the next stage — this is
important for building efficient multi-stage architectures.
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Fig. 4.3 shows results for the NFA the describing 17-all RE, the most challenging
RE where the corresponding NFA has over 7K and 2.6M transitions. We observe that
the particular reduction techniques provide a very different quality of the trade-offs. In
particular, bfs (a simple breadth-first-search-based reduction used as the baseline), is not
capable to produce any useful approximation. Further, we can observe that merge-prune
dominates for reduction ratios lower than 0.3, but it is significantly outperformed by prune
for higher reduction ratios. The figures show that these trends are preserved for both of
our metrics. Note that, in this case, the original NFA accepts around 17 % of the traffic,
and using the prune technique, we obtain a reduced NFA having only a half of the states
with almost the same acceptance probability Prob.

Second, we explored whether the reduced NFAs can be compiled into a multi-stage
architecture with throughput of 100 Gbps and beyond. We synthesise the proposed archi-
tectures for a card with the Xilinx Virtex UltraScale+ VU9P FPGA chip, which contains
1,182k LUTs where 737k LUTs can be used for the RE matching. The remaining LUTs
are used for other necessary logic as routing the packets.

The table below presents results of precise architectures for the backdoor RE.

The table shows how the number of required LUTs

decreases with the increasing number of stages. In Precise

this case, using more than 4 stages does not bring speed || 1 stg | 2stg | 3 stg | 4 stg
any further reduction and contrarily introduces an 100 1236k | S6k | S0k | 50k
overhead (not reported here). The single stage archi- 200 ) 473k | 113k | 99k | 96k
tecture (i.e., the “1 stg” column), can process traf- 400 || 9406k | 223k | 194k | 186k

fic up to 200 Gbps only (the precise NFA consumes 3,695 LUTs). In order to process
400 Gbps, it is necessary to use the multi-stage architecture, in which case the one with

four stages gives the best results.

The table below presents results of precise architectures for the 1 7-a11 RE, our most

challenging example. The precise NFA consumes

27,650 LUTs, but more importantly, it is less Precise

amenable for approximate reduction because, in Sll)ggd 11 SSI%I[ 595;1% ;’;(;ﬁ gSSélg(
contrast to REs from SNORT, the RE is matched :

by many packets. Our best solution reduces the 17 % of traffic

input traffic from 100 Gbps to 17 Gbps and uses | SPeed || 1stg | 2stg| 3 stg | 4 stg
597k LUTs in two stages. Note that, the reduced 100 1.IM | 597k | 648k | 701k




NFA in the final stage has almost 100 % precision and thus only a small fraction of pack-
ets are misclassified.

Our experiments clearly demonstrate the practical potential of our approach. The key
observation is that the resource reductions provided by the particular multi-stage archi-
tectures directly depend on the characteristics of the underlying NFAs (both the precise
NFA and the reduced variants) and the typical traffic. Apart from the size of the precise
NFA, there are two crucial characteristics: (1) whether the number of packets accepted
by the precise NFA is low and (2) whether the reduction can compress the NFA while not
increasing the number of accepted packets too much. If both these conditions are met (as
for backdoor and other REs from SNORT), we observe drastic resource savings allow-
ing us to achieve throughput of the resulting IDSes going beyond 100 Gbps. Comparing
to the existing state-of-the-art solutions using GPUs and FPGAs for the HW-accelerated
deep packet inspection [ARS15, MKP16a, YJB*18], this throughput is unprecedented for
RE:s of such size and complexity.

On the other hand, if the original NFA is large, accepts many packets, and highly
precise reductions achieve only moderate reductions (as for 1 7—al1), the resulting multi-
stage architecture provides only moderate savings and ensuring 100 Gbps remains at the
edge of what we can achieve.

4.3 Future Research Directions

Our results have significantly improved the scalability of automated techniques for de-
signing approximate circuits with formal guarantees on the worst-case error. It is still
an open problem whether a similar scalability can be achieved also for more compli-
cated metrics such mean error or error rate (these metrics require counting), and for
non-arithmetic circuits having a more complex specification. Efficient approximation
of sequential circuits is also an open challenge with important practical applications. In
the area of HW-accelerated RE matching, it is essential to reconsider the existing encod-
ing schemes for NFAs to achieve efficient utilisation of the resources with respect to the
structure of over-approximate NFAs.

Further, we will focus on applying approximate circuits and automata in practically
relevant domains such as image and video processing or architectures for neural networks.
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Abstract. We propose an automated method for exploring kinetic parameters of
stochastic biochemical systems. The main question addressed is how the valid-
ity of an a priori given hypothesis expressed as a temporal logic property de-
pends on kinetic parameters. Our aim is to compute a landscape function that,
for each parameter point from the inspected parameter space, returns the quan-
titative model checking result for the respective continuous time Markov chain.
Since the parameter space is in principle dense, it is infeasible to compute the
landscape function directly. Hence, we design an effective method that iteratively
approximates the lower and upper bounds of the landscape function with respect
to a given accuracy. To this end, we modify the standard uniformization technique
and introduce an iterative parameter space decomposition. We also demonstrate
our approach on two biologically motivated case studies.

1 Introduction

The importance of stochasticity in biochemical processes having low numbers of mole-
cules has resulted in the development of stochastic models [12]. Stochastic biochemical
processes can be faithfully modeled as continuous time Markov chains (CTMCs) [9].
Knowledge of stochastic rate constants (model parameters) is important for the analysis
of system dynamics. Moreover, knowledge about how change in parameters influences
system dynamics (parameter exploration) is of great importance in tuning the stochastic
model. Prior knowledge of kinetic parameters is usually limited. The model identifica-
tion routine thus typically includes parameter estimation based on experimental data.
While parameter exploration and estimation is well-established for deterministic mod-
els, it has not yet been adequately addressed and sufficiently developed for stochastic
models. The purpose of this work is to develop practical and effective methods for exact
exploration of model parameters in stochastic biochemical models.

The main question addressed is how the validity of an a priori given hypothesis
expressed as a temporal property depends on model parameters. Parameter estimation

* This work has been supported by the Czech Science Foundation grant No. GAP202/11/0312.
M. Ceska has been supported by Ministry of Education, Youth, and Sport project No.
CZ.1.07/2.3.00/30.0009 — Employment of Newly Graduated Doctors of Science for Scientific
Excellence. D. Safranek has been supported by EC OP project No. CZ.1.07/2.3.00/20.0256.
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gives a single point in the parameter space where the values of model parameters maxi-
mize the agreement of model behaviour with experimental data. On the contrary, we of-
ten do not want to have a single objective but rather explore the property over the entire
parameter space. Our main goal is to compute a landscape function that for each param-
eter point from the inspected parameter space returns the quantitative model checking
result for the respective CTMC determined by the parameter point and the given prop-
erty. Since the inspected parameter space is in principle dense the set of parametrized
CTMC:s to be explored is infinite. It is thus not possible to compute the model checking
result for each CTMC individually.

As a temporal logic we use the bounded time fragment of Continuous Stochastic
Logic (CSL) [2] further extended with rewards [19]. For most cases of biochemical
stochastic systems the bounded time restriction is adequate since a typical behaviour is
recognizable in finite time intervals.

In this paper we consider the parameter exploration problem for stochastic biochem-
ical systems in terms of a landscape function that returns for each parameter point the
probability or the expected reward of the inspected CSL formula. We propose a method,
called min-max approximation, that computes the lower and upper approximations of
the landscape function. To compute the approximation for an arbitrary nested CSL for-
mula, we introduce the largest and smallest set of states satisfying the formula and
show how to compute such sets effectively using a new method called parametrized
uniformization. To compute the landscape function approximation with given accuracy
we employ iterative parameter space decomposition that divides the parameter space
into subspaces and allows to compute the proposed approximation independently for
each subspace. This decomposition refines the approximation and enables to reach the
required accuracy bound. We demonstrate our approach on two biologically motivated
case studies. In the first one, we demonstrate that parametrized uniformization allows
to approximate the transient probabilities of Schloegel’s model [24] for the inspected
parameter space. In the second case, our method is applied to parameter exploration of
bi-stability in mammalian cell cycle gene regulatory control [25]. Several techniques
have been employed [26,10] to analyze models of this kind, especially, it has been
shown that asymptotic solutions may disagree with the exact solution imposing thus a
challenge for more accurate computational techniques. Since in low molecular numbers
stochasticity can produce behaviour that significantly differs from asymptotic and de-
terministic dynamics, the parameter exploration method reflecting this phenomenon is
very important for computational systems biology.

In contrast to methods mentioned in the related work section, the accuracy of results
can be fully controlled and adjusted by the user. Similarly to these methods our method
is computationally intensive. However, it can be easily parallelized since the compu-
tation for each subspace is independent. Moreover, it can be also combined with fast
adaptive uniformization [9] and sliding window abstraction [16].

Related Work. To the best of our knowledge there is no other work on stochastic mod-
els employing CSL model checking to systematic parameter exploration. The closest
work is [22] where a CTMC is explored with respect to a property formalized as a
deterministic timed automaton (DTA). It extends [1] to parameter estimation with re-
spect to acceptance of the DTA. Approaches to parameter estimation [23,1,7] rely on
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approximating the maximum likelihood. Their advantage is the possibility to analyse
infinite state spaces [1] (employing dynamic state space truncation with numerically
computed likelihood) or even models with no prior knowledge of parameter ranges [7]
(using Monte-Carlo optimization for computing the likelihood). All these methods are
not suitable for computing the landscape function since they focus on optimizing a sin-
gle objective and not on global exploration of the entire requested parameter space.

Approaches based on Markov Chain Monte-Carlo sampling and Bayesian infer-
ence [13,17,18] can be extended to sample-based approximation of the landscape func-
tion, but at the price of undesired inaccuracy and high computational demands [6,4].
Compared to these methods, our method provides an exact result without neglecting
any singularities caused by possible discontinuities in the landscape function.

In [15], for a given parametrized discrete time Markov chain (DTMC) the problem
of synthesis for a probabilistic temporal logic is considered. The problem is reduced to
constructing a regular expression representing the property validity while addressing the
problem of expression explosion. Construction of the expression and also the proposed
reduction techniques rely on the discrete nature of DTMC. These techniques cannot
be successfully applied to CTMC since the complexity of the expression is given by
maximal number of events that can occur within the inspected time horizon. In a typical
biochemical system where time scales of individual reactions differ in several orders the
number of reactions that can occur is enormous.

Barbuti et al. [5] treat stochastic biochemical models with parameter uncertainty in
terms of interval discrete time Markov chains. They reduce quantitative reachability
analysis of uncertain models to reachability analysis of a Markov Decision Process.
However, no analogy to landscape function and automatized parameter decomposition
is considered. Moreover, our method deals with continuous time semantics.

2 Background

Stochastic Biochemical Systems. A finite state stochastic biochemical system .S is
defined by a set of N chemical species in a well stirred volume with fixed size and fixed
temperature participating in M chemical reactions. The number X; of molecules of each
species S; has a specific bound and each reaction is of the form u;S; + ...+ unySy —
V181 4+ ...+ vnSy where u;,v; € Ny represent stoichiometric coefficients.

A state of a system in time 7 is the vector X(¢) = (X;(¢),X2(¢),...,Xn(f)). When
a single reaction with index r € {1,...,M} with vectors of stoichiometric coefficients
U, and V, occurs the state changes from X to X' = X — U, +V,, which we denote as
X 5 X'. For such reaction to happen in a state X all reactants have to be in sufficient
numbers and the state X’ must reflect all species bounds. The reachable state space
of S, denoted as S, is the set of all states reachable by a finite sequence of reactions
from an initial state Xo. For each state X; we denote pred(X;) = {(j,7) | X; — X;} and
succ(X;) = {(j,7) | X; — X} the sets of all predecessors and successors, respectively,
together with indices of corresponding reactions. The set of indices of all reactions
changing the state X; to the state X; is denoted as reac(X;,X;) = {r | X; — X;}.
Henceforward the reactions will be referred directly by their indices.
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According to Gillespie [12] the behaviour of a stochastic system .§ can be described
by the continuous time Markov chain (CTMC) C = (S, X, R) where the transition ma-
trix R(i,j) gives the probability of a transition from X; to X;. Formally, R(i, ;) =
erreac(Xi,Xj)kV -G such that k. is a stochastic rate constant of the reaction r and

d . . .
Ci e/ ]'[f':] (),i’l-’ ) corresponds to the population dependent term of the propensity func-
tion where X;; is Ith component of the state X; and u; is the stoichiometric coefficient

of the reactant S; in reaction r.

Parameter Space. Let each stochastic rate constant k; have a value interval [k, ;']
with minimal and maximal bounds expressing uncertainty range of its value. A param-
eter space P induced by a set of stochastic rate constants k; is defined as the Cartesian
product of the individual value intervals P = [T [k, k]. A single parameter point
p € P is an M-tuple holding a single value of each rate constant p = (ki,,,...,kum,).
We consider only independent parameters, however, if correlated parameters can be
expressed as linear functions then our method can be still applied.

A stochastic system S, with its stochastic rate constants set to the point p € P is
represented by a CTMC C, = (S,Xo,R,,) where transition matrix R, is defined as
R,(i,)) = Y rereac(X; X;) Kr,  Cri- A set of parametrized CTMCs induced by the param-
eter space P is defined as C = {C, | p € P}. Henceforward, the states X; € S will be

denoted as s;.

Uniformization. Uniformization is a standard technique that for a given CTMC C =
(S,s0,R) computes the transient probability in time 7. For an initial state sy it returns a
vector T€#0 such that T4 (s') = Pry {® € Path®(so) | @@t = s’} for all states s’ € S,
where Pry, is a unique probability measure on all paths o starting in state so (denoted
as Path€(sy)) defined, e.g., in [21] and ®@¢ is the state on path  occupied at time ¢.
The transient probability in time ¢ is obtained as a sum of expressions giving the
state distributions after i discrete reaction steps weighted by the ith Poisson probability

Yige =€ 1" (qlf!’)l , the probability of i such steps occurring up to ¢, given the delay is ex-
ponentially distributed with rate g. Formally, nC504 = ¥ ;0. - 16500 . (QUMiflC))i
Zf:sLE Yige - TES00 (QUf(C)) where QUMf(C) is an uniformized infinitesimal generator
matrix defined as follows: QUf(C) (s, s') = R(f]’sl>, if s# s, and 1 — Y R(sq’s”), oth-
erwise, where g > max{EC(s) | s € S} such that E€(s) = Y5 R(s,s') is an exit rate
of the state s in CTMC (. Although the sum is in general infinite, for a given precision
€ the upper and lower bounds L¢, Re can be estimated by using techniques such as of
Fox and Glynn [11] which also allow for efficient computation of Poisson probabili-
ties ; 4+ In order to make the computation feasible the matrix-matrix multiplication is

reduced to a vector-matrix multiplication by pre-multiplying, i.e., £ . (Q“”if(c))i =
(nC,so,O . (Qunif(C))ifl) . Qunif(C).

Property Specification. We consider the bounded time fragment of CSL with rewards,
see [19] for definition of CSL with rewards. The fragment syntax is defined as follows.
A state formula @ is given as @ ::=true | a | =@ | @A D | P,[0] | Rw,[C¥] | R, [I7]
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where ¢ is a path formula given as ¢ ::= X ® | ® U/ ®, a is an atomic proposition,
~€e{<,<,>,>}, p€[0,1] is a probability, r € R is an expected reward and I = [a, b]
is a bounded time interval such that a,b € R>¢Aa < b. Operators G and F can be derived
in the standard way. In order to specify the reward properties, CTMCs are enhanced
with reward (cost) structures. Two types of reward structure are used. A state reward
p(s) defines the rate with which a reward is acquired in state s € S. A reward of ¢ - p(s)
is acquired if a CTMC remains in state s for ¢ time units. A transition reward 1(s;,s;)
defines the reward acquired each time the transition (s;,s;) occurs.

Let C = (S,s0,R,L) be a labelled CTMC such that L is a labelling function which
assigns to each state s € S the set L(s) of atomic propositions that are valid in state s.

A state s satisfies P, [0] (denoted as s & P, [0]) iff ProbC (s, 0) o Pry{o € Path®(s) |
o FE 0} satisfies ~ p. A path o satisfies X @ iff ®(1) E ® where (1) is the second state
on ®. A path o satisfies ® U/ W iff 3¢ € I.(0@t E WAV € [0,1).(0@1 F ®)).

Intuitively, a state s F R, [C='] iff the sum of expected rewards over Path®(s) cu-
mulated until ¢ time units (denoted as Exp€ (s, Xc<)) satisfies ~ p. Similarly, a state
s E R.,[I7] iff the sum of expected rewards over all paths ® € PathC(s) at time ¢ (de-
noted as ExpC€(s,X|~)) satisfies ~ p. A set Sato(®) = {s € S | s F ®} denotes the set
of states that satisfy ®.

The formal semantics of this fragment is defined similarly as the semantics of full
CSL and thus we refer the readers to original papers. In the following text all references
to CSL address this fragment. Model checking of CSL can be easily reduce to the
computation of transient probability, see [3,21] for more details.

3 Parameter Exploration

In this paper we propose an effective method for systematic and fully automatic pa-
rameter exploration of a given stochastic system with respect to a specified temporal
property and a parameter space. Let C be a set of parametrized CTMCs describing the
dynamics of the stochastic system S induced by the inspected parameter space P and
a CSL formula @ expressing the required behaviour. The problem of parameter explo-
ration is as follows: for each state s € S compute the landscape function K?’P :P—=R>p
that for each parameter point p € P returns the numerical value of the probability or the
expected reward for the formula ®. It means that we consider “quantitative” formulae in
the form @ ::= P_9[0] | R=o[C='] | R=»[I7"], i.e., the topmost operator of the formula ®
returns a quantitative result, as used, e.g., in PRISM [20]. Note that the formula ® can
contain nested probabilistic and reward operators whose evaluations define discrete sets
of states further used in the computation of the resulting numerical value. Therefore, the
corresponding landscape function is not in general continuous but only piecewise con-
tinuous. Also note that the landscape function is inherently bounded.

To solve the parameter exploration problem we extend global quantitative model
checking techniques enabling to compute for all states of a CTMC the numerical value
of the probability or the expected reward for formula ®. The most crucial part of the
problem is given by the fact that the parameter space P is continuous and thus the set C
is infinite. Therefore, it is not possible to employ the global quantitative model checking
techniques for each CTMC (,, € C individually.
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Our approach to this problem is based on a new technique which we call min-max ap-
proximation. The key idea is to approximate the landscape function ADF using a lower
bound minﬁb‘P = min{A* (p) | p € P} and an upper bound maxy ™ = max{A{* (p) | p €
P}. Since the computation of the exact bounds is computationally infeasible, we further

P

. . o . P @,
approximate these bounds, i.e., we compute approximations min; = and maxs; ~ such

that minﬁp’P < min;D'P and max?’P > max?’P. Although the proposed min-max approx-
imation provides the lower and upper bounds of the landscape function, it introduces
an inaccuracy with respect to parameter exploration, i.e., such approximation can be
insufficient for the inspected parameter space P and the given formula ®. Formally, the
inaccuracy for a state s is given as the difference max?’P — ming}’P.

A significant advantage of the min-max approximation is that it allows us to itera-
tively decrease the inaccuracy to a required bound. The key idea is based on iterative
parameter space decomposition where the parameter space P is divided into subspaces
that are processed independently. The result of such computation is an approximation
of the lower bound minf)"P" and the upper bound max?’P" for each subspace P;. Such de-
composition provides more precise approximation of the landscape function AP and
enables to reach the required accuracy bound.

In order to effectively compute the min-max approximation for the given formula we
design a new method called parametrized uniformization allowing to efficiently approx-
imate the transient probabilities for the set C of parametrized CTMCs. The key idea is to
modify standard uniformization [14] in such a way that an approximation of the mini-
mal and maximal transient probability with respect to the set C can be computed. More-
over, the proposed modification preserves the asymptotic time complexity of standard
uniformization. Following the model checking method for non-parametrized CTMC
presented in [3,21], the result of parametrized uniformization is further used to obtain
the min-max approximation of the landscape function ADP

We are aware that the landscape function could be computed by using standard uni-
formization to obtain precise values in grid points which could be afterwards interpo-
lated linearly or polynomially. Using adaptive grid refinement such an approach could
also provide an arbitrary degree of precision with computation complexity of the same
asymptotic class as our method. However, the obtained result would be a general ap-
proximation not providing the strict minimal and maximal upper bounds. On the con-
trary, our min-max approximation guarantees upper and lower estimates without ne-
glecting any singularities caused by possible discontinuities in the landscape function
that we consider to be an important feature.

4 Min-Max Approximation

To effectively compute the proposed min-max approximation for an arbitrary nested
CSL formula we introduce the largest and smallest set of states satisfying property ®.
Let C be a set of labelled parametrized CTMCs over the parameter space P such that

C={(C,| p € P} whereeach C, = (S,s0,R,,L). The maximal set of states satisfying ®,

denoted by Satg(d)), is defined as Satg (D) = Uc,ecSatc,(®). The minimal set of

states satisfying @, denoted by Saté (@), is defined as Saté (0) = Ne,ecSatc, (P).
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Since the set C is not finite, this definition is not constructive and does not allow to
obtain the sets Satg (@) and Saté (®). Therefore, we define satisfaction relations F
and F that give an alternative characterization of these sets and allow us to effectively
compute their approximations.

For any state s € S relations s =t @ and s = ® are defined inductively by:

sET true A sFE | true, foralls €S sFrassElasaclLl(s)
sET O SsFE O sE; D SsFET O
S':T(DA\P <:>S':T(DAS':T\P S':lq)/\\P <:>s|=l<1)/\s|:L‘P
C C
sET P<,[0)] @Probé(s,q)) <p sEL P<,[0] @Probg(s,Q)) <p
sETP>,[0] < Prob{(s,9) >p sELP>,[0] < Prob|(s,9) >p
s ET R<p[I7] @Expf(s,X,:z) <p sEL R<p[I7] @Expg(s,XFz) <p
sET R, [17] @Exp?(s,X.:r) >p sELRs,[17] @Expj:_(s,x.:r) >p
sET Rop[CS] & ExpS(s.Xca) <p sFLR<,[CS] & ExpS(s,Xca) < p
sET Rsp[CH] @Expg(s,xcgr) >p sE L Rsp[CH] @Expf(s,xcg) >p
where

ProbT(v,(])) & max{Prob%(s,9) | C, € C}

ProbL(s,(b) = min{Prob% (s,0) | C, € C}

Exp—r (5,X) & max{Exp(s,X) | C, € C} for X € {Xj~,Xc<}

ExpS (5,X) “ min{Exp% (s,X) | C, € C} for X € {X=r,Xc=}

By structural induction it can be proved that Vs € S : s € Satg(tb) = sF7T ® and
sEF, d=s¢€ Saté (®). This characterization allows us to define an approximation
Satl(®) and Sats (@) in the following way. For all s € S : s € Satl (®) Y s Er @
and s € Sat (P) p 4 F* @ where the definition of =% and * differs from the defini-
tion of Fr and F | such that the exact values Probg (s,9), Probi (s,9), Exp(T: (s,X) and

Expf (s,X) are replaced by approximate values ProbS (s, ), Prob€ (s,0), ExpS (s, X)
and Expf (s,X), respectively, that satisfy the following:

Probg(s,q)) > Prob—cr (s,0) A Probj:_ (5,9) < ProbE (s,9)
Expg (5,X) > Exp$ (5, X) A\ ExpE(S,X) < Expf(s,X) for X € {Xj=,Xc< }.

Since we get that Vs € S: s € Satd (@) = s, @ =sF; d=>s€ Saté(dD) and also
5 € Sate(®) = s ® = s F D = 5 € Sat] (P), the sets Sat(: (@) and Sars (®) give us
the correct approximations of the sets Satg(tb) and Saté (D), ie., Satg (@) C Sat/,(®)
and Sat (®) C Sarg ().

In contrast to the exact values their approximations can be efficiently computed us-

ing the parametrized uniformization. Therefore, we can also effectively obtain the ap-
proximated sets Sat( (@) and Sarés (®) that are further used in the computation of the
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min-max approximation. Formally ming ™" = = Prob$(s,0) and ma = Prob&(s,0) if
the topmost operator of the formula @ is P_[0]. Similarly, min{* = Exp €(s,X) and

maxy? = Exp (s,X) for X = X< and X = X~ if the topmost operator of the formula
@ is R_9[C="] and R_[I7"], respectively.

5 Parametrized Uniformization

The most important step of the proposed min-max approximation is for each state s to
compute the values Prob€ (s, ), Prob$ (s,9), ExpS(s,X) and Exp§ (s,X) where C is an
infinite set of parametrlzed CTMCs, ¢ is an arbitrary path formula and X € {Xc<, Xj= }.
In order to efficiently obtain these values we employ parametrized uniformization. It is
a techmque that for the given set C, state s € S and time ¢ € R>¢ computes vectors nc ot

and ¢ s ' such that for each state s’ € S the following holds:
1 (s') > max{ns(s') | G, € €} A 7S (s) < min{n%*(s') | G, e €} (1)

The key idea of parametrized uniformization is to modify standard uniformization in
such a way that for each state 5" and in each iteration i of the computation we locally
minimize (maximize) the value &/ (s") with respect to each Cp € C. It means that in
the ith iteration of the computation for a state s’ we consider only the minimal (maximal)
values of the relevant states in the iteration i — 1, i.e., the states that affect the value of
state s’. We show that the local minimum and maximum can be efficiently computed
and that it gives us values satisfying Equation 1.

Let Q"(C) be an uniformized infinitesimal generator matrix for a set C of parametr-
ized CTMC:s defined as follows:

G e
Qumf ( ) { ZrEreac X; X )k l[mtu if i 7& J

Cri .
11— 2[#12r6reac X;, X;) Kr k Gmax otherwise.

2

where gmax > Emax = max{E(s) | C, € C,s € S} and k, is a variable from [k;-, &, .

For sake of simplicity, we present only the method allowing to efficiently compute
the vector ng’”, since the computation of nf”s’t is symmetric. We start with the trivial
observation that vectors T (initial probability distributions, e.g., n%*0(s') = 1, if
s =5/, and 0, otherwise) are equal for all C, € C. Therefore 1¢*0 = nc S0 — G0 for
all C, € C. In order to present parametrized uniformization, we mtroduce an operator
O such that for each s’ € S the following holds:

(C” 7 (Que ))<s’>2max{<n@~vv°~(Q“"if(fﬂ>)i)<s/>|cpeC}-

Moreover we further require that vectors from the previous iteration can be used, in par-

ticular, 71:T O (QUf(©)) = ( C30 o (Quif(©)yi- 1)@ Q"f(C), The operator ©
\

returns a vector T’ € R‘ < containing for each state s; € S the maximal possible proba-
bility after a single discrete step of a DTMC obtained by uniformization of any CTMC
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Cp. e, (n oT Q“"if(c)) (5) max{ (11: : Q“”if(cp)> (s)|pe P} =1/, (s) where T is a

general vector. Since ZTC/T (i) > 1, the vector n’T is no longer a state distribution.
To show how the operator ® is computed let G(s;) be an algebraic expression de-
fined as the part of the vector-matrix multiplication for state s;. For each s; € S we get

o(s;) = (n-Q“”if(C)) (si) = Z‘J.S:laln(j) -Quif(C) (j,i). Rewriting o(s;) by Equation 2
and using the sets pred(s;) and succ(s;) we obtain the following:

+n(i)(1 > kr-C”i> 3)
(J.r)

€succ(s;) YGmax

)= X wlj)ke

(j.r)Epred(s;) Gmax

The first summand in Equation 3, indexed over predecessors of s;, corresponds to the
probability mass inflowing into state s; through all reactions. The second summand cor-
responds to the portion of probability mass remaining in s; from the previous iteration.
The operator ® locally maximizes expression 6(s) for all s € S with respect to P,
ie., (n OT Q“"if(c>) (s) = max{c,(s) | p € P} where G,(s) is the evaluation of o(s)
in the parameter point p = (ki,,...kuy,). First, we show that to compute expression
ng:_,s,o OT (Q”"if(c))i it is sufficient to consider only maximal values from the previous
iteration, i.e., vector n?"‘v"o O (QUf(€))i=1 Note that Vs; € S. mt(i) > 0 and V(j,r) €
pred(s;) Usucc(s;). k- >0 A Cj > 0. Moreover, since gmax > Emax > 0, we get that
(1 =3(j,r esuce(s) kr - qc,,;ix) >(1- ‘3:::) > 0. Now, we can see from Equation 3 that in
order to maximize o(s;) maximal values of 7(i) for each 0 <i < |S| have to be taken.
Second, we show how to determine p = {ki,...,ky } € P such that 6(s;) is evaluated

as a maximum. Equation 3 can be rewritten in the following way:

Y kr.n(j)'cr’j + Y k,.n(j)'cnj—“(i)'cr,i -y kr,n<i)'cr,i

(jir)€in qmax (j.r)€Einout Gmax (jr)eout dmax

o(si) =

where in = pred(s;) \ succ(s;), inout = pred(s;) Nsucc(s;) and out = succ(s;) \ pred(s;).
The three sums range over disjoint sets of reactions. The first sum represents all incom-
ing reactions that do not have an outgoing counterpart, for these k, = k", since they only
increase o(s;). The second sum represents reactions flowing into s; as well as flowing
out of s;. In this case, expression ©t(j) - C;. j — (i) - Cy.; has to be evaluated. If it is posi-
tive, k, = k", otherwise, k, = k;-. The last sum represents only reactions flowing out of

s; and hence k, = k;-. The operator ® is now computed as (TE oT Q“”if(c)) (si) =0(s;)

where each &, inside 6(s;) is chosen according to the aforementioned rules.

The computation of TEE’S’[ is symmetric to the case of Tt?r’s". It means that we define
the operator ® which locally minimize expression 6(s) for all s € S with respect to P.
In order to minimize o(s;) it is sufficient to inverse the aforementioned rules.

Vectors ng’” and nf"” are now computed similarly as in the case of standard uni-
formization, i.e., n°*" = Zfi,‘g Yige 10 O, (QUNFIC)) where x € { L, T}. To obtain
the required values Prob$ (s, ¢), Prob$ (s,0), Exp$(s,X) and Exp$ (s,X), we employ
the standard model checking technique [3,21] where transient probability nCst for a

non-parametrized CTMC ( is replaced by vectors ng’s” and nf‘s’t.
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Compared to standard uniformization, only a constant amount of additional work has
to be performed in order to determine parameter values. Therefore, asymptotic com-
plexity of parametrized uniformization remains the same as standard uniformization.

6 Parameter Space Decomposition

Before we describe parameter space decomposition — a method allowing to reduce the
inaccuracy of the proposed min-max approximation — we briefly discuss the key char-
acteristics of parametrized uniformization. The most important fact is that parametrized
uniformization for the set C in general does not correspond to standard uniformization
for any CTMC (, € C. The reason is that we consider a behaviour of a parametrized
CTMC that has no equivalent counterpart in any particular C,. First, the parameter &,
in Equation 3 is determined individually for each state. Therefore, in a single iteration
k, =k, for one state and k, = k;- for another state. Second, the parameter is determined
individually for each iteration and thus for a state s; the parameter k, can be chosen
differently in individual iterations.

Inaccuracy of the proposed min-max approximation related to the computation of

. . .. . . . P ®.P
parametrized uniformization, called unification error, is given as (max; ™ — maxs ")

o.P

N . @, e . .
+(ming " — ming " ). Apart from the unification error our approach introduces an inac-

curacy related to approximation of the landscape function ASPi called approximation

. P . DP L. . .
error, given as maxs  — min, . Finally, the overall error of the min-max approxi-

mation, denoted as Err?’P, is defined as a sum of both errors, i.e., Err?'P = max?’P —
min?’P. Fig. 1 illustrates both types of errors. The approximation error is depicted as
blue rectangles and the unification error is depicted as the red rectangles.

We are not able to effectively distinguish the proportion of the approximation error
and the unification error nor to reduce the unification error as such. Therefore, we design
a method based on the parameter space decomposition that allows us to effectively
reduce the overall error of the min-max approximation to a user specified absolute error
bound, denoted as ERR.

In order to ensure that the min-max approximation meets the given absolute error
bound ERR, we iteratively decompose the parameter space P into finitely many sub-
spaces such that P =P U...UP, and each partial result satisfies the overall error bound,

ie,VseS: max?’P" — min?’P" < ERR. Therefore, the overall error for each state s € S

equals to EI’I’?’P = 2?:1 |‘PP'|‘ (max;b’Pi fmin?’Pi) < 2?:1 |‘PP'|‘ ERR = ERR. Fig. 1 illus-

trates such a decomposition and demonstrates convergence of Errf)"P" to 0 provided that
. DP; . .

the function A; ' is continuous.

For sake of simplicity, we present parametric decomposition on the computation of
ng’” since it can be easily extended to the computation of Prob$ (s,), Prob$ (s, ),
Exp§(s,X) and Exp (s, X). If during the computation in an iteration i for a state s’ € S
holds that (ng“?’o o1 (Q““if(c))i) (s") — (ngs’o on} (Q“"if(c))i) (s') > ERR we cancel
the current computation and decompose the parameter space P to n subspaces such
that P =P; U... UP,. Each subspace P; defines a new set of CTMCs C; = {C;j | j €
P;} that is independently processed in a new computation branch. Note that we could
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— precise landscape function
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Fig. 1. Illustration of the min-max approximation computation of the landscape function X?’P for
an initial state s, property ® and parameter space P = [0,0.4]. Left graph shows the decomposition
of P into 5 subspaces for absolute error bound ERR = 0.32. Right graph shows a more refined
decomposition for ERR = 0.16 resulting in 10 subspaces. This decomposition reduces both types
of errors in each refined subspaces. The exact shape of X?’P is visualized as the black curve.

reuse the previous computation and continue from the iteration i — 1. However, the most
significant part of the error is usually cumulated during the the previous iterations and
thus the decomposition would have only a negligible impact on error reduction.

A minimal decomposition with respect to the parameter space P defines a minimal
number of subspaces m such that P =P; U... UP,, and for each subspace P; where

1 < j < m holds that Err;D’Pj < ERR. Note that the existence of such decomposition is
guaranteed only if the landscape function ASP is continuous. If the landscape function
is continuous there can exist more than one minimal decomposition. However, it can
not be straightforwardly found. To overcome this problem we have considered and im-
plemented several heuristics allowing to iteratively compute a decomposition satisfying
the following: (1) it ensures the required error bound whenever l?’P is continuous, (2)
it guarantees the refinement termination in the situation where X;D’P is not continuous
and the discontinuity causes that ERR can not be achieved. To ensure the termination an
additional parameter has to be introduced as a lower bound on the subspace size. Hence
this parameter provides a supplementary termination criterion.

7 Case Studies

We implemented our method on top of the tool PRISM 4.0 [20]. We run all experiments
on a Linux workstation with an AMD Phenom' " 1T X4 940 Processor @ 3GHz, 8 GB
DDR2 @ 1066 MHz RAM. We used PRISM version 4.0.3. running with sparse engine,
since this engine is typically faster than its symbolic counterparts due to efficient matrix
vector multiplication.

Schloegl’s Model. We use Schlogel’s model [24] to demonstrate the practicability of
our method for parameter exploration with respect to basic transient analysis. It is the
simplest biochemical reaction model for which stochasticity is crucial due to bi-stability
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Fig. 2. Species X distribution at 20 time units for k7 € [0.029,0.031] (in s~!). The two presented
cases differ in absolute error bound: (left) ERR = 0.01, (right) ERR = 0.001.

— existence of two different steady states to which the species population can (nonde-
terministically) converge. The model is defined by the following reactions [8]: 2X k#
3X,3X 32X, 08 x, x 5 0, k; =0.035 1 ko = 107451 k3 = 2005~ ! ks = 3.55~ .
Deterministic formulation of the model by means of ordinary differential equations
(ODE) predicts for k; € [0.0285,0.035] two steady states to which the population con-
verges in the horizon of 20 time units. We will focus on the range k; € [0.029,0.031].
Under the deterministic setting, from any initial state the dynamics evolves to a single
steady state. In the noisy setting [26], the population of molecules distributes around
both steady states (in short time perspective, here 20 time units). In long time perspec-
tive, the population oscillates around both steady states.

We focus on the short time-scale — to analyze the population of X at time 20 start-
ing from the initial state where the number of X is 250. According to the respective
ODE model, the population always converges to an asymptotic steady state X;; < 1000.
Considering this as an assumption it allows us to bound the state space. The correspond-
ing CTMC has 1001 states and 2000 transitions. The goal of the analysis is to explore
how the observed distribution is affected when perturbing k; in the range [0.029,0.031].
By executing our method for the absolute error bound ERR = 0.01 we got the result vi-
sualized in Fig. 2 (left). It can be directly seen that for each parameter point there is
a non-zero probability that some individuals reside near the higher steady state while
some reside near the lower steady state at time 20. The jumps that are mostly observable
in distributions around the higher steady state are caused by the approximation error.
Computation with a one order lower error gives a smooth result, see Fig. 2 (right).

The computation required 7.36- 10° iterations of the parametrized uniformization.
The parameter decomposition resulted in 76 subspaces for ERR = 0.01 and 639 sub-
spaces for ERR = 0.001. The overall computation took 2 and 16.5 hours, respectively.

Gene Regulation of Mammalian Cell Cycle. We have applied the min-max approxi-
mation to the gene regulation model published in [25], the regulatory network is shown
in Fig. 3a. The model explains regulation of a transition between early phases of the
mammalian cell cycle. In particular, it targets the transition from the control G-phase
to S-phase (the synthesis phase). Gj-phase makes an important checkpoint controlled
by a bistable regulatory circuit based on an interplay of the retinoblastoma protein
PRB, denoted by A (the so-called tumour suppressor, HumanCyc:HS06650) and the
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Gene a interactions  Gene b interactions Property #iter. # subsp. time[h]

a—a+A 1 b—b+B 005 (la)  1.2:10° 153 9

' aB—aB+A 1 bB—bB+B 1 (2a)  2.0-10° 69 55

A+4a<raA 100;10 A+b <« bA 100;10 (3a)  2.0-10° 66 4.5

@ B+a<»aB 100;10 B+b <« bB 100510 (1b)  4.0-10° 159 10.5
Protein degradation (2b)  4.0-10° 132 8
A— Ya B— Ya (3b)  4.0-10° 80 5

(a) (b) ()

Fig.3. (a) Two-gene regulatory circuit controlling G;/S transition in mammalian cell cy-
cle. (b) Stochastic mass action model of the G;/S regulatory circuit — a,b represent genes,
aA,aB,bA,bB represent transcription factor-gene promoter complexes (¢) Computation results.

retinoblastoma-binding transcription factor E> Fj, denoted by B (a central regulator of a
large set of human genes, HumanCyc:HS02261). In high concentration levels, the E>Fj
protein activates the G/S transition mechanism. On the other hand, a low concentration
of E»F| prevents committing to S-phase.

Positive autoregulation of B causes bi-stability of its concentration depending on the
parameters. Especially, of specific interest is the degradation rate of A, y4. In [25] it is
shown that for increasing y4 the low stable mode of B switches to the high stable mode.
When mitogenic stimulation increases under conditions of active growth, rapid phos-
phorylation of A starts and makes the degradation of unphosphorylated A stronger (the
degradation rate Y4 increases). This causes B to lock in the high stable mode implying
the cell cycle commits to S-phase. Since mitogenic stimulation influences the degrada-
tion rate of A, our goal is to study the population distribution around the low and high
steady state and to explore the effect of y4 by means of the landscape function.

We have translated the original ODE model into the framework of stochastic mass
action kinetics [12]. The resulting reactions are shown in Fig. 3b. Since the detailed
knowledge of elementary chemical reactions occurring in the process of transcription
and translation is incomplete, we use the simplified form as suggested in [10]. In the
minimalistic setting, the reformulation requires addition of rate parameters describing
the transcription factor—gene promoter interaction while neglecting cooperativeness of
transcription factors activity. Our parametrization is based on time-scale orders known
for the individual processes [27] (parameters considered in s~ 1. Moreover, we assume
the numbers of A and B are bounded by 10 molecules. Upper bounds for A and B are
set with respect to behaviour of an ensemble of stochastic simulations. We consider
minimal population number distinguishing the two stable modes. All other species are
bounded by the initial number of DNA molecules (genes a and b) which is conserved
and set to 1. The corresponding CTMC has 1078 states and 5919 transitions.

We consider three hypotheses: (1) stabilization in the low mode where B < 3, (2) sta-
bilization in the high mode where B > 5, (3) stabilization in the high mode where B > 7
((3) is more focused than (2)). All the hypotheses are expressed within time horizon
1000 seconds reflecting the time scale of gene regulation response. We employ two al-
ternative CSL formulations to express each of the three hypothesis. According to [25],
we consider the parameter space y4 € [0.005,0.5].

First, we express the property of being inside the given bound during the time inter-
val I = [500, 1000] using globally operator: (1a) P»[G! (B < 3)], (2a) P»[G! (B > 5)]
and (3a) Ps[G! (B > 7)]. The interval starts from 500 seconds in order to bridge the
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Property (1b) (2b) (3b) (1a)

1074 State #0  (A=0, B=0, a=0, b=0, aA=0, aB=1, bA=0, bB=1) [B<3] [B55] |E=F] & 11000
State #997 (A=10, B=0, a=1, b=1, aA=0, aB=0, bA=0, bB=0) B>7 ~
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Fig. 4. Landscape functions of properties (/a,1b,2b,3b) for y4 € [0.005,0.5] (in s~ ') and initial
states #0, #997 and #1004. The left Y-axis scale corresponds to (/a), the right to (1b,2b,3b).

initial fluctuation region and let the system stabilize. Since the stochastic noise causes
molecules to repeatedly escape the requested bound, the resulting probability is signif-
icantly lower than expected. Namely, in cases (2a) and (3a) the resulting probability is
close to 0 for the whole parameter space. Moreover, the selection of an initial state has
only a negligible impact on the result. Therefore, in Fig. 4 only the resulting probability
for case (1a) and a single selected initial state is visualized.

Second, we use a cumulative reward property to capture the fraction of the time
the system has the required number of molecules within the time interval [0, 1000]:
(1) R[CS')(B < 3), (2b) R9[CS](B > 5), (3b) R9[C='](B > 7) where ¢ = 1000
and R.9[C='](B ~ X) denotes that state reward p is defined such that Vs € S.p(s) = 1
iff B ~ X in s. The result is visualized for three selected initial states in Fig. 4.

Fig. 4 also illustrates inaccuracy of our approach with respect to the absolute error
bound ERR = 0.01 by means of small rectangles depicting approximations of the re-
sulting probabilities and expected rewards. The analyses predict that the distribution of
the low steady mode interferes with the distribution of the high steady mode. It con-
firms bi-stability predicted in [25] but in contrast to ODE analysis our method shows
how the population of cells distributes around the two stable states. Results of computa-
tions including the number of iterations performed during parametrized uniformization,
numbers of resulting subspaces and execution times in hours, are presented in Fig. 3c.

Finally, to see how degradation rates of A and B cooperate in affecting property (3b),
we explore two-dimensional parameter space (Ya,Yp) € [0.005,0.1] x [0.05,0.1]. The
computation also required 4.0 - 10° iterations of the parametrized uniformization, the
parameter decomposition resulted in 143 subspaces for ERR = 0.1 and the overall ex-
ecution took 14 hours. Fig. 5 illustrates the computed upper bound of the landscape
function for initial state #0 and the absolute error. The result predicts antagonistic rela-
tion between the degradation rates which is in agreement with the ODE model [25].
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Upper bound of lanscape function Error of computation
0.1 1000 100
900 90
800 80
0.0825
700 70
600 60
0.0725 500 50
400 40
300 30
0.0625
200 20
100 10
0.05 0 0
0.005  0.02375  0.0525  0.07125 0.1

Fig. 5. Landscape function for property (3b), initial state #0 (A = 0,B =0,a = 0,b = 0,aA =
0,aB = 1,bA = 0,bB = 1) and two-dimensional parameter space (Ys,yp) € [0.005,0.1] x
[0.05,0.1] (represented in s~! by X and Y axes, respectively). On the left, the upper bound of
the landscape function is illustrated. On the right, the absolute error given as difference between
computed upper and lower bounds is depicted. In both cases the color scale is used.

8 Conclusions

We have introduced the parameter exploration problem for stochastic biochemical sys-
tems as the computation of a landscape function for a given temporal logic formula.
The key idea of our approach is to approximate the lower and upper bounds of the land-
scape function. To obtain such approximation for an arbitrary nested CSL formula, we
compute the largest and smallest set of states satisfying the formula using parametrized
uniformization. This allows to approximate the minimal and maximal transient proba-
bility with respect to the parameter space. In order to reach a required error bound of the
proposed approximation, we iteratively decompose the parameter space and compute
the approximation for each subspace individually. We have demonstrated our approach
to the parameter exploration problem on two biologically motivated case studies.

The experiments show that our method can be extremely time demanding and thus in
our future work we will focus on its acceleration. We plan to apply techniques allowing
to accelerate the underlying transient analysis [9,16] and more efficient heuristics for
the parameter space decomposition. Moreover, our method can be easily parallelized
and thus a significant acceleration can be obtained.
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Abstract We consider the problem of synthesising rate parameters for stochastic biochem-
ical networks so that a given time-bounded CSL property is guaranteed to hold, or, in the
case of quantitative properties, the probability of satisfying the property is maximised or
minimised. Our method is based on extending CSL model checking and standard uniformi-
sation to parametric models, in order to compute safe bounds on the satisfaction probability
of the property. We develop synthesis algorithms that yield answers that are precise to within
an arbitrarily small tolerance value. The algorithms combine the computation of probability
bounds with the refinement and sampling of the parameter space. Our methods are precise
and efficient, and improve on existing approximate techniques that employ discretisation
and refinement. We evaluate the usefulness of the methods by synthesising rates for three
biologically motivated case studies: infection control for a SIR epidemic model; reliability
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analysis of molecular computation by a DNA walker; and bistability in the gene regulation
of the mammalian cell cycle.

1 Introduction

Biochemical reaction networks are a convenient formalism for modelling a multitude of
biological systems, including molecular signalling pathways, logic gates built from DNA
and DNA walker circuits. For low molecule counts, and assuming a well-mixed and fixed
reaction volume, the prevailing approach is to model such networks using continuous-time
Markov chains (CTMCs) [20]. Stochastic model checking [31], implemented in programs
such as PRISM [32], allows the analysis of the model behaviour against temporal logic
properties expressed in continuous stochastic logic (CSL) [3]. For instance, the reliability
and performance of DNA walker circuits are evaluated using properties such as “what is the
probability that the walker reaches the correct final anchorage within 10 min?”’. We envision
biochemical devices that implement biosensors and medical diagnostic systems, and hence
ensuring appropriate levels of reliability is important.

Stochastic model checking assumes that the model is fully specified, including reaction
rate constants. However, the reaction rates can be unknown or given as estimates that typically
include some measurement error. In spite of this uncertainty, one might want to still demon-
strate robustness and reliability of a synthetic molecular device. Or, one might be interested
in the identification of parameter values that reproduce experimentally observed behaviour.
The parameter synthesis problem, studied for CTMCs in [13,23], assumes a formula and a
model whose rates are given as functions of parameters, and aims to compute the parameter
valuations that guarantee the satisfaction of the formula. Previously the parameter synthe-
sis problem was solved for CTMCs approximately, and only for probabilistic time-bounded
reachability [23]. In this paper, we address the parameter synthesis problem for stochastic
biochemical reaction networks for the full time-bounded fragment of the (branching-time)
logic CSL [3]. We formulate two variants: threshold synthesis, which inputs a CSL formula
and a probability threshold and identifies the parameter valuations which meet the thresh-
old, and max synthesis, where the maximum probability of satisfying the property and the
maximizing set of parameter valuations are returned.

We develop efficient synthesis algorithms that yield answers with arbitrary precision.
The algorithms exploit a recently published technique that computes safe approximations
to the lower and upper bounds for the probability to satisfy a CSL property over a fixed
parameter space [11]. Our algorithms automatically derive the satisfying parameter regions
through iterative decomposition of the parameter space up to a given tolerance value. We
also demonstrate a significant speed-up of the max synthesis algorithm through the use of
a sampling-based heuristic. The method is demonstrated using three case studies: the SIR
epidemic model [27], where we synthesize infection and recovery rates that maximize the
probability of disease extinction; the DNA walker circuit [17], where we derive stepping rates
that ensure a predefined level of reliability; and a gene regulation model of the mammalian
cell cycle [11], where we investigate degradation rates that lead to bi-stability.

This work is an extended version of [13], where we first introduced parameter synthesis
problems and algorithms for CTMCs. In this version, we provide a rigorous treatment of the
method to compute safe probability bounds and extend the approach to reward operators. We
also include an additional case study on the gene regulation of the mammalian cell cycle.
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1.1 Structure of the paper

In Sect. 2 preliminary definitions are given. In Sect. 3, we introduce the threshold problem and
the max synthesis problem. In Sect. 4, we describe the methods to bound the probability of a
formula for a fixed parameter region. These methods are then used in the synthesis algorithms
that are described in Sect. 5. In Sect. 6, case studies and results of synthesis experiments are
discussed. Related work is discussed in Sect. 7. Concluding remarks are given in Sect. 8.

2 Background

This section introduces the main concepts relevant for model checking of (parametric)
continuous-time Markov chains and stochastic modelling of biochemical reactions.

2.1 Parametric CTMCs

Before we introduce parametric CTMCs, we recall the standard definition of CTMCs and
describe the uniformisation procedure that is employed for their model checking based on
[31].

Definition 1 [Continuous-time Markov chain (CTMC)] ACTMCisatupleC = (S, mo, R, L)
where:

— S is a finite set of states;

— 1o : S — [0, 1] is the initial state distribution where Zses wo(s) = 1;

— R: S x § — Ry is the rate matrix; and

— L : S — 247 is a labelling function mapping each state s € S to the set L(s) € AP of
atomic propositions that hold true in s.

A transition between states s, s’ € S canoccuronly if R(s, s’) > 0and, in that case, the proba-
bility of triggering the transition within time 7 is 1 —e ~R(s-s ") The time spentin state s, before
a transition is triggered, is exponentially distributed with exit rate E(s) = >, ¢ R(s, s'),
and when the transition occurs the probability of moving to state s’ is given by RS(’SS)/) .

A CTMCC = (S, mo, R, L) can be extended with a reward structure (o, ¢t). p : § = R>o
is called state reward and defines the rate with which a reward is acquired in state s € S,e.g.a
reward of 7o (s) is acquired if C remains in state s for ¢ time units. The function: S xS — Rxo
defines the transition reward, such that ((s;, s ;) describes the reward acquired each time the
transition (s;, s;) occurs.

We now describe the computation of transient probabilities for CTMCs, based on standard
uniformisation (also called Jensen’s method or randomisation). Let E be a § x S diagonal
matrix such that E(s;, s;) = E(s;), and define the generator matrix by setting Q = R — E.
Then, the vector 7;: § — Rx¢ of transient probabilities at time 7 is given by m; = moe,
such that 7, (s) is the probability of being in state s at time instant 7. Below we describe the
uniformisation method.

Definition 2 (Uniformised matrix) Let C = (S, mo, R, L) be a CTMC and Q the associated
generator matrix. Then, the uniformised matrix P of C is defined by P = I + %Q, where
g > maxs{E(s) — R(s, s)} is called the uniformisation rate.

Definition 3 (Path of a CTMC) Let C = (S, mo, R, L) be a CTMC. A path w of C is a
sequence w = Solos1ty ..., where for all i, s; € S and t; € R> is the time spent in state s;.
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o is infinite when R(s;, si+1) > O for all i, and finite of length n when R(s;, s;+1) > 0 for
alli <n—1and E(s,—1) = 0.

The set of paths starting in state s is denoted as Path(s) and a unique probability measure,
Pr, exists on Path(s) [31]. Function w (i) = s; maps a position i of w to its i-th state. The
state at time ¢ in w is denoted as w@t¢, and is equal to w(i) for the smallest i such that

>ooln > 1.

The transient state-probabilities by time ¢ are obtained by standard uniformisation as a sum of
state distributions after i discrete-stochastic steps, weighted by the probability of observing
i jumps in a Poisson process.

Definition 4 (Transient probabilities with standard uniformisation) Let C = (S, 7o, R, L)
be a CTMC. Let ¢ and P be the associated uniformisation rate and uniformised matrix, respec-
tively. The vector of transient probabilities at time ¢, 7r;, is given by standard uniformisation
as follows [21,24,38]:

oo
M= D VigrT e
~

where 7; = P! is the vector of probabilities in the discretized process at the i-th step; and

Vigr = e % denotes the i-th Poisson probability for a process with parameter g¢. An
approximate value is given by finite summation

ke
A= VigrT 2)
i =0

when k. satisfies the convergence bound Z]{f Yi,qt = 1 — € for some € > 0. The Poisson
terms and the summation bound k. are computed efficiently using an algorithm due to Fox
and Glynn [19].

Parametric continuous-time Markov chains (pCTMCs) [23] extend the notion of CTMCs
by allowing transition rates to depend on model parameters. We assume a set K of model
parameters. The domain of each parameter k € K is given by a closed real interval describing
the range of possible values, i.e, [kt k7] € R. The parameter space P induced by K is
defined as the Cartesian product of the individual intervals, P = Xcx [k, kT, so that P
is a hyper-rectangular space. Subsets of the parameter space P are referred to as parameter
regions or subspaces.

Definition S [Parametric CTMC (pCTMC)] Let K be a set of parameters. A pCTMC over
K is atuple (S, mo, R, L), where:

— S, mp and L are as in Definition 1; and
— R: § x § — R[K] is the parametric rate matrix, where R[ K ] denotes the set of polyno-
mials over the reals R with variables k € K.

Given a pCTMC and a parameter space P, we denote with Cp the set {C,, | p € P} where
Cp = (8,7, Ry, L)is the instantiated CTMC obtained by replacing the parameters in R with
their valuation in p. The definition restricts the rates to be polynomials, which are sufficient
to describe a wide class of biological systems.
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2.2 CSL for parametric CTMCs

To specify properties over pCTMCs, we employ the time-bounded fragment of continuous
stochastic logic (CSL) [3].

Definition 6 (7ime-bounded CSL) The syntax of time-bounded CSL consists of state for-
mulas (@) and path formulas (¢) given as

@ :=true|a| =@ | P AP | Purld]
p::=Xo|oU'®

where @ € AP is an atomic proposition, ~ € {<, <,>,>}, r € [0, 1] is a probability
threshold and / is an interval of R>o.

P~ [¢] holds if the probability of the path formula ¢ being satisfied from a given state meets
~r. Path formulas are defined by combining state formulas through temporal operators: X @
is true if @ holds in the next state, ®; U/ @, is true if @, holds at some time pointt € I,
and @1 holds for all time points ' < ¢. The future operator, F, and globally operator, G, are
derived from U as follows:

P [F’ cp] =P, [true u! cp]
P, [G’qb] =Py, [F’ ﬂcp]

where < =>, < =>, > =< and > =<. Informally, F! & is true if @ holds at some time
instant in the interval I, while G’ @ is true if ® holds for all r € I. The logic can be extended
with the following time-bounded reward operators [31]:

R, [C='] | R, [I7'] (&)

where £, r € R>g. R+, [C='] holds if the expected reward cumulated up to time z meets the
bound ~r, while R, [I7'] holds if the expected reward at time ¢ meets ~r. We now provide
the formal semantics of time-bounded CSL with rewards for parametric CTMCs. To this end,
we introduce two satisfaction relations, | and FT, to describe if a CSL property holds for
all and some instantiations, respectively, of a pCTMC.

Definition 7 (Semantics of time-bounded CSL for pCTMCs) Let Cp = (S, mo, R, L) be a
pCTMC over a parameter space P with reward structure (p, ¢). For each state s € S the
satisfaction relations s F| @ and s F1 @ are defined inductively by:

s Ertrue foralls € S s Etrue foralls € S
s ETa < a € L(s) sEla S a € L(s)
s Fr—® S sE D s E| D S sET O
SETOANY S sETOAsFET Y SEIOANY &sE| PAsE W

s FTP~r[¢] & dp € P. Pr(w € Path(s) | w F ¢) ~rinC,
sF1P [¢p] & Vp € P. Pr(w € Path(s) |w F ¢) ~rinC,
s ETR.[C="1 < dp € P. Exp(s, Xc=1) ~ r in Cp

s FIR[C'] & Vp € P. Exp(s, Xc=1) ~rinC,

s FTR[I7']1 & 3p € P. Exp(s, Xj=) ~rinC,
sEIR[IT'1 & Vp € P. Exp(s, X1=) ~ rinC,
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where the path formula ¢ is expanded as

wFEXP < w(l)existsand w (1) F @
wk o U @, < 3t € I.such that [w@r E @y A (Vr €[0,1). w(r) F @1)]
and Exp(s, X) for X € {Xc=r, X;=} denotes the expectation of the random variable X

with respect to the probability measure Pr over paths starting in s, defined for any w =
sotos1ty - .. € Path(s) by

Ji—l1 Ji—1

Xesi = D (- plsi) + t(si,sip) + 1= Dt | - plsj)
i=0 i=0

Xi= = p(w@t)

where j, = min{j | Z{:o t <t}

Note that, for formula P~,[¢], F and F1 are defined by quantifying over p € P and
evaluating the satisfaction probability of ¢ on the instantiation C),. This probability can thus
be obtained using regular CSL satisfaction relation F. Therefore, relations F | and FT reduce
to F when the parameter space contains only a single valuation, i.e. P = {p}.

We further define the minimal satisfaction set Sat | (@) and the maximal satisfaction set
Satt(®) as follows:

Sat; (@) ={s e S|sFL @} andSat7(®) ={s € S |s FT &}. 4)

We now describe the satisfaction function to capture how the satisfaction probability of
a given property relates the parameters and the initial state. For simplicity we define the
function and further describe parameter synthesis only for the P operator: the method also
allows a definition based on reward operators, which we describe in Sect. 4.3.

Definition 8 (Satisfaction function) Let ¢ be a CSL path formula, Cp be a pCTMC over a
space P and s € S. We denote with Ay : P — §— [0, 1] the satisfaction function such that
Ap(p)(s) = Pr(w € Path(s) | w F ¢) in C,.

Since ¢ allows nested probabilistic operators, the satisfaction function is, in general, not
continuous.

2.3 Stochastic models of biochemical reaction networks

Biochemical reaction networks provide a convenient formalism for describing various bio-
logical processes as a system of well-mixed reactive species in a volume of fixed size. A
CTMC semantics can be derived where states describe the number of molecules of each
species, and transitions correspond to reactions that consume and produce molecules. The
rate matrix is defined as

Rsi,s))= >, fr(s) )

rereac(s;,s;)

where reac(s;, s ;) denotes all the reactions changing state s; into s; and f; is the rate function
of reaction r. Recalling that the rates of a pCTMC are polynomials over the parameters, f;
can be used to describe, among others, mass-action kinetics [20], according to which the rate
of areaction is proportional to the concentrations of its reactants. For instance, a bimolecular
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chemical reaction of the form r: A + B — --- has rate f,(s;) = k,#%, where
A(s;), B(s;) are the numbers of molecules for species A, B in state s;, k, is the rate constant

of reaction r and V is the size of the reaction volume.

3 Problem definition

We consider the problem of synthesizing parameters for pCTMC models of biochemical
reaction networks, so that a given specification, expressed in time-bounded CSL, is satisfied.
We allow models that are parametric in the rate constants and in the initial state. In contrast
to previous approaches that support only specific kinds of properties (e.g. reachability as in
[23]), we support the full time-bounded fragment of CSL with rewards, thus enabling generic
and more expressive synthesis requirements.

We introduce two parameter synthesis problems: the threshold synthesis problem that,
given a threshold ~r and a CSL path formula ¢, aims to find the parameter region where the
probability of ¢ meets ~r; and the max synthesis problem that asks for the parameter region
where the probability of the input formula attains its maximum, together with an interval
bounding that maximum. In the latter case, all the synthesised parameters yield probabilities
within this interval, but not all of them are maximising. On the other hand, solutions to the
threshold synthesis problem admit parameter points left undecided. Our approach supports
precise solutions through an input tolerance that limits the volume of the undecided region for
the threshold synthesis problem. For max synthesis, the tolerance determines the precision of
the probability interval and in turn, of the returned region. To the best of our knowledge, no
other parameter synthesis methods for CTMCs exist that provide guaranteed error bounds.
In the remainder of the paper, we omit the min synthesis problem that is defined and solved
in a symmetric way to the max case. In addition, we assume there is a single initial state s,
i.e. Vs € S mo[s] = 1 if s = 59, and O otherwise.

Problem 1 (Threshold synthesis) Let Cp be a pCTMC over a parameter space P, so an initial
state, ¢ a CSL path formula, ~r a threshold where r € [0, 1], ~€ {<, <,>,>}and ¢ > 0
be a volume tolerance. The threshold synthesis problem is finding a partition {7, U, F} of
P, such that:

1. VpeT. Ap(p)(so) ~ r; and
2. Vp e F. Ap(p)(so) »~ r; and
3. volh)/vol(P) < e

where vol(A) = fA 1d u is the volume of A.

Observe that a Boolean combination of state formulas results in a partition of the parameter
space in a natural fashion, by following a three-valued logic interpretation. For example,
consider the state formula @ = P~ [¢1] A P~p,[¢2]. Let {T1, Uy, F1} and {T2, U>, F>} be

a partition of P that satisfies the threshold synthesis problem for ¢; and ¢», respectively, and
& > 0 be a tolerance value. The partition {7, U, F} of P for @ is given as follows:

F=FIUF, T=TiNT, U=P\(FUT) (6)
The new partition satisfies vol(I/)/vol(P) < 2e.

Problem 2 (Max synthesis) Let Cp be a pCTMC over a parameter space P, so an initial
state, ¢ a CSL path formula, and € > 0 a probability tolerance. The max synthesis problem
is finding a partition {7, F} of P and probability bounds A, A; such that:
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1. A$ — A; <e€;
2. VpeT. Ay < Ag(p)(so) < A and
3. Ap e T.Vp' € F. Ap(p)(s0) > Ap(p')(s0)-

The above formulation implies two important properties of the set 7: (i) 7 con-
tains all the maximising parameters and (ii) all the parameters in 7 are e-optimal, i.e.
Vp e T.|Ap(p)(so) — A*| < €, where A* is the optimal value of the satisfaction function.
Note that some parameters in F can be also e-optimal, but the third condition ensures they
are not maximising.

Example I Figure 1 illustrates a simple birth-death process with an uncertain parameter ki
representing the birth rate. It depicts the corresponding pCTMC and the satisfaction function
A for a reachability property. Figure 2 illustrates the results of threshold synthesis (left) and
max synthesis (right) for this model.

0.5
prod: ) — X degr: X — 0
fprod(si) =k fdegr(si) = ko - [X]z 0.4
5
ko 2ks 3ky 4ky 5k "d0ky = o2
<
<
¢ — F[IOOO,IOOO] (X Z 15AX S 20) 0.1
k1 €[0.1,0.3] ky =001 sp=[X]o=15 00
0.10 0.15 0.20 0.25 0.30

k1

Fig. 1 Left the example model contains one species X (bounded by 40) and two reactions: production of X
(¥ — X with parametric rate k1) and degradation of X (X — ¢ with rate kp - [X] and k» = 0.01). [X];
denotes the number of X molecules in state s;. The initial state sq is given by the population X = 15. The
corresponding pCTMC has 41 states. Property ¢ indicates that the population of X is between 15 and 20 at
time 1000. The parameter space P is given by the interval of the stochastic rate constant k1 € [0.1, 0.3]. Right
the satisfaction function Ay

0.5 0.5 —
=== _"probability bounds

0.4 0.4
= =
» 03 > 03
=S =
— —
= =
= 02 = 02
< <

0.1 0.1

0.10 0.15 0.20 0.25 0.30 0.10 0.15 0.20 0.25 0.30
k1 k1
mr Cu W7

Fig. 2 Synthesis for the birth-death process of Fig. 1. Left threshold synthesis for P~ 4[¢] and with volume
tolerance ¢ = 5 %. Right max-synthesis with probability tolerance € =2 %
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4 Computing lower and upper probability bounds

This section presents a generalization of the parameter exploration procedure originally intro-
duced in [11]. The procedure takes a pCTMC Cp and CSL path formula ¢, and provides safe
under- and over-approximations for the minimal and maximal probability that Cp satisfies ¢,
that is, lower and upper bounds satisfying, for all s € S,

Agp.min(s) < inf Ag(p)(s) and
peP

A¢,max(s) > sup A¢(p)(s). @)
peP

The accuracy of these approximations is improved by partitioning the parameter space P
into subspaces and re-computing the corresponding bounds, which forms the basis of the
synthesis algorithms that we discuss in the next section. We first show how to compute
bounds Ay min(s), Ay max(s) for unnested path formulas. Then, we extend the method to
nested path formulas, by providing under- and over-approximations of the satisfaction sets
Sat; and Satt (see Eq. 4), and to reward operators. Finally, we analyse the accuracy and
consistency of the method, and show that in case of nested properties, the satisfaction function
is characterized as a piecewise polynomial function.

4.1 Computing bounds for unnested path formulas

Regular time-bounded CSL model checking for an unnested path formula ¢ reduces to
the computation of transient probabilities [4]. A similar reduction is also applicable to the
computation of lower and upper bounds Ay yin and Ay max. In the following, we extend
standard uniformisation to obtain safe bounds for a class of parametric rate functions.

Definition 9 (Parametric transient probabilities) Let Cp = (S, g, R, L) be a pCTMC over
aparameter space P. The vector of transient probabilities at time 7 and for parameter valuation
p € P is approximated as follows

ke

ke
ﬁf,p = 7o z J/i,thlp = Z ViqtTi,p (8)
i=0 i=0

where 70, ¥4 and k. are as in Definition 4, 7; , = rron, is the probability evolution in the
discretized process, and P, is the uniformised matrix obtained from R,.

We now show how to obtain safe approximations, frtmi" and ", of 7; ,, such that for all
s eS:

ﬁ'lmin(s) <min7; ,(s) and
peP

A% (s) = max 7, (s). 9)
peEP

The function 7;(s), which maps each parameter p to 77, ,(s), is a polynomial of degree
ked, where d is the maximum degree of the elements of the parametric rate matrix R. Thus,
bounding the polynomial expression of 7, (s) is infeasible due to the large number of uni-
formisation steps, k., and previous approaches have provided only an approximate solution
by sampling the value of 7; over a grid in P [23].
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We overcome this problem through a stepwise and statewise approximation. Specifically,
for each uniformisation step i, we derive bounds z/™" and /"%, such that for all s € S:

M0y < min 7; and 7" (s) > max . 10
i (s) < bep l,[)(s) i (s) > ep z,p(S) (10)

This allows robust approximations to the transient probabilities given by

ke

AP =" Yigt™"  and an
i=0
ke

ﬁtmax — Z yi,ql_[imax (12)
i=0

which satisfy Eq. 9. For fixed p € P and step i, the vector t; p is given by

13)

Tiot,p(s) + 4 - flux (tim1p,5) (p) i >0
KR P iti=0

where ¢ is the uniformisation constant and flux(z, s)(p) is the net probability inflow of s in
one step, starting from distribution 7. This is defined as:

flux(z, s)(p) = D R,(s',5) - 7(s") = D Ry(s,s) - 7(s). (14)
s'eS s'eS
In the stepwise approximation, timi“ and 7;"** are computed from ri“_'i']“ and 7,2, respectively,
in such a way that:
. . 1 .
7™ (s) < ™1 (s) + — - min flux (ri“l‘{‘, s) (p) and (15)
q peP
. 1 .
() = 1M (s) + . . r;lea% flux (¢, s) (p). (16)

The above inequalities imply Eq. 10, since they establish coarser under- and over-
approximations where the parameter valuation p is optimised locally, i.e. at each step and at
each state.

It can be shown that the computation of ‘L’[min (s) and /" (s) reduces to bounding the
range of a polynomial of degree d over the parameters, where d is the maximum degree in R.
Henceforth, we restrict the class of allowed rate functions in order to compute rimi“ (s) and
7" (s). Specifically, we consider models where the entries of R are multi-affine polynomials,
i.e. multivariate polynomials where each variable has degree at most 1. We remark that this
class of models includes biochemical reaction networks with mass-action kinetics. Due to
the following proposition, we can optimise the flux terms in a precise and efficient way, thus
providing an effective method to compute rimi“ and /"%,

Proposition 1 Let Cr be a pCTMC over a rectangular space R, with state space S and
parametric rate matrix R. If the entries of R are multi-affine functions, then for any vector
t:8 — [0, 1] and state s € S,

min flux(z, s)(p) = min flux(z,s)(p) and maxflux(t,s)(p) = max flux(t,s)(p)
pER peEVR PER PEVR
(17)

where Vg is the set of vertices of R and flux is as in Eq. 14.

@ Springer



Precise parameter synthesis for stochastic biochemical systems 599

Proof The expression flux(z, s) is a linear combination of the entries of R, and thus is, in
turn, a multi-affine function. By [7,40], the extrema of a multi-affine function defined over a
rectangular domain R are found in the vertices of R. O

Therefore, the bounds are computed as

) . 1 i

ofR(s) = T (s) + — - min flux (¢, 5) (p) and (%)
q peVr

T (s5) = ™% (s) + — - max flux (T,-Hldf(, S) (p) (19)
q PpEVR

which requires evaluating the flux terms only at the corner points of R.

The above derivation describes forward computation of the probability bounds, i.e. the
computation starts with an initial distribution at time 0 and the probability mass is propagated
forward in time. Then, the bounds on the satisfaction function Ay min(s) and Ay max(s) are
computed from 7™ and 7/, respectively, by setting 77o(s) = 1. When model checking a
CSL formula, the computation of transient probabilities actually proceeds backwards [31].
For a target set A € §, parametric backward analysis computes a series of vectors crimi“ and
o™ such that for all s € S:

o""(s) < minoi p(s) and o™ (s) = max oy (s) (20)
4 P

where o; ,(s) is the probability that, starting from the state s, a state in A is reached after
i steps in the discretised process corresponding to C,,. The computation of oimi" and o™
exploits Proposition 1 and is analogous to that of the forward method. In this way, the vectors
Ag min, Ap,max are obtained as:

ke

A min($) = D Vigro™"(s) @1
i=0
ke

Apmax(s) = D Vigi0™ () + erg (22)
i=0

for all s € §, where the er. error is due to the truncation of the infinite summation in the
discretised process, and can be controlled using the Fox and Glynn algorithm [19]. The set
of target states A and time-horizon considered in the uniformisation procedure depend on
the CSL formula. Note that the uniformised matrix P, is modified according to the formula
in a similar way to standard non-parametric CSL model checking [31].

4.2 Computing bounds for nested path formulas

To obtain Ay min and Ay max for an arbitrary path formula ¢ that contains nested state
formulas, we have to correctly approximate the sets Sat; (®) and Satt(®) for each sub-
formula @ = P~,[¢]. The approximated sets, denoted as Sat; (@) and Satt (@) are defined as

Sat (@) ={seS|sFL P} and Satr(®)={seS|sFT P} (23)

where F| and F1 approximate the satisfaction relations =, and F1 (see Definition 7),
respectively. For a pCTMC Cp, their semantics is defined as follows:

s BT P~ [¢] < 3p € P. Pr (w € Path(s) | w FT ¢) ~ rinCp
sFEL P [¢p] < VpeP. Pr(wePath(s) |oFL ¢) ~rinCp
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where the path formula ¢ is expanded for + € {T, L} as
wFy XP & w(l)existsand w(1) Fy @
wFr @U@ & 3r el suchthat [w@r Fy @) A (Vr €[0,1). o(r) Fy @1)].

The semantics of the other state formulas is the same as in Definition 7.

The CSL model checking for pCTMCs proceeds through a bottom-up procedure that
computes the sets Sat | (@) and SatT (@) by iteratively replacing the innermost P, [¢)] oper-
ators with the corresponding sets of satisfying states. When ¢ is non-nested, these sets are
obtained from the safe bounds of the corresponding satisfaction function A4 (computed as
per Sect. 4.1) as follows:

_ A¢,min(s) ~roif ~efz >
sEL Pulo] & |A¢,max(s) ~r if ~e{<, <} oy
_ Apmax(s) ~r if ~e{=, >}
Fr P, ’ ’
s BT P[@] < [A¢!min(s) ~r if ~e{<, <} =

The approximations = and F1 propagate the bounds on the satisfaction function induc-
tively on the structure of the CSL formula, such that:

Sat| (@) C Sat; (@) and Satt(P) D Satt(P). (26)

Correctness follows from the expansion of the satisfaction relations, which we demonstrate
for the P, operator only. The left-hand side of Eq. 26 follows for @ = P~ ,[¢] through:

N szr[d)] = A¢,min(5) >r=VpeP. A¢>(P)(S) >r
= Vp eP.Pr(wePath(s)inC, |wF ¢) >r = sk P=r[¢].

The right-hand side follows from:
S ET Por[@p] = 3p € P Ag(p)(s) = 7 = Agpmax(s) =7 = 5 BT P>, [0].

An example of synthesis for nested formulas is illustrated in Sect. 6.1.1.

4.2.1 Complexity

For Cr = (S, mo, R, L), time-bounded path formula ¢ and fixed n-dimensional rectangular
space R, the time complexity of the procedure for computing the probability bounds is
O(tcst - tpese)- The factor tesy = || - M - q - tyax is the worst-case time complexity of
time-bounded CSL model checking (see [4]), where |¢| is the number of time-bounded path
sub-formulas in ¢, M is the number of non-zero elements in the rate matrix, . iS the
highest time bound occurring in ¢ and ¢ is the uniformisation rate. The factor #,¢sy is due
to the parametric analysis. Following Proposition 1 and Eq. 18, for general multi-affine rate
functions the bounds timi“ and 7/"** are obtained by performing 2-2" evaluations of the vector
7;,p (there are 2" corner points in R), at each uniformisation step i. Thus, t,cs;, = 27+l On
the other hand, for linear rate functions t,cs; = O(n), as shown in [11].

4.3 Computing bounds for reward operators

The standard model checking algorithm for reward operators is based on the uniformisation
procedure [31]. To obtain the sets SatT(®) and Sat, (@) for the reward operators, we have
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to compute for X € {Xc=r, X{=} bounds Expmin(s, X) and Expmax (s, X) on the expected
rewards such that:

Expmin(s, X) < ingp Exp(s, X)inC, 27
pE

Expmax(s, X) = sup Exp(s, X) inC,. (28)
peEP

The quantities can be obtained using the forward computation where the initial distribution is
defined as 7 (s) = 1. For a reward structure (p, t), the instantaneous reward is computed as:

Exp(s, Xi=) = »_ p(s")m(s). (29)
s'eS

To find the cumulative reward, the state-transition rewards ¢ are additionally taken into account
as follows [30]:

Exp(s. Xc=) = D A (p(s/)m,(s’) +> R(S/,S”)l(s/,s”)nu(s’)) du  (30)

s'eS s"eS

=> / (p(s’) + D R s s”))rru(s/)du 31
0

s'eS s"eS
t
= Z (p(s’) + Z R(, s")e(s’, s” )/ . (s)du. (32)
s'eS s"eS 0

where fot 7, (s")du is the expected amount of time the Markov process spends in state s” up
until time ¢. Following the parametric uniformisation of Sect. 4.1, safe bounds for the reward
operators are found as:

Expmin(s, Xj=1) = > p(sHA™M(s") (33)
s'eS
Expuan(s, Xi=) = 3 p(s)) (7"() + ef.g ) (34)
s'eS
I ;
Expuin(s, Xc=) = > (rew(p, L)~ D T T (s’)) (35)
s'eS 172
1 oo
Expumax(s, Xc=) = > (rew(p, L)~ D Fige r;““*(s’>) (36)
s'eS 4 i=0
where the mixed Poisson probabilities and the combined rewards are
o0
Vigt=1=2 Via (37
j=i
rew(p,t,s) = p(s) + Z R(s, s")i(s, s)). (38)
s'eS

The bounds for the cumulative rewards (Egs. 35 and 36) are understood as follows: ; ,, is
the probability to see at least i jumps in the discretised process, which is multiplied by the
under- or over-approximation of the probability to be in state 5. S0 > o2 Vigt - rimi“ (s) is
an under-approximation of the number of epochs the discretised process spends in state s.
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Observe that é is the expected time until a jump occurs and rew(p, t, s) is the expected reward
obtained per time unit spent in 5. As discussed in [31], the infinite sums can be approximated
using methods based on Fox and Glynn [19].

Note that, also for rewards, backward computation allows obtaining safe bounds for all
states s € S, using the vectors aimi“ and o™,

4.4 Analysis of satisfaction function and approximation error

When computing bounds rl.mi“ and ;" on the transient probabilities, an approximation
error occurs because the values are obtained by optimizing 7; , locally, i.e. at each step and
at each state, and this error accumulates at each uniformisation step. We examine this error
for the multi-affine case where Proposition 1 applies. For a fixed state s, let the maximizing

argument of the transient probability be (cf. Eq. 8):

max

p* =arg max e 7 (S) (39)
Then, the optimal probabilities at step i, 7;*, are defined by

*_
=

m)P;,*. (40)

For state s, the global error after i uniformisation steps corresponds to the difference
between the maximum probability in s and its over-approximation:

gi(s) = |t (s) — ™ (9| . 41)

This error depends linearly on the size of the parameter space and exponentially on the
number of uniformisation steps, which we summarize as follows.

Proposition 2 Let Cr = (S, 7m0, R, L) be a pCTMC with multi-affine rates on an n-
dimensional rectangular space R, ¢ be an unnested time-bounded CSL path formula and
gi (s) be the global approximation error for the maximum probability of being in state s after
i uniformisation steps. Then, there exist M|, My < oo such that, for any s € S and step
i > 0, an upper bound to the error, g; > maxses gi(s), is given as

_ 0 ifi=0 "
s g (14 2) + ur ifi>o0, 2
where wr = max;—i (x;r — xj‘) is the width of R.
Proof See Proposition 2 in “Appendix”. O

Let /iqg(.)(so) be the approximation of the satisfaction function Ag(.)(so) for initial state
so obtained using standard trar)sient analysis and uniformisation [31]. We now provide an
important characterization of A (.)(so), which holds for pCTMCs with general polynomial
rates.

Theorem 1 For a pCTMC Cp on a bounded parameter space P, an initial state so and a
finitely-nested and time-bounded CSL path formula ¢, the approximate satisfaction func-

tion /i¢,(.)(s0) is piecewise polynomial in P over a finite number of subdomains.

Proof See Theorem 1 in “Appendix”. O
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5 Refinement-based parameter synthesis

We present algorithms to solve Problems 1 and 2, utilising the approximation of probability
bounds introduced in Sect. 4. The algorithms iteratively refine the parameter space P and
compute the probability bounds on the satisfaction function for each subspace until a required
accuracy is obtained.

5.1 Threshold synthesis

Algorithm 1 describes the method to solve the threshold synthesis problem with input formula
¢ and threshold > r. The idea, also illustrated in Fig. 3a, is to iteratively refine the undecided
parameter subspace U/ (line 3) until the termination condition is met (line 14). At each step,
we obtain a partition D of U{/. For each subspace R € D, the algorithm computes bounds Arﬁn
and AR on the minimal and maximal probability that C with the initial state 5o satisfies
¢ (line 5). We then evaluate if Aznzin is above the threshold r, in which case the satisfaction
of the threshold is guaranteed for the whole region R, which is then added to 7. Otherwise,
the algorithm tests whether R can be added to the set F by checking if A%\ is below the

threshold r. If R is neither in 7 nor in F, it forms an undecided subspace that is added to the

Algorithm 1 Threshold Synthesis

Require: pCTMC Cp over parameter space P, initial state s, CSL path formula ¢, threshold > r and volume
tolerance € > 0

Ensure: 7, U and F as in Problem 1

LT <0, F < 0,U<~TP

2: repeat

3: D <« decompose(U), U <

4 for all R € D do
5 (AR AR,) < computeBounds(CR, so, ¢)
6: if AR > r then
7: T <~ TUR
8: else if AZnaax < r then
9: F <« FUR
10: else
11: U<—UUR
12: until vol(U/) /vol(P) > ¢ > where vol(A) = jA ldp
(a)
= - dr+ A
= - dr
) --d{r—A
©
<

Fig. 3 a Refinement in threshold synthesis with >r. Parameter values are on the x-axis, probabilities on the
y-axis. Each box describes a parameter region (width), and its probability bounds (height). The refinement
of R yields regions in 7" and in /. b Initial sampling-guided refinement of 7. Sampled probabilities and a
tolerance A are used to identify regions that are likely to be in T (green area, samples > r + A), in F (red,
< r — A), or close to the threshold r (orange and lime green, € (r — A, r + A))
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set U. The algorithm terminates when the volume of the undecided subspace is negligible
with respect to the volume of the entire parameter space, i.e. vol(&/)/vol(P) < &, where ¢
is the input tolerance. Otherwise, the algorithm continues to the next iteration, where U is
further refined.

5.1.1 Correctness and termination

Correctness of the algorithm follows from the construction of the regions 7 (lines 6, 7) and F
(lines 8, 9). The termination condition guarantees the required bound of the relative volume
of U (line 12). Termination of the algorithm for (possibly nested) CSL properties is stated
below.

Proposition 3 Fora pCTMC Cp over a parameter space P, initial state so, CSL path formula
¢ and volume tolerance ¢, Algorithm 1 terminates.

Proof See Proposition 3 in “Appendix”. O

5.1.2 Initial decomposition

Optionally, a heuristic based on an initial decomposition precedes the refinement procedure.
The initial decomposition can speed up the refinement, since it decomposes the parameter
space P in advance. It is guided by a priori uniform sampling of probability values. In
particular, we sample points pi, pa2, ..., pn € P and compute /i¢(p,')(so) fori=1,...,n
using standard CSL model checking. Then, we partition P into subspaces that set apart
samples where A¢(pi)(so) > r from those where /i¢,(p,-)(so) < r. As depicted in Fig. 3b,
we also use a tolerance A > 0 to identify regions close to the threshold that are more likely
to be further decomposed. In this case the initial decomposition returns four regions. Our
experiments demonstrates that, in some cases, depending on the shape of the satisfaction
function and the threshold r, the initial decomposition accelerates the synthesis.

5.2 Max synthesis

Algorithm 2 is used to solve the max synthesis problem, which returns the set 7 containing
the parameter valuations that maximize the probability of the path formula ¢ and the set
not yielding the maximum value. Starting from 7 = P, the algorithm iteratively refines 7~
until the probability tolerance condition at Problem 2 is met (line 14).

Let D be a partition of 7. For each subspace R € D, the algorithm computes bounds Aﬁn
and AR on the minimal and maximal probability that Cx with the initial state 5o satisfies
¢ (line 5). The algorithm then rules out subspaces that are guaranteed to be included in F,
by deriving an under-approximation (M) to the maximum satisfaction probability (line 7).
If Agax is below the under-approximation, the subspace R can be safely added to the set F
(line 9). Otherwise, it is kept in 7.

We consider two approaches for deriving the bound M, namely a naive approach and a
sampling-based approach. In the naive method, we set M to the maximum over the least
bounds in the partition of 7, that is, M = max{ArE;n | R’ € D}. Let R be the region with
highest lower bound. The sampling-based method, illustrated in Algorithm 3, improves on
this by sampling a set of parameters {p1, p2. ...} € R (line 2) and taking the highest value

of Ag(p)(so). thatis, M = max [ Ay (pi)(s0) | pi € (p1. pa. ...} | (line 3). Bach Ay (p)(s0)
is computed through regular CSL model checking, and is equally expensive as computing the
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Algorithm 2 Max Synthesis

Require: pCTMC Cp over parameter space P, initial state s, CSL path formula ¢ and probability tolerance
€e>0

Ensure: A j;, A;, T and F as in Problem 2

I: F<W0,T<«P

2: repeat

D <« decompose(T), T < #, Aj; «— 00, Ag <« —o0

for all R € D do
(AR AR, < computeBounds(CR, 5o, ¢)

4
5:
6: M <« getMaximalLowerBound(D)
7.
8
9

for all R € D do
if AR < M then

: F <« FUR
10: else
11: T« TUR
12: Aé <« min{Ai,A?ﬁin}
13: A;— <« max{A;, A;[naax
. # T _ 4L
14: until A¢ A¢ > €

Algorithm 3 Sampling-guided computation of a maximal lower bound

Require: Parameter decomposition D and number of samples n
Ensure: M, an improved lower bound for max probability in D
’

1L R = arg maxR’cp Aﬁin
2: (pi.- ... pn) < Uniform(R, n)
3: M < maxp; A(p;)(sp)

Ay (p)(s0)

Fig. 4 Refinement in max synthesis. The two outermost regions (in red) cannot contain the maximum, as
their upper bound is below the maximum lower bound (M) found at region R. The maximum lower bound
is improved by sampling several points p € R and taking the highest value (M) of the satisfaction function
A¢ (p)(sp). The yellow area highlights the improvement

bounds onafixed pCTMC. The sampling method results in an improved under-approximation
to the maximum of the satisfaction function. As a result, the bound rules out more regions,
and fewer refinements are required in the next iteration (see Fig. 4).

5.2.1 Correctness and termination

The correctness of the algorithm derives from the construction of the sets 7 (lines 12, 13)
and F (lines 8, 9), and from the termination condition (line 14).

We remark that, for nested properties, the satisfaction function is in general discontinu-
ous, which allows Aﬁax - A]Ein > ¢ when 7 contains a jump discontinuity. This prevents
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the algorithm from terminating. For this reason a volume-based stopping criterion, such as
vol(7T) < efore > 0, whichreplaces the condition on line 14, should be used when analysing
nested properties. Indeed, the volume of any region containing such a discontinuity can be
made arbitrarily small in a finite number of refinement steps, as discussed in the proof of
Proposition 3. With unnested properties, the following proposition ensures termination.

Proposition 4 Fora pCTMC Cp over a parameter space P, initial state so, non-nested CSL
path formula ¢ and tolerance €, Algorithm 2 terminates.

Proof See Proposition 4 in “Appendix”. O

5.3 Complexity

The time complexity of the procedure computing the probability bounds for a fixed region
has been discussed in Sect. 4.2. The overall runtime of both algorithms further depends on
the number of subspaces that are required to obtain the desired precision. This number scales
exponentially in the number of parameters and linearly in the volume of the parameter space.
However, in practice, the number of required subspaces also depends on the shape of the
satisfaction function and the type of synthesis.

6 Results

We implemented the synthesis algorithms on top of the tool PRISM 4.0 [32]. Currently, a
prototype command-line version is available at https://github.com/Palmik/prism-pse/. Mod-
els and properties are specified using the native specification languages of PRISM. Note that
the online version of the tool only supports linear rate functions and non-nested formulas.

We demonstrate the applicability and efficiency of the developed algorithms on three case
studies. We run all experiments on a Linux workstation with an AMD Phenom"™ II X4 940
Processor @ 3 GHz, 8§ GB DDR2 @ 1066 MHz RAM.

6.1 Epidemic model

The SIR model [27] describes the epidemic dynamics in a well-mixed and closed population
of susceptible (), infected (/) and recovered (R) individuals. In the model, a susceptible
individual is infected after a contact with an infected individual with rate k;. Infected indi-
viduals recover with rate k,, after which they are immune to the infection. We can describe
this process with the following biochemical reaction model with mass action kinetics (i.e.
the rate functions are linear with respect to the parameters):

S+1 £>I +1 (Infection)
1 ﬁ>R (Recovery)

We represent the model as a p CTMC with parameters k; € [0.005, 0.3]and k, € [0.005, 0.2],
and initial populations S =95, =5, R =0.

We consider the time-bounded CSL path formula ¢ = (I > 0)Ult00.1201y — (), spec-
ifying behaviour where the infection lasts for at least 100 time units, and dies out before
120 time units. Property and parameters are taken from [9], where the authors estimate the
satisfaction function for ¢ following a Bayesian approach.!

! In [9], a linear-time specification equivalent to ¢ is given.
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(©
ki X kp Runtime  Subspaces
a) [0.005,0.3] x 0.05 42.2's 23
b)  0.12 x [0.005,0.2] 26.7 s 15

¢,d)  [0.005,0.3] x [0.005,0.2] 29.3 min 1320

Fig. 5 Solution to threshold synthesis problems for the SIR model and the property P>o[(I >

O)U“OO’DO](I = 0)]. Plots ¢ and d depict the same result with two different angles. Runtime and num-
ber of subspaces in the final partition of 7 are listed. Volume tolerance is ¢ = 10 %. Colour code is as in
Fig. 3a

First, we perform threshold synthesis experiments to find infection and recovery rates for
which ¢ is satisfied with probability at least 7 = 10 %. Figure 5 illustrates the solutions for
one-dimensional parameter spaces (plots a, b) obtained by fixing k; = 0.12 and k, = 0.05,
respectively; and for the two-dimensional parameter space (plots c, d). Results evidence that
a significantly higher number of refinement steps is required for parameter subspaces where
the satisfaction function A is close to the probability threshold r.

Second, we perform max and min synthesis experiments for property ¢ over one-
dimensional and two-dimensional parameter spaces. Results are summarized in Fig. 6. For
the experiments in Fig. 6b, ¢ we observe that, in order to meet the desired probability tol-
erance, a high number of refinement steps is required due to two local extrema close to the
minimizing region and a bell-shaped A with the maximizing region at the top, respectively.

Our precise results for the problem in Fig. 6a improve on the estimation in [9], where in a
similar experiment the maximal satisfaction probability is imprecisely registered atk; = 0.25.
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035 035 02 05
03 03
0.25 0.25 0.15 0.4
02 0.2 03
< 04 <

0.15

ki X kp Runtime  Subspaces AL Al T
2y [0.005,0.3] X 0.0 65 9 33.04% 34.85% [0.267,0.3] X 0.05
b)  [0.005,0.3] x 0.05 19.5s 21 2.83%  2.91%  [0.005,0.0054] x 0.05
c) 0.12 x [0.005, 0.2] 99.7 s 57 19.94%  20.42%  0.12 x [0.071,0.076]
d)  0.12 x [0.005,0.2] 104 s 5 T 0.005%  0.12 x [0.005,0.026]
) [0.005,0.3] x [0.005,0.2] 3.6 h 5817 35.01% 35.72%  [0.217,0.272] x [0.053,0.059]
f)  [0.005,0.3] x [0.005,0.2] 6.2 h 10249 34.77%  35.72%  [0.209,0.29] x [0.051,0.061]

Fig. 6 Solution to max (a, ¢, e, f) and min (b, d) synthesis for the SIR model and the formula ¢ = (I >
0)ul00.1201; — (). Sampling-based refinement is used for all experiments but e. Colour code is as in Fig. 4.
In the table, we report runtime, number of subspaces, approximation (Aj; and A | ) of min or max probability,
and bounding box of 7. Probability tolerance is € = 1 % for max synthesis and € = 0.1 % for min synthesis.
 The found value, 3.05 x 10~ 10_is of the same order of magnitude as the precision used during uniformisation.
a Max, k, fixed. b Min, k, fixed. ¢ Max, k; fixed. d Min, k; fixed. e Max, sampling-based. f Max, no-sampling

We also compare the solutions to the max synthesis problem over the two-dimensional
parameter space obtained by applying Algorithm 2 with sampling (Fig. 6e) and without
(Fig. 6f). In the former case, a more precise 7 region is obtained (with volume 2.04 times
smaller than in the approach without sampling), hence giving a more accurate approximation
of the max probability. Sampling also allows us to rule out earlier those parameter regions
that are outside the final solution, thus avoiding unnecessary decompositions and improving
the runtime (1.72 times faster than in the approach without sampling). This is visible by the
coarser approximations of probabilities in the F region.

6.1.1 Parameter synthesis for nested CSL formulas

We use the SIR model to illustrate parameter synthesis for a nested CSL formula. We consider
initial populations of S = 3,/ = 1 and R = 0 to obtain a small model with only 14 reachable
states, which allows us visualise the main steps of the synthesis algorithm. We modify the
original path formula ¢ to specify behaviour where the infection lasts at least 100 time units
and, before 200 time units, the system reaches a state where the infection becomes extinct
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Fig. 7 Visualisation of four steps of the threshold synthesis algorithm for a small variant of the SIR model,
nested CSL formula P~ 1[(I > O)UHOO*IZO](W)] v = P>0A9[F[0’IOO](I = 0)]) and parameter space
ki x kr = 0.12 x [0.02, 0.04]. The two-dimensional grids represent the state space. Since the total population
is preserved by the model dynamics, each state is unambiguously given by the population of S (popS) and
population of I (popI). For a given parameter region, the satisfaction sets Sat| (¥) and SatT (¥) for ¥ are
depicted using different colouring of the grid cells. For each step, the vertical coloured bar illustrates the
current partitioning of the parameter space into regions 7, U and F

before time 100 with probability higher than 90 %. Such a property can be formalised as the
nested CSL path formula ¢’ = (I > 0)UN0%-1201(y) where ¢ = P. o[ FI*1001 (] = 0)].

We show threshold synthesis for property P-¢.1[¢’] and parameter space k; x k, =
0.12 x [0.02, 0.04]. Recall that the probability bounds Ay min and Ay max for a nested
formula ¢’ are computed as:

A min($) = AgL in(s) where ¢ = (I > UM (Sat, (¥))
Ay max(5) = AyT in(s) where ¢ = (1 > 0)UI' 120 (Satr ()

Figure 7 depicts four steps of the refinement algorithm. In the first step, Sat; (¥) con-
tains only states where the population of 7 is 0 and SatT(¥) contains all reachable states.
The threshold synthesis algorithm for P+ | [¢’] partitions the parameter space into a single
undecided region. In the second step, the parameter space refinement yields a refinement
of the satisfaction sets. In particular, for k£, = [0.02, 0.03], we observe that some states no
longer appear in SatT(¥) (shown red-coloured), while, for k. = [0.03, 0.04], some states
are added to Sat, (¥) (shown green-coloured). Note that, although Sat; (¥) # Satt(¥),
the approximation is precise enough to decide that the latter parameter subspace is false,
since Ay max(s) < 0.1. In the third refinement step, we manage to refine only Satt (¥)
for region k. = [0.02,0.025]. The region remains still undecided as well as region
kr = [0.025, 0.03]. Finally, in the fourth step, the satisfaction sets for k, = [0.02, 0.0225]
collapse, i.e. Sat (¥) = Satt(¥), which allows us to conclude that the region is true. Region
kr = [0.0275, 0.03] can also be decided, despite the fact that Sat; (¥) # Satt(¥) here.
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Fig. 8 Single-junction DNA Final1 Final2
walker circuit. In orange: the g 12
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This example demonstrates the key aspects of the parameter synthesis method for nested
CSL formulas. In particular, it shows that the refinement of the parameter space yields the
refinement of the satisfaction sets and can result in parameter subspaces where, for a given
state formula @, Sat| (@) = Sat7(®). Note that, if additional refinements are needed for
such subspaces, the corresponding probability bounds can be computed in the same way as
non-nested formulas. This example also demonstrates that a region can be decided even when
Sat] (@) # Satt(®). This considerably reduces the number of required refinements for the
subformula @. In general, the synthesis algorithms for the nested formulas have a higher com-
plexity, since the nesting of probabilistic operators increases the number of regions to analyse.

6.2 DNA walkers

We revisit models of a DNA walker, a man-made molecular motor that traverses a track of
anchorages and can take directions at junctions in the track [43], which can be used to create
circuits that evaluate Boolean functions. PRISM models of the walker stepping behaviour
were developed previously [17] based on rate estimates in the experimental work. The walker
model is modified here to allow uncertainty in the stepping rate, and we consider its behaviour
over a single-junction circuit, see Fig. 8. Following [17], the stepping rate k is parameterised
by d, the distance between the walker-anchorage complex and an uncut anchorage, and d,,
the distance between consecutive anchorages, and is defined as:

ks when d < 1.5d,

P ks/50  when 1.5d, < d < 2.5d, @3)
¢ -ks/100  when 2.5d, < d < 24nm
0 otherwise.

where the base stepping rate ks € [0.005, 0.020] is now defined as an interval, as opposed to
the original value of 0.009. We have also added factor ¢ for steps between anchorages that
are not directly adjacent, but we will assume ¢ = 1 for now. The base stepping rate may
depend on buffer conditions and temperature, and we want to verify the robustness of the
walker with respect to the uncertainty in the value of ;.

We compute the minimal probability of the walker making it onto the correct final anchor-
age by time 7 (min synthesis for the formula ¢ = FI"-71 finish-correct) and the maximum
probability of the walker making it onto the incorrect anchorage by time 7 (max syn-
thesis for the formula ¢ = FI7>T1 finish-incorrect). In Fig. 9, we list the probabilities at
T = 15, 30, 45, 200 min and depict the solutions and the parameter space decompositions
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(@) (b) (0 (d
Runtime Subspaces
Time bound  Min. correct ~ Max. incorrect 0 Sampling 0 Sampling
T=15 1.68% 5.94% 0.55 s 0.51s 22 11
T =30 14.86% 10.15% 1.43 s 1.35s 35 15
T =45 33.10% 12.25% 3.53 s 2.14 s 61 21
T = 200 79.21% 16.47% 213.57s 88.97 s 909 329

Fig. 9 Experiments for the DNA walker model: min-synthesis for ¢ = FIT-T finish-correct and max-
synthesis for ¢ = FIT-T] finish-incorrect using kg € [0.005, 0.020], ¢ = 1 and probability tolerance € = 1 %.
Plots show the solutions and the decompositions for the min (a, b) and max (¢, d) synthesis and 7 = 15,200
min. Colour code is as in Fig. 4. In the table, results are reported also for 7 = 30, 45. The runtime and
subspaces are listed only for min-synthesis (the results for max-synthesis are similar). a Min, 7 = 15. b Min,
T =200.¢cMax, T = 15.d Max, T = 200
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Fig. 10 The computation and results of the threshold synthesis for the DNA walker model, ks x
¢ € [0.005,0.020] x [0.25,4] and different formulas, using volume tolerance ¢ = 10 %.
a PZ()A[FBO*SO] finish-correct] A PS()Aog[FBO’?’O] finish-incorrect], runtime 282.5 s, 3489 subspacess.
b PZo.g[F[ZOO*ZOO] finish-correct] A P50.16[F[200’200] finish-incorrect], runtime 8.2 h, 47229 subspacess.
Results are obtained by solving the synthesis problem for each sub-formula and by combining the output
regions as in Eq. 6. «: derived as the sum of runtimes and subspaces for each sub-formula

56 8 10 12 14 16 18 20x1073

for both experiments at 7 = 15, 200 min. For time 7" = 30, 45, 200, we note that the walker
is robust, as the minimal guaranteed probability for the correct outcome is greater than the
maximum possible probability for the incorrect outcome. For time 7' = 15 this is not the case.
From plots (a—d), we observe that minimum and maximum probability values are obtained
for minimum and maximum values of k;, respectively.

We also consider a property that provides bounds on the ratio between the walker finishing
on the correct versus the incorrect anchorage. The rates ¢ - k;/50 and ¢ - k5 /100 correspond
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Fig. 11 a Two-gene regulatory circuit controlling G1/S transition in mammalian cell cycle (d indicates
inhibition, — activation). b Stochastic Michaelis—Menten model of the G /S regulatory circuit adapted from
[42] in the guarded command notation (guard — rate : update). A and B are the number of proteins
PRB and E, Fy, respectively. Rates are expressed in s~ 1. Production rate parameters are as in [42]: k| = 1,
ky = 1.6, kp = 0.05, K;1 = 0.5, Kjyp = 4,a = 0.04, J;; = 0.5and J1p = 5. My = Mp = 30 are the
bounds on A and B, estimated through stochastic simulations. Synthesis parameters are: y4 € [0.005, 0.5]
(degradation rate of pRB), and yp € [0.005, 0.5] (degradation rate of E5 F)

to the walker stepping onto anchorages that are not directly adjacent, which affects the prob-
ability for the walker to end up on the unintended final anchorage. For higher values of c, the
walker is more likely to reach the unintended final anchorage more often. Now we add uncer-
tainty on the value of ¢, so that ¢ € [0.25, 4], and define the performance related property by
P>o4lF 130.30] fipish-correct] A P—o.08 [F139:39] fipjsh-incorrect], that is, the probability of the
walker to make it onto the correct anchorage is at least 40 % by time 7 = 30 min, while the
probability for it to make it onto the incorrect anchorage is no greater than 8 %. In other words,
we require a correct signal of at least 40 % and a correct-to-incorrect ratio of at least 5 by time
T = 30 min. We define a similar property at time 7' = 200 min, this time requiring a signal
of atleast 80 %: P>0 g [Fl200.200] fipnish-correct] AP<o.16[F [200.200] fipish-incorrect]. The syn-
thesized ranges of k; and ¢ where the properties hold are shown in Fig. 10. Note that in this
case the rate function is a multi-affine polynomial and for fixed ¢ (Fig. 9) the function is linear.

6.3 Gene regulation of mammalian cell cycle

We consider the gene regulation model published in [42]. The model is shown in Fig. 11a and
explains the regulation of a transition between the early phases of the mammalian cell cycle. In
particular, it targets the transition from the control G1-phase to S-phase (the synthesis phase).
The G-phase makes an important checkpoint controlled by a bistable regulatory circuit,
based on an interplay of the retinoblastoma protein p R B, denoted by A (the so-called tumour
suppressor, HumanCyc:HS06650) and the retinoblastoma-binding transcription factor E Fy,
denoted by B (a central regulator of a large set of human genes, HumanCyc:HS02261). At
high concentration levels (high mode), B activates the G1/S transition mechanism. On the
other hand, a low concentration of B (low mode) prevents committing to S-phase. Depending
on the parameters, the positive autoregulation of B causes bistability of its concentration,
i.e. the existence of two stable states. Of specific interest are the degradation rates of A (y4)
and B (yp). When mitogenic stimulation increases under conditions of active growth, rapid
phosphorylation of A starts and makes the degradation of unphosphorylated A stronger (i.e.
the rate y,4 increases). This causes B to lock in the high stable mode implying the cell cycle
commiits to the S-phase. Since mitogenic stimulation influences the degradation rate of A,
our goal is to study the population distribution around the low and high steady states and to
explore the effect of y4 and y3.
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The ODE model in [42] describes this system using Michaelis—Menten (MM) kinetics
[35], which provides a deterministic approximation for enzyme-catalysed reactions. In this
work, we derive a discrete stochastic translation of the ODE model by directly using the MM
rates. The model is illustrated in Fig. 11b. The corresponding CTMC has 961 states and 3690
transitions. For details on the adequacy of the MM approximation in the stochastic settings,
we refer the reader to [37,39].

We apply threshold synthesis to find the degradation rates that lead to bistability. In
particular, synthesis parameters are y4 € [0.005, 0.5] and yp € [0.005, 0.5] and thus the
rate functions are linear with respect to the parameters. We formalize stability using time-
bounded properties with time horizon 1000 s, which reflects the time scale of the gene
regulation response. The stabilization of the model’s dynamics within this time horizon was
also confirmed by a steady-state analysis for different values of the parameters. We use atomic
propositions H and L to denote the high and low mode of B, respectively. In the following
experiments, we assume L is true if B < 2 and H is true if B > 4.

Bistability is commonly expressed as the property of reaching and staying in either one of
two different regions of the state space. In time-bounded CSL, this can be expressed using the
formula P, [G'LIA P>y [G' H], where I spans the final time window and the probability
of resting in the two modes is at least r;, and ry, respectively. However, threshold synthesis
for this property, I = [900, 1000] and different combinations of r;, and rg resulted in empty
T regions and negligible ¢/ regions, indicating that no parameters can be found that meet
this formulation of bistability. Note that this result agrees with the analysis performed in
[11] using a different stochastic translation of the ODE model and parameter exploration
techniques.

Therefore, we analyse whether there is at least a weaker type of bistability in the form
of a bi-modal distribution at time + = 1000. The existence of the bi-modal distribution is
formalized using the future operator F as:

P, [F'L] A P, [F'H].

Results for 7;, = ry = 0.4 are summarised in Fig. 12. In plot (a), we observe that most of the
degradation rates violate the formula, with the exception of an undecided region that spans
the domain of y4 and yp € [0.05, 0.15]. Although this result is consistent with input volume
tolerance ¢, it does not provide a precise answer to whether satisfiable parameters exist or
not.

In order to resolve the undecided region, we perform the same experiment by restricting
the parameter space to the area of interest (plot b). Indeed, note that, by the volume tolerance
criterion, a lower volume of P implies a lower volume of Z/. An alternative (less efficient)
solution would be keeping P unchanged and decreasing &. The results demonstrate that a
bi-modal distribution is reached for a relevant set of parameters. In particular, we show that,
for any value of y4 approximately ranging in [0.08, 0.5], there exists a value of yp that satisfy
the property.

To complement the above analysis, we further analyse how long the system remains in
the low and high mode. To this purpose, we synthesise parameters such that the following
cumulative reward property is satisfied:

R=400 [C=1""] (B < 2) A Rza00 [C='"] (B > 4)

where, for subformula R2400[C51000](B ~ X),the state reward p issuchthat: Vs € S. p(s) =
1 & B ~ X in s. Figure 12c illustrates the results of parameter synthesis restricted to the
parameter space as in the previous experiment. The parameters that satisfy the reward property
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(a) (b) (©
YA X VB Runtime*  Subspacesx
a) [0.005,0.5] x [0.005, 0.5] 618 s 809
b)  [0.005,0.5] x [0.05,0.15] 1256 s 1817
¢) [0.005,0.5] x [0.05,0.15] 1882 s 1742

Fig. 12 Bistability analysis in the G1/S regulatory circuit model: threshold synthesis for property
P>04[F'L] A P20 4[F'H] (a, b) and R>400[C='%1(B < 2) A Ro400[C=19P1(B > 4) (¢) with vol-
ume tolerance ¢ = 1 %. In b and ¢ we improve precision by restricting the range of yp. Colour code is as
in Fig. 3a. Results are obtained by solving the synthesis problem for each sub-formula and by combining the
output regions as in Eq. 6. Asterisks derived as the sum of runtimes and subspaces for each sub-formula

are aligned with the parameters leading to the bimodal distribution. This experiment confirms
the existence of a certain form of the bistability in the stochastic version of the model.
Moreover, our results are comparable with those obtained using numerical simulations of
the ODE model and bifurcation analysis in [42], where bistability is registered” for y4 €
[0.007, 0.03] and fixed yp = 0.1.

7 Related work

The work by Brim et al. [11] first introduced extensions of CSL model checking and of
the uniformisation method for computing safe probability bounds in parametric models of
stochastic reaction networks. The methods are applied to the problem of parameter explo-
ration, i.e. finding bounds that approximate the satisfaction function arbitrarily well. Our
work extends [11] with the following five main contributions. (1) Definition of the threshold
and max synthesis problems. (2) Synthesis algorithms that combine iterative refinement of
the parameter space with sampling of probability values. In contrast to [11], where every
parameter region needs to be analyzed, our algorithms focus only on the regions relevant
to solve the synthesis problem, so avoiding unnecessary computation. (3) More general
class of supported rate functions. Specifically, we allow multi-affine dependency of the rate
functions in the parameters, while the method in [11] supports only rate functions linear
in the parameters. (4) Convergence analysis of the approximation error (see Proposition 2).
(5) Theorem 1, which provides a precise mathematical characterization for the satisfaction
function of generic time-bounded and finitely-nested CSL formulas. Furthermore, the gene
regulation model in Sect. 6.3 is also studied by Brim et al. [11]. They translate the original
ODE model [42] into the framework of stochastic mass action kinetics, while we consider
a stochastic Michaelis—Menten approximation. In [11], no parameters are found that meet

2 In [42], we believe that there is a typo in the figure illustrating bistability (Figure 2B). The range of ¢,g g
(corresponding to y4) should read 0.005-0.035.
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the bistability requirement, expressed using ‘globally’ and cumulative reward formulas. Our
analyses confirm that the model does not exhibit bistability if defined with ‘globally’ for-
mulas, but that bistability occurs if formulated as a bounded reachability or a cumulative
reward formula. This is explained by the different stochastic encodings of the original ODE
model.

Parameter synthesis for CTMCs and bounded reachability specifications is considered
in [23]. The authors show that the problem can be reduced to the analysis of the polyno-
mial function describing the reachability probability of a given target state. As illustrated
in Sect. 4.1, the main limitation is the high degree of the polynomials, which is determined
by the number of uniformisation steps. Thus, in contrast to our work, only an approximate
solution can be obtained using discretization of the parameter space and the experimental
evaluation is limited to one simple case study (a CTMC with 19 states and 54 transi-
tions).

When considering linear-time specifications, specific restrictions can be placed on the
rate function to result in a smooth satisfaction function (i.e. having derivatives of all
orders). In that case the function can be approximated using statistical methods such as
Gaussian Process regression, which leverage smoothness [9]. Such restrictions require
the rate function to be smooth in the parameters and polynomial in the state vector.
Instead, the synthesis method we presented imposes limitations only on the parame-
ter dependency. In contrast to our approach, the statistical estimation of the satisfaction
function cannot provide guaranteed results. Moreover, the precision of the estimation
strongly depends on a number of experimental design choices, e.g. how many and
which parameter values to sample, while our algorithms provide results with arbitrary
precision and do not require any information except the inputs to the synthesis prob-
lem.

A concept similar to smoothness, uniform continuity, can be used to obtain an unbiased
statistical estimator for the satisfaction function [25]. Inference of parameter values in prob-
abilistic models from time-series measurements is a well studied area of research [2,10], but
different from the problem we consider.

Parameter synthesis problems have been studied for discrete-time Markovian models
in [14,22]. These approaches apply to unbounded temporal properties and are based on
constructing a rational function by performing state elimination [22].

Interval CTMCs, where transition rates are given as intervals, have been employed to
obtain a three-valued abstraction for CTMCs [26]. In contrast to the parametric models
we work with, the transition rates in interval CTMCs are chosen nondeterministically and
schedulers are introduced to compute lower and upper probability bounds. Along the same
lines, [41] introduce models and model checking algorithms for interval DTMCs and MDPs.

Synthesis approaches for non-stochastic biological models include the work by Batt et al.
[6], where parameters of ODE-based gene regulatory network (GRN) models are synthesized
using discrete abstractions and LTL model checking. In [5], the method of [18] based on
sensitivity analysis is applied to the automated design of synthetic biological devices from
basic ODE modules. In [28], parameter synthesis for discrete GRNs is reduced to coloured
LTL model checking and solved through a distributed algorithm. Methods based on SMT are
presented in [29,36] to synthesize Boolean network models from time-series and perturbation
experiments data.

@ Springer

121



122

616 M. Ceska et al.

8 Conclusion and discussion

We have developed efficient algorithms for synthesising rate parameters for biochemical net-
works so that a given requirement, expressed as a time-bounded CSL formula, is guaranteed
to be satisfied. The techniques are based on the computation of lower and upper probabil-
ity bounds of [11], in conjunction with iterative refinement and sampling of parameters. In
this work we focus on biological systems that, being characterised by complex and non-
linear dynamics, are typically hard to analyse. However, our synthesis algorithms can be
equivalently applied also to the performance and reliability analysis of computer systems.

We remark that improved performance can be easily achieved through parallel processing
of individual subspaces and, within each subspace, of the parametric uniformisation method.
Other techniques can also be integrated to speed up the synthesis process, including fast
adaptive uniformisation [16,34], state aggregation [1,44], and abstraction [33]. Finally, we
plan to include the synthesis algorithms in the param module of the PRI SM model checker
[14,32], and to extend the method to general non-linear rate functions.

Acknowledgements We thank David Safranek for useful discussions about the stochastic models of gene
regulation of mammalian cell cycle and Nicolas Basset for helping with the termination of the threshold
synthesis algorithm. We also thank Andrej Tokar¢ik and Petr Pilaf for implementing the prototype version of
the synthesis algorithms. We finally thank the anonymous reviewers for their insightful feedback.

Appendix: Proofs
Proposition 2

Consider a parameter region R = [xf-, xr] X -0 X [x,f-, x,;r ] € P. Fix an arbitrary state s
and let the maximizing argument of the transient probability in s be (cf. Eq. 8):

p* = argmax g 7(s) (44)

and let 7 = 7oP’ ... The local error introduced during a single discrete time step for state s,
in the multi-affine case, is given by

1
ei(s) = — [flux (7"}, 5) (p*) — max flux (", s) (p)‘ : (45)
q PEVR
Note that in this analysis the local error is expressed for the discrete distribution 7***, from
which the solution ;"% is derived as a linear combination. We now analyse the global error,
which for i > 1 is given as:

gi(s) = |17 (s) — 7™ (s)| (46)

1 1
T () + —flux (771, s) (p*) — 7™ (s) — = max flux (¢, 5) (p)’ (47)
q q PeVR

where we now use the definition of g; (s) and employ triangle inequality:

1

< gi—1(s) + — |flux (7}, 5) (p*) — max flux ("4, s) (p)‘ (48)
q PEVR
1

< gi—1(s) + — |flux (7}, 5) (p*) — max flux (7| + gi—1,s) (p)‘ (49)
q PEVR
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where the overall global error g; is the vector-wise equivalent of g; (s) and we continue

1
gi(s) < gi—1(s) + — max flux(g;—1, s)(p) (50)
q peVr
1
—f * ) fl * 51
+ o [ (z1.8) (%) max flux (z155) (p) Q)]
1
< gi—1(s) + — max flux(g;_1, s)(p) + ¢; (s) (52)
q peVr

The form of g; (s) is understood as follows. The error in the current step is less than the error
in the previous step plus the maximal local error plus the worst-case additional flux resulting
from the approximation error in the previous step. Let the width of the parameter space R
be given as wg = max; T —xb).

We now show how to derive bounds M, M, < oo such that

M
e < —uwr (53)
q
max flux(g;, s)(p) < M - max g;_1(s) (54)
PEVR seS

Observe that, if the two inequalities above hold, we get the same over-approximation as in
Eq. 42, which would prove the proposition true. For the local error we find

1
ei(s) < — max |flux (%, 5) (p*) — flux (7}, 5) (p)| (55)
q pe Vr
and in this case a Lipschitz constant M ¢ exists such that
M
ei(s) < —“wr (56)
q

Thus, M| = maxses M) s is such that Eq. 53 holds. The maximum flux that propagates due
to the approximation error in the previous step is given as

max flux(g;_1, s)(p). 57
PEVR

Now regard flux(g;—1, s)(p) as a function of g;_1, with p, s fixed. Note that the domain of
the function is given by R’ = X 5[0, gi—1(s)], and thus wr/ = maxseys gi—1(s). Also,
flux(0, s)(p) = 0for 0 : § — 0. Thus, another Lipschitz constant M> , s exists such that

flux(gi—1, $)(p) = flux(gi—1, s)(p) — flux(0, s)(p) < Mz p s - max 8i—-1(s) (58)

By taking M» = maxper. ses M2, p.s, Eq. 54 holds. Summarizing, the global error on 7" (s)
is bounded by g;, under the assumption of multi-affine rate functions, as

g = iy (59)

o ifi =0
g,._l.(1+%)+ Lg ifi >0,

Theorem 1

The probability of satisfying an unnested and time-bounded CSL property given a CTMC
Cp = (S, 50, Rp, L) reduces to the computation of transient-state probabilities over a CTMC
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C’p for which the transition relation R/p is easily derived from the original CTMC [4,31].

Recalling Definition 4, the transient-state probability is given by standard uniformisation:
ke
Rip =70 ) VigiPh- (60)
i=0
Provided the entries in P are polynomials of finite degree, the expression 7;(s) is also a
finite-degree polynomial over domain P. We now prove that the approximate satisfaction
function /i(,, of any time-bounded finitely-nested path formula can be expressed as a piecewise
polynomial function with a finite number of subdomains, using the above as the base case
in our induction. Note that only the path operators until (U) and next (X) allow nesting. We
prove the induction step only for the until operator, since the proof for the next operator can
be obtained in a similar way.
Let ¢, ¢, be time-bounded CSL path formulas such that P—»[¢;], P=2[¢>] are piecewise
polynomial with a finite number of subdomains. Consider the nested formula:

Py [Pan 011 U Prrlgn] ©1)

for a subdomain / € R>¢, bounds ry, r and ~; € {<, <, >, >}.

Observe that, if the satisfactionsets v; = {s € S | s |= P~,,[¢;]} fori = 1, 2 are constant
over a subspace R C P, then the expression in Eq. 61 is given by a polynomial function over
R, cf. Eq. 60. We will demonstrate that A Py [110 Py 0] is piecewise polynomial over
finitely many subdomains by constructing a partition of P that is conditioned on the truth
assignment of each state. Given a state s, allow the partition 71 (s) U F1(s) = P where

Vp € Ti(s) : s = Py [61] (62)
Vp € Fi(s) : s = Py lo1]. (63)

By the induction hypothesis P—2[¢1]—r] is piecewise polynomial over finite many subspaces,
so that 71(s), F1(s) are unions of finitely many subspaces of P. Assume a similar partition
T2(s) U Fa(s) = P. We now wish to construct a partition le’uzezs R(vi, vp) = P thatis
conditioned on the truth assignment of all states, so that Vp € R(v1, v2):

sev&skEPuylp]l A s S s Poylé] (64)

in which case the expression of Eq. 61 is a polynomial function over R(v1, v2) because the
truth-assignment of the nested formulas is fixed. We provide a constructive definition for
R(v1, v2) by finite intersection of the sets 7;(s) and F;(s), that is:

R(vi, v2) = [msevllrl(s)] N [ns¢v1]:l (S)] N [msevz7’2(s)] N [ﬂsgévz]:Z(s)] . (65)
Then R (v, vz) is a union of a finite number of subdomains of P.

Proposition 3

We first show termination of the algorithm for an unnested property P-,[¢]. Define
f=2440)s0) = r

and let the zero-set of f be given as Z(f) = {p € P | f(p) = 0}. In other words, Z(f) is
the set of parameters p yielding satisfaction probability equal to r, i.e. A¢( p)(so) = r. Now
note that, at a generic step of the algorithm, the undecided space is composed by those regions
‘R: such that Aﬁin < r and Aﬁix > r. Assuming infinite precision, Ag"n and Aﬁéx can be
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made arbitrarily tight, i.e. the approximation error made arbitrarily small (cf Proposition 2).
Therefore, any such R; intersects the zero-set of f and the undecided space covers the
zero-set. Formally, given a decomposition U; R; = P, the undecided region is given as:

U=UR;st.RiNZ(f) #7. (66)

Excluding the trivial case that f is identically zero (Z(f) = P), we prove termination in two
steps. First, we show that Z( f) can be covered by finitely many rectangular regions whose
total volume can be made arbitrarily small. Call such cover C. Second, we show that our
algorithm can reach in a finite number of steps a decomposition where ¢/ covers C and has
volume no larger than the tolerance ¢. Finally, we extend the termination proof to nested CSL
properties.

1. We state now two useful properties of zero-sets: (i) the zero-set of a multi-variate polyno-
mial is negligible, i.e. it has Lebesgue measure (volume) 0 (a proof is available in [12]).
(ii) the zero-set Z(f’) of any continuous function f’ is closed. This follows from the
fact that Z( f”) is the pre-image of f” on the closed set {0}. Now note that the parameter
space P is compact (bounded and closed). It follows that Z(f) C P is compact too.
Z(f) meeting condition i) corresponds to saying that for each € > 0 there exists a finite
or countable collection Rj, R», ... of (possibly overlapping) open rectangles such that

Z(f) < U Ry and Z vol(Ry) < € (see e.g. [8], Section 1).
kekK keK

Finally, by compactness every open cover of Z( f) has finite a subcover, i.e. there exists
a finite index set K’ € K such that:

zihe Y rec R

k'eK’ keK

It follows that:

Vol( U Rk/> < Z vol(Ry) < Zvol(Rk) <é.

k'eK’ k'eK’ kekK

The first inequality holds since rectangles in the cover can overlap. Thus, C & Urex Re
is the required finite rectangular cover of Z( f) with arbitrarily small volume. Note that
these properties hold also if we replace in C each rectangle Ry with its closure.

2. Since any finite union of overlapping rectangles can be rewritten as a finite union of
almost disjoint rectangles (i.e. intersecting only at their extrema) [15], we rewrite the
cover C as

C = J Rj. suchthat Vi, j € J.int(R;) Nint(R;) =
jed

where int(R) is the interior of rectangle R. In particular, this transformation can be done
in a such way that each R; is a box of width §, for some § > 0. We can hence derive the
following:

|7]-8" =D vol(R)) = vol(C) < € (67)
jeJ

where n is the number of dimensions/parameters.
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Without loss of generality assume that the parameter space P is the unit cube, meaning
that the algorithm terminates for vol(Z/) < e. Assume also that at each step undecided
parameter regions are decomposed by bisection. Consider a number of refinement steps
i such that each undecided region at the i-th step has width w € [§, 28], yielding i =
|—log, §]. From Eq. 66 and C being a cover of Z( f), we derive that:

UCUR;st. RiNC # 0.

Observe that each rectangle in the cover C is intersected by at most 2" undecided regions
of width w. Let N = |J| be the number of boxes in the cover C. Then,

vol) <2"-N-w" <2"-N-(28)" <€ -4" (68)

where the last inequality holds by Eq. 67.

Since the bound €’ on the volume of C is arbitrary, termination follows. Indeed, to satisfy
the termination condition (vol(i/) < &), we can chose €’ = & - 47" which implies the
existence of a suitable § and, in turn, of a finite number of steps i = |—log, §].

3. By Theorem 1, we know that the satisfaction function of a nested CSL property is
piecewise polynomial, with a finite number of (bounded) subdomains. We proceed by
borrowing from steps (1) and (2) of this proof. Let D be an index set identifying the
subdomains and f; be the satisfaction function at the d-th subdomain. Then, there exist
8 > 0, arbitrary positive constants {ec/l}dé p and a set of finite covers {Cy}4ep such that
foralld € D, vol(Cy) < €, and Cy4 is composed of pairwise-disjoint boxes of width §.
We can now prove termination by showing that Eq. 68 holds also for the nested case if
weset N = >, |Cql to the total number of boxes and €’ = >, €.

However, there is an important caveat to discuss. In this case, the satisfaction function
might exhibit jump discontinuities characterized by coarse probability bounds that cannot be
“mitigated” by the iterative refinement procedure. It follows that we need to take into account
all the additional undecided regions that contain jump discontinuity points. Fortunately,
since piecewise continuous functions are continuous almost everywhere, the set of such
discontinuities has measure 0, and hence, by a similar argument to the above proof, the total
volume of the undecided regions containing discontinuities can be made arbitrarily small in
a finite number of steps. O

Proposition 4

We prove the proposition by first showing that the safe bounds can be made arbitrarily small
in a finite number of steps. Second, we derive the number of steps for which the termination
condition is met.

1. Define f = /i¢(-)(s0) and let D* be the set of regions at the k-th decomposition step.
Fix a region R’J‘. € DK Let [f (R’]‘.)] be the interval describing the range of f over
R’;. Since f is a polynomial function over a bounded domain, then it is also Lipschitz

continuous, implying that there exists a constant m’j‘ s.t. w(lf (R’;)]) < mljc . W(RI;- ),
where w denotes the width of the rectangle. The safe approximation we compute is such

rRE RK R RE
that [ f (R4)] C [Aih» Amds] and, in particular, Amgx — Al = W(LF(RDD +e +et,

where ¢! and et are the global approximation errors for the upper and lower bound of
As.

We now derive a closed-form expression for e T, based on Proposition 2. Let e = Sk >
where k¢ is the number of uniformisation steps and, by Eq. 42, there exist positive
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constants M| and M, such that

_ _ M, M, k
8ke = 8ke—1 - |1+ — +*(W (R]-))~ (69)

q q ’
Letc, =1+ % and ¢ = %. Solving the recurrence at Eq. 69, we get the following

expression: .
& =< WRp) (70)
kT U (CIQCE _]>
where ¢ j’ = — 1 Following the same derivation for et we conclude that
) —

there exist positive constants cl;’T and c©* such that eT = c];’T . W(RI;-) and el =

J
c’j‘,’l . w(R’J‘.). Then, for all R’]‘. e Dk

min

R R
Amax — A < (m+cT+cl) W('RI;) (71)

where m = max{m];. | RIJ‘. e D), el = max{c];.’T | le‘ € D¢yand ¢t = max{cI;.’L |
R’; € Dy}. Since regions are decomposed by sectioning at the mid-point of each para-
meter interval, the width of a region is halved at every step, so the equation is expressed

as:

RE RE w(P
A~ Ay = (m+eT 4 e) 2 2)

Then, for an arbitrary precision €’, there exists a finite number of decomposition steps k
k k

Rj i k &
such that Apax — A i) < €' forall RJ. e D*.

2. Now we show how to determine €’ s.t. the termination condition A;— — Aj; < € is met.
. . . - RE
Let R’-‘r be one of the regions with the highest upper probability bound, thus A = Apk.

k
Rt
min?

Note that the highest lower bound M is at least A
such that

and thus every region R’; in 7T is

Rk RE RE T
Ama{x > M = Ami; > Am;;; - E/ = A¢ — 6/.
Then, the smallest lower bound in the true region, AL, is at least M — €’ and so, Aj; >

Al — 2. ¢ This implies that termination is achieved with ¢’ = 5 and, according to
Eq. 72, in a number of steps equal to:

[ (2'(m+cT+cJ‘)~W(7’))—‘
k = |log, .

€
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Abstract—We present a novel method allowing one to approx-
imate complex arithmetic circuits with formal guarantees on the
approximation error. The method integrates in a unique way
formal techniques for approximate equivalence checking into
a search-based circuit optimisation algorithm. The key idea of
our approach is to employ a novel search strategy that drives
the search towards promptly verifiable approximate circuits. The
method was implemented within the ABC tool and extensively
evaluated on functional approximation of multipliers (with up
to 32-bit operands) and adders (with up to 128-bit operands).
Within a few hours, we constructed a high-quality Pareto set
of 32-bit multipliers providing trade-offs between the circuit
error and size. This is for the first time when such complex
approximate circuits with formal error guarantees have been
derived, which d trates an ding performance and
scalability of our approach compared with existing methods that
have either been applied to the approximation of multipliers
limited to 8-bit operands or statistical testing has been used
only. Our approach thus significantly improves capabilities of
the existing methods and paves a way towards an automated
design process of provably-correct circuit approximations.

Index Teri pproximate ing, logical sy is, ge-
netic progr formal

thod

I. INTRODUCTION

As many important applications are inherently error re-
silient, precision of the involved computations can be traded
for improved energy efficiency, performance, and/or chip area.
Various approaches exploiting this fact have been developed in
recent years and presented under the umbrella of the so-called
approximate computing [1]. These approximations can be
conducted at different system levels with circuit approximation
being one of the most popular.

Circuit approximation techniques can be classified into
two main groups: (1) Frequency/voltage over-scaling where
timing-induced errors can appear as the circuit is operated
on a higher frequency or lower voltage than the nominal
value. (2) Functional approximation where the original circuit
is replaced by a less complex one which exhibits some
errors but improves non-functional circuit parameters such
as power consumption or chip area. We only deal with the
latter approach in this paper. Circuit approximation can be
formulated as a multi-objective optimization problem where
the error and non-functional circuit parameters are conflicting
design objectives. Since the resulting approximate circuits are
common circuits, they can be implemented using the standard
circuit design flow.

We focus on approximate arithmetic circuits (AACs) be-
cause they are frequently used in key applications relevant
for approximate computing. Prominent examples are signal,

image, and video processing circuits (such as filters, discrete
transforms, and motion estimation blocks [2]), or the multiply-
accumulate-transform structures of artificial neurons in neural
networks (consuming about 50% of the total power in neural
network accelerators [3]).

Various error metrics, such as the worst-case relative error
or the mean absolute error, for evaluating approximate circuits
have been proposed (cf. Sect. III). A crucial question is then
how the error of a given approximation is derived. For that,
as discussed in more details in the related work section,
methods based on simulating the circuit on given inputs
are often used. However, such approaches suffer from low
scalability (exhaustive simulation), lack of strong guarantees
(when simulating the circuit for a random subset of the
possible inputs only), and/or specialization to certain circuits
only (statistical models). Alternatively, as in our case, the error
can be derived using formal verification. The main advantages
of this approach lie in that (1) formal error bounds can be given
as a part of the input and (2) the approach is more scalable
than exhaustive circuit simulation.

While formal methods of (exact) equivalence checking have
been studied for decades, only a few formal approximate
checking methods have been used in circuit approximation
tools. Depending on the particular error metric, the error
calculation is transformed to a decision problem and solved by
means of SAT solving or binary decision diagrams (BDDs).
Despite of enormous progress in the area of SAT solvers
and BDD libraries, approximation of arithmetic circuits with
formal error guarantees was so far limited to circuits no more
complex than 16-bit adders and 8-bit multipliers [4], [5], [6].

In this paper, we present a new method for designing
complex approximate arithmetic circuits with formal bounds
on the approximation error. The method uniquely integrates
new formal techniques for approximate equivalence checking
into search-based circuit optimization by means of Cartesian
genetic programming (CGP). The key idea is to employ
a novel search strategy driving the search towards promptly
verifiable approximate circuits. We have implemented the
strategy within the ABC tool and extended the underlying
equivalence checking algorithm to support queries on the
worst-case error. This extension builds on a new effective
construction of miters, i.e. auxiliary circuits interconnecting
the original correct circuit and its approximation such that
their approximate equivalence can be checked.

We decided to optimize for the worst-case error since its
exact value can be important in time-critical and dependable
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systems (e.g., inverse kinematics in robot control [7]) or when
complex approximate arithmetic circuits are constructed using
less complex approximate building (circuit) blocks. The final
error then depends on how the worst case error is propagated
from low-level blocks to the result. Moreover, even in not so
critical applications such as image processing, low average
error but excessive worst-case error can produce unacceptable
results [8]. Finally, our results suggest that there is also a high
correlation between the worst-case error and the mean absolute
error (Sect. V).

While our primary motivation is to automatically approxi-
mate complex multipliers, our method is directly applicable
to other arithmetic circuits too. The method is capable of
providing Pareto fronts showing high-quality compromises
between the circuit error and non-functional circuit parameters.
Results are presented for approximate multipliers (with up to
32-bit operands) and adders (with up to 128-bit operands)
and compared with several approximate circuits available
in literature. This is for the first time when such complex
approximate arithmetic circuits with formally guaranteed error
bounds have been presented.

Contributions: We propose a new miter construction al-
lowing for efficient approximate equivalence checking tailored
to search-based approximation of complex arithmetic circuits.
We design a novel search strategy for synthesis of approximate
circuits with formal error guarantees that integrates Cartesian
genetic programming and the proposed approximate equiva-
lence checking. Using a resource-limited verifier, the strategy
drives the search towards promptly verifiable candidates and
thus provides scalable approximation of complex circuits. We
develop an implementation of the miter construction and the
search strategy within the ABC tool and perform extensive
experimental evaluation of our approach on large circuits
including approximation of 128-bit adders and 32-bit multi-
pliers. Within several hours, we are able to construct high-
quality Pareto sets of 128-bit adders and 32-bit multipliers
that represent the trade-offs between the circuit error and non-
functional circuit parameters.

II. RELATED WORK

This section presents a brief survey of the most important
approaches developed for functional approximation of mul-
tipliers and adders. We restrict our attention to these two
arithmetic operations because they represent the key compo-
nents of more complex circuits and thus their approximation
has been intensively studied. Moreover, multipliers—due to
their complex structure—represent one of the most difficult
arithmetic circuits from the perspective of both approximation
as well as verification.

A. Approximation Methods

The approximation process usually starts with a fully func-
tional circuit and a target error. Circuit-dependent approx-
imation methods then take the structure of the arithmetic
circuit at the input and (manually or algorithmically) introduce
modifications to carefully preselected parts of the circuit. In

the case of adders, it is possible to approximate elementary
1-bit adders, modify the carry propagation chain, or introduce
segments of adders and generate the carry using different
methods [9]. In the case of multipliers, generation of partial
products, the summation tree, counters, or compressors are
approximated [10]. In addition to that, the simple bit-width
reduction belongs to this category of methods too.

More complex approximate circuits can be constructed by
a smart composition of approximate elementary blocks. For
example, a 2-bit multiplier was approximated in [11] and then
used as a building block of more complex multipliers. This
strategy can be improved, e.g., by configurable lossy compres-
sion of the partial product rows based on their progressive bit
significance [12].

The concept of quality configurable circuits uses elementary
circuits composed in such a way that their error can be
modified online using several configuration bits in order to
dynamically reduce the power consumption. The configuration
bits can (dis)connect some preselected parts of the circuit.
As the source codes of quality configurable adders [13] and
multipliers [2] are available online, we compare them with
approximate circuits obtained using our approach.

General-purpose methods, such as SALSA [14] or
SASIMI [15], aim at automatically approximating circuits in-
dependently of their structure. These methods operate with dif-
ferent circuit representations and employ various heuristics to
identify circuit parts suitable for approximation. Evolutionary
algorithms have been recently applied to accomplish desired
approximations in a holistic scenario [16], [17]. A compre-
hensive library of 8-bit adders and multipliers was built using
multi-objective CGP [18].

B. Simulation-Based Error Computation

Conceptually, the simplest approach to obtain precise error
bounds of an AAC is to simulate its function on all possible in-
puts. However, even on state-of-the-art computer architectures,
this approach has principal scalability limitations causing that
it cannot be used to synthesize approximate circuits with more
than 12-bit operands [19].

Due to that, the error is commonly estimated using a subset
of input vectors only, e.g. 10® inputs were used to evaluate
16-bit adders in [9]. Of course, the main drawback of this
approach is that no formal guarantees on the error bound can
be provided. Alternatively, the circuit error can be calculated
using a statistical model constructed for elementary circuit
components and their compositions [20], [21]. However, re-
liable and general statistical models can only be constructed
in some specific situations.

C. Formal Error Computation

Recently, various applications of formal methods have been
intensively studied in order to improve the scalability of
the design process of correct as well as approximate cir-
cuits. For designing correct circuits (where one insists on
preserving the original functionality but tries to optimize
non-functional parameters), one can consider combinational
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equivalence checking based on modern SAT solvers, efficient
BDD representations of circuits, or algebraic computation
techniques combining polynomial representation of circuits
with logic reductions [22], [23]. For designing AACs, a more
challenging notion of relaxed or approximate equivalence
checking is needed. This notion requires to quantify the
approximation error or, alternatively, prove whether the error
is below a certain threshold.

To quantify the approximation error using formal verifi-
cation techniques, a use of auxiliary circuits, called miters,
combining the original circuit and the approximate circuit was
proposed in [24]. In order to check whether a predefined worst-
case error is violated by the candidate approximate circuit,
a pseudo-Boolean SAT solver combining a SAT solver with
integer linear programming was then employed.

The number of inputs for which an approximate circuit
returns an incorrect result can be quantified using SAT counting
methods (so-called #SAT solvers). However, despite the recent
progress in the area of #SAT solvers (see, e.g., [25]), our pre-
liminary experiments indicate that #SAT problems encoding
the error quantification are currently beyond the capabilities
of state-of-the-art #SAT tools even for 12-bit multipliers.

An efficient BDD-based approach allowing one to guarantee
the worst-case and the average-case arithmetic error of approx-
imate adders up to 16-bit operands was proposed in [5]. An
alternative approach that uses BDDs representing characteris-
tic functions was employed in [4]. Compared to our approach,
this approximation method lags behind in scalability, which
is demonstrated by the fact that it has been applied to the
approximation of multipliers limited to 8-bit operands and
adders limited to 16-bit operands only.

III. ERROR METRICS FOR AACS

Various metrics describing the error of AACs have been
proposed and shown suitable for different application domains.
The most popular error metrics relevant especially to arith-
metic circuits are the worst-case absolute error (WCAE) and
the mean absolute error (MAE). For a correct circuit G, fur-
ther denoted as the golden circuit, which computes a function
fa, and its approximation C', computing a function fc, where
fa, fo :{0,1}" — {0,1}™, these metrics, relativized by the
range of the output, are defined as follows:

int(fg(z)) — int(fo(2))]

maXge{0,1}»

WCAE(G, C) = a
MAE(G, C) = > eeo,13n int(f;;fn:v)) - int(fc(x))|’

where int(z) denotes the integer representation of a bit vec-
tor x and |i| denotes the absolute value of an integer i.

A. Checking Worst Case Errors

To compute whether the WCAE is violated, we can adopt
the concept of approximation miter introduced in [24]. The
general configuration of the approximation miter is shown
in Fig. 1. The miter consists of the inspected approximate

T Approximate | fo [T =
circuit (C) 9 %
O fos
g 3
5 £
Golden a S
circuit (G)

Fig. 1.  Approximation miter for the worst-case error analysis, typically

e(x) = |fa(@) = fo(@)].

circuit C, the golden circuit G which serves as the specifica-
tion, a subtractor, and a comparator which checks whether
the error introduced by the approximation is greater than
a given threshold 7. The output of the miter is a single bit
which evaluates to 1 if and only if the error is violated, i.e.
WCAE(G,C) > T.

For a given input vector x, the subtractor calculates the
difference between the output of the golden circuit, i.e. fe(z),
and the output of the approximate circuit, i.e. fo(z). Let
d =int(fe(x)) —int(fo(x)) be the error magnitude. A direct
computation of the WCAE according to its definition leads to
evaluating the expression e = |dJ, i.e. the absolute difference
of the error magnitude. The absolute difference is typically
calculated by means of a common two’s complement subtrac-
tor (implemented using m full-adders with the first carry-in
set to 1 and inverting each bit of the subtrahend) followed by
a circuit determining the absolute value (computed using m
half-adders and m XOR gates).

B. The Proposed Miter Construction

Miters used in the literature compute the absolute value of
the difference between fg and fc. The computation is usually
performed in two steps. Firstly, a subtractor with a signed
output evaluates fg — fc. Secondly, the absolute value has
to be computed. The circuit performing such a task contains
XOR chains which are a known cause of poor performance
of the state-of-the-art SAT solvers [26]. The main reasons are
that unlike AND/OR gates, the Boolean constraint propagation
over XOR gates is limited, and the XOR operations cause the
CNF form of the formulae to grow rapidly.

In order to avoid long XOR chains at the output of the miter
which slowdown the decision process, we propose to employ
a different approach. The key idea is to compare the result
of the subtractor with both the positive and negative value
of the threshold and thus avoid the expensive evaluation of
the absolute value. For a given threshold 7 on the worst-case
absolute error WCAE, it holds that e > 7 is satisfied iff d
is positive and d > T, or d is negative and —d > T. As
we typically deal with numbers in the two’s complement, the
second condition is equal to ~d > (7 —1). Hence, we can use
the two’s complement representation and examine the positive
and negative values separately to avoid usage of the absolute
difference of the output.

Since the threshold 7T is fixed during the design process, we
can easily avoid the standard comparator consisting of a long
chain of XOR gates. This helps us to further simplify the
miter and improve the performance of the decision procedure.
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d is not negative
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wy = (AAA) VA VALY As

Fig. 2. The proposed approximation miter for the worst-case error analysis:
an example for 7 =5, N = 6.

In particular, we replace the sequential comparison of the
particular bits of the operands implemented as

A>B

V A; A —B;

0<i<N-1

N 4B

i<j<N-1

for B being a constant bit vector representing the threshold
T, by a simpler procedure implemented as

A>B= \/ Ay /\ A

0<i<N—1 A B;=0

J
i<j<N-1 A Bj=1

As is evident, the resulting formula does not contain any
XOR gate. Note that d is represented as an m+1 bit number in
the two’s complement—hence, A corresponds to the N least
significant bits of d where N = m. The (m + 1)-th bit is
reserved for the sign and employed for determining whether d
encodes a positive or negative number. The miter for 7 = 5,
fc and fe with 6-bit outputs is illustrated in Fig. 2.

The proposed construction, compared to the construction us-
ing the absolute value and full comparators, allows us to obtain
smaller and structurally less complex miters. Such miters can
be efficiently used in the SAT-based CEC procedures, resulting
in a significant acceleration of the candidate circuit evaluation.
Our experiments show that, in the case of arithmetic circuits
having 64 output bits (e.g. 32-bit multipliers), the proposed
construction improves the size of the miters (in terms of the
number of And-Inverter Graph (AIG) nodes representing the
circuit) by about 25-35% depending on the value of 7, where
T ranged from 0.0001% to 0.5% of the maximal value at the
output (i.e. 264) in our experiment.

IV. SEARCH-BASED DESIGN OF AACs

In this section, we present our novel approach to the search-
based design of AACs combining principles of CGP with
a verifiability-driven search strategy that employs a fitness
function based on the approximate equivalence checking.

A. Cartesian Genetic Programming

CGP is a form of genetic programming where the candidate
solutions are represented as a string of integers of a fixed
length that is mapped to a directed acyclic graph [27]. This
integer representation is called a chromosome. CGP can effi-
ciently represent common computational structures including

Fig. 3. Full adder represented by CGP. Chromosome: (0, 2, 2) (0, 1, 0)
(1, 3,2)(3,2,0) (5,6, 3) (4, 6, 1) (5, 8), node functions: AND (0), OR (1),
XOR (2), NOT (3).

mathematical equations, computer programs, neural networks,
and digital circuits. The candidate circuits are typically repre-
sented in a two-dimensional array of programmable two-input
nodes. Every node is encoded by three integers in the chromo-
some representation where the first two numbers denote the
node’s inputs, the third represents the node’s function (see the
illustration in Fig. 3).

In circuit approximation, the evolution loop starts with
a parent representing a correctly working circuit. New can-
didate circuits are obtained from the parent using a mutation
operator which performs random changes in the candidate’s
chromosome in order to obtain a new, possibly better candidate
solution. In the next step, the algorithm evaluates the quality of
each solution using a specified metric, called the fitness func-
tion. This function assesses important correctness and perfor-
mance aspects of circuits. The candidate with the best fitness
value is chosen as the parent of the next generation, the other
solutions are removed and the evolution continues with gener-
ating new candidate circuits. The whole loop is repeated until
a termination criterion is met. For details of CGP, see [27].

The most critical and time consuming part of the CGP loop
is the fitness evaluation, which principally limits the scalability
of the search-based design. To alleviate this problem, we
propose below a novel search strategy.

B. Verifiability-Driven Search Strategy

The verifiability-driven search strategy can be seen as a gen-
eral concept improving the scalability of evolutionary design
methods. We demonstrate its key idea on the below problem.

Problem: For a given golden circuit G and a threshold T,
our goal is to find a circuit C* with the minimal size such
that the error WCAE(G,C*) < T.

This problem formulation allows us to define the fitness
function f in the following way:

F(C) = size(C) if WCAE(G,C) < T,

UG 00 otherwise

where size(C) denotes the size of the circuit C. Since the
procedure deciding whether WCAE(G,C) < T (further
denoted as SAT solver) represents the most time consuming
part of the design loop, we avoid calling the procedure as
much as possible. Therefore, we only call SAT solver for
circuits C' satisfying size(C) < size(B) where B is the best
solution with an acceptable error (i.e., WCAE(G, B) < T)
that we have found so far. Our experiments show that, during
the evolution process, a significant set of candidate designs C'
does not satisfy the condition size(C) < size(B) and thus
their fitness can be easily assessed without SAT solver.
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Fig. 4. The main steps of the proposed verifiability-driven search scheme.

Our experiments further indicate that a long sequence of
candidate circuits B; improving the size and having an ac-
ceptable error has to be typically explored to obtain a solution
that is sufficiently close to C*. Therefore, both the SAT and
the UNSAT queries to SAT solver have to be short. To this
end, we use an additional criterion for the evaluation of the
circuit C', namely, the ability of SAT solver to prove that
WCAE(G,C) < T with a given limit L on the resources
available to the underlying decision procedure. If the proce-
dure fails to prove WCAE(G, C')) < T within the limit L, we
set f(C) = oo and generate a new candidate. The design loop
using the verifiability-driven search is illustrated in Fig. 4.

The inputs of the design process include: (1) the golden
model G, (2) the threshold on the worst case absolute error 7,
(3) the initial circuit B having an acceptable error (it can
be either the golden model or a suitable approximation we
want to start with), and (4) the time limit on the overall
design process. The loop exploits the CGP principles; namely,
it uses mutations to generate new candidate circuits C' from
the candidate circuit B representing the best approximation
of the circuit C* that we have found so far. The circuit C'
is then evaluated using the fitness function f as described
above. If the candidate C' belongs to the improving sequence
(ie., size(C) < size(B) and WCAE(G, C') < T), we replace
B by C. The design loop terminates if the time limit is reached
and B is returned as the output of the design process.

In our verifiability-driven search scheme, we use the re-
source limit L (as a parameter of the design loop) to drive the
search towards candidates that can be promptly evaluated. We
intentionally throw away improving candidates B; that require
greater resources and thus longer, but still feasible, verification
time. The reason for this is the fact that by mutating these
candidates we would most likely obtain solutions that would
require the same or even longer verification times and thus
finding the whole improving sequence would become time-
infeasible. Instead, we require that every improving candidate
B; has to be verifiable using the resource limit L and thus
drive the search towards candidates B; that, for a given time
limit on the overall design process, lead to longer improving
sequences. Our experiments indicate that these sequences lead
to candidate circuits that are closer to C*. Since we are able
to evaluate a much larger set of candidate circuits, we have
a better chance to find a long improving sequence within the
given time provided that it exists for the limit L.

The obvious disadvantage is that we possibly cut improving
sequences that would lead to good solutions within the given
design time. It can also happen that, for the limit L, no
improving sequence exists, while it exists for a slightly greater
resource limit. Despite of this limitation, our results clearly
show that the proposed verifiability-driven search strategy
allows us to utilise the given design time in a more efficient
way compared to the standard evolution schemes.

C. Integration to the ABC Tool

The proposed approach performs the approximation at the
level of the CGP problem representation (i.e., on acyclic
oriented graphs with arbitrary two-input logic functions in the
nodes). The green part of Fig. 4 shows the position of ABC in
our methodology. ABC is primarily used to construct the miter
and decide whether the maximal arithmetic error of the candi-
date circuit is not above 7. The proposed miter construction
allows us to reduce the problem of approximate equivalence
checking to the Boolean satisfiability (SAT) problem. In order
to evaluate a candidate circuit, (1) a candidate chromosome
is used to construct a corresponding AIG, (2) another AIG,
representing the golden circuit, is constructed (just once at the
beginning of the evolution), and (3) the miter is built. The
state-of-the-art techniques used for CEC in the ABC tool—
the iprove engine—are then applied to decide the equiv-
alence. An important feature of the mix of techniques used
in iprove is that one can control the time needed for one
query, which is the key feature we exploit in our verifiability-
driven search strategy. In particular, the satisfiability checking
can be controlled by fine-tuning various resource limits for the
different techniques used, such as the number of simulations
performed to prove non-equivalence, the number of conflicts in
structural hashing, or the number of logic-reduction steps. We
so far used solely a limit on the maximal number of conflicts
in which a single variable (representing an AIG node) can
be involved during the backtracking process. Our experiments
show that this resource limit allows us to effectively control
the time needed for particular iprove queries and thus to
drive the search towards promptly verifiable circuits.

A similar approach has recently been used in circuit ap-
proximation exploiting the approximate-aware rewriting of an
AIG representation of circuits [4]. Principally, our approach
differs in the candidate circuit representation (the gate-level
CGP encoding), its evaluation, and in using the verifiability-
driven evolution instead of a simple greedy algorithm for AIG
pruning. The gate-level representation is an important feature
of our approach which allows us to efficiently capture XOR-
intensive structures existing in arithmetic circuits.

V. RESULTS

To evaluate the proposed method, we primarily focused on
complex approximate multipliers as they are the most chal-
lenging benchmark problems. Since only 8-bit multipliers with
guaranteed error bounds were presented in the literature so
far, there are no solutions available for a direct comparison in
the case of 16-bit and more complex approximate multipliers.
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Hence, (1) we compare the 16-bit approximate multipliers
that we generated using our method with 16-bit multipliers
(available in the literature) whose error was determined using
simulation, and then (2) we present Pareto fronts (the error and
key circuit parameters) for 20-bit, 24-bit, 28-bit, and 32-bit
approximate multipliers and up to 128-bit approximate adders
to demonstrate the scalability of the proposed method.

A. Experimental Setup

We implemented our approach, including the miter con-
struction and verifiability-driven evolution, within the ABC
tool [28]. Array multipliers and ripple carry adders composed
of 2-input gates were employed as the initial (golden) circuits
for CGP. The number of nodes in the CGP’s grid is equal to
the number of gates of the initial circuit. The set of functions
consists of the common two-input logic gates, the buffer, and
the inverter. We used 2 circuits in the population and 5 integers
were modified by the mutation operator.

For each target WCAE, we performed 30 independent runs
of CGP to obtain statistically significant results. Each CGP
was executed for 2 hours on an Intel Xeon X5670 2.4 GHz
processor using a single core. The individual CGP runs are
independent and thus we executed them in parallel using
a cluster of these processors to accelerate the design process.

For purposes of the fitness evaluation, the circuit size is
estimated as the sum of the relative area of the two-input
gates used, where the sizes of each gate are taken from the
technology library. At the end of the evolution, the 5 most
fitting circuits for each WCAE were synthetized using the
Synopsys Design Compiler (high-effort compiling for a better
quality of the results) for a 45 nm technology library in
order to obtain non-functional parameters like the area and
power-delay product (PDP). The accurate implementations
were created by means of Verilog * and + operators and
synthesized in the same way as approximate circuits.

B. 16-bit Approximate Multipliers

An evaluation of the verifiability-driven search: In the
first experiment, we approximated the golden 16-bit multiplier
for 9 target values of WCAE from the set {0.1, 0.2, 0.5, 1, 2,
5, 10, 15 and 20%} and evaluated the proposed method with
three different settings of the resource limit L controlling the
maximal number of conflicts for one AIG node: (1) no limits,
ie., L=oo, (2) L=160K, and (3) L=20K. The limits L=160K
and L=20K roughly correspond to the time limit of 120 sec.
and 3 sec., respectively, on 16-bit multipliers.

Fig. 5 shows that, for WCAE > 2%, the resource limit L has
a marginal impact on the PDP and area. However, with a de-
creasing target WCAE, the limit L=20K provides significantly
better results. For example, if WCAE = 0.1% and L=20K,
22,050 SAT calls were produced and 11% of them were
terminated on average because of the termination condition.
In the case of L=160K, 856 SAT calls were produced only
(15% terminated). The average number of SAT calls (across
all target errors) that were forced to terminate is 6.28%
(for L=160K) and 8.84% (for L=20K). If L=00, 170 SAT

0.5 1 2 5 10 15 20

0.5 1 2 5 10 15 20
Maximal allowed worst-case absolute error [%]

B limit L=cc WM limit L=160K WM limit L=20K

Fig. 5. PDP and area of approximate 16-bit multipliers for 9 target errors
obtained using 3 different resource limits L on the SAT solver. The red line
shows the PDP and area of the accurate multiplier.

calls were evaluated for WCAE = 0.1% only. Despite the
fact that some potentially good candidate circuits are quickly
rejected, the aggressive resource limits allowed us to generate
and evaluate significantly more candidate circuits and thus to
substantially improve the quality of results. Box plots in Fig. 5
also show that independent runs with L=20K lead to circuits
having very similar parameters (low inter-quartile distances)
and thus this limit is be used in the following experiments.

Note that the parameters of some approximate multipliers
shown in Fig. 5 are worse than for the accurate multiplier.
The reason is that the relative area is the only non-functional
circuit parameter optimized by CGP while the PDP and area
are computed at the end of the optimization using the Synopsys
Design Compiler. We have never observed this discrepancy for
the limit L=20K.

A comparison with other multipliers: Next, we generated
16-bit approximate multipliers using the setup described in
the previous section and compared them with approximate
multipliers available in the literature. In order to perform
a fair comparison (the error of the published multipliers
was originally estimated using simulation), we modified our
method and applied a binary search strategy to determine the
WCAE exactly. In addition to WCAE, we also providle MAE
obtained using simulation (10 vectors).

We considered the following 16-bit approximate multipliers:
M1 Approximate configurable multipliers from the IpACLib
library [13], where the multiplication is recursively sim-
plified using two different variants (denoted as Lit and

V1) of an elementary block representing a 2-bit multiplier.

The partial results are summed using accurate adders. We

implemented 32 different architectures consisting of four

8-bit multipliers where each of these multipliers is config-
urable as exact/approximate (2* configurations) and can
be built using either Lir (M1Lit) or VI (M1V1) blocks.
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Fig. 6. Parameters of 16-bit approximate multipliers considered in our study.

M2 The approximate multiplier employing the bit-significan-
ce-driven logic compression as introduced in [12].

M3 Approximate multipliers obtained from exact multipliers
using the bit-width reduction. The reduction replaces 16-
bit multipliers by accurate z-bit multipliers (for < 16).
It ignores the LSBs of the operands and leaves the LSBs
of the result zero.

M4 The approximate multiplier composed of approximate

2-bit multipliers as proposed in [11].

Approximate multipliers composed of 8-bit multipliers

that are available in the EvoApproxLib library [18]. The

construction principle is taken from [11].

M

[

For all considered multipliers, the value of PDP is plotted
against WCAE and MAE in Fig. 6 (only Pareto fronts are
visualized). While the bit-width reduction provides the same
quality of results as our method for large target errors (up to
20% WCAE), it is significantly outperformed by our approach
for small target errors. Despite that the existing approximate
multipliers typically exhibit good tradeoffs between the error
and PDP in specific applications (as demonstrated in the
relevant literature), Fig. 6 clearly shows that these multipliers
are considerably Pareto-dominated by the multipliers obtained
using our approach. These results were, in fact, expected as
the proposed method is based on a global holistic optimiza-
tion approach while the other approximate multipliers were
composed of smaller ones and the composition procedure
always introduces some overhead. Finally, it is an interesting
observation that MAE follows the trend of WCAE. It seems
that WCAE can be used as a good indicator of MAE.

C. Complex Multipliers

The aim of our further experiments is to show that the pro-
posed method is scalable and can approximate complex multi-
pliers. We present the results of the approximation process on

12-bit, 16-bit, 20-bit, 24-bit, 28-bit, and 32-bit multipliers. The
target WCAEs were adapted accordingly to respect the range
of values in the different considered bit widths. We used the
same setup as in the previous sections but increased the time of
optimization to 4 hours for the 24-bit multiplier and 6 hours for
larger multipliers. The reason is that the search space becomes
much bigger. While the exact 12-bit multiplier contains 850
two-input gates, the 32-bit exact multiplier requires over 6,300
gates. We obtained (as the result of evolution) over 1190
unique multipliers. Because of this huge number and for
the sake of clarity, Fig. 7 shows parameters of approximate
multipliers occupying the Pareto fronts only.

In the experiments, we observed that, in the case of 12-
bit multipliers, 2.4% of SAT calls were terminated on av-
erage due to the resource limit L=20K only. However, this
number increased to 36.9% in the case of approximate 32-bit
multipliers. For all bit widths, the MAE is around 30% of
the worst-case error, which again demonstrates that WCAE is
a good indicator of MAE. Fig. 7 also shows that the obtained
approximations cover the whole range (up to 100%) of the
Area axis. However, this is not the case for PDP. The reason
is that we optimize the relative area and PDP is computed
after the synthesis.

Since Pareto fronts shown in Fig. 7 follow the trend of the
highly competitive fronts for the 16-bit multipliers presented
before, we believe that the tradeoffs between the circuit error
and size obtained for more complex multipliers are also very
good and thus the corresponding circuits represent the cutting
edge of approximate multipliers and can serve as a new
benchmark set for approximate computing.

D. Approximate Adders

In order to demonstrate that the proposed method is appli-
cable for other complex arithmetic circuits, we constructed
Pareto fronts for approximate adders with 20-bit to 128-
bit operands. Approximation of adders is much easier than
approximation of multipliers since adders are structurally less
complicated and the number of outputs is lower. For example,
the exact 20-bit adder requires 140 two-input gates and the
128-bit adder consists of 1,000 gates.

The approximate adders were constructed using the same
setup as in the previous section. A single CGP run took 2 hours
(for all bit widths). Fig. 8 shows parameters of approximate
adders occupying the corresponding Pareto fronts. We report
16 to 18 non-dominated implementations of 24-bit, 28-bit, and
32-bit adders in terms of PDP and WCAE. For 64-bit and 128-
bit adders, 12 tradeoffs are reported only because we have
restricted the number of target error levels. Similarly to the
evolved multipliers, the proposed approximate adders are also
good candidates for including into a new benchmark suite.

VI. CONCLUSION

Automated design of approximate circuits with formal error
guarantees is a landmark of provably-correct construction of
energy-efficient systems. We present a solution to this prob-
lem, introducing a novel verifiability-driven search strategy
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15
that uniquely integrates approximate equivalence checking into e
a search-based circuit optimisation algorithm. Able to con- 6]
struct high-quality Pareto sets of 32-bit multipliers and 128-bit
adders, our method shows excellent scalability and paves the -

way for design automation of complex approximate circuits.
In the future, we will thoroughly explore relationships be-
tween resource limits on the underlying SAT solvers and the [18]
structure of the resulting circuits. This will allow us to further
improve the performance of our method and thus to go beyond 19,
the approximation of 32-bit multipliers. We will also integrate
the constructed circuits into real-world energy-aware systems
to demonstrate practical impacts of our work.
Acknowledgments: This work has been supported by the [21]
Czech Science Foundation grant No. GA16-17538S.
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Abstract. We study the problem of optimal syntax-guided synthesis of
stochastic Chemical Reaction Networks (CRNs) that plays a fundamen-
tal role in design automation of molecular devices and in the construc-
tion of predictive biochemical models. We propose a sketching language
for CRNs that concisely captures syntactic constraints on the network
topology and allows its under-specification. Given a sketch, a correctness
specification, and a cost function defined over the CRN syntax, our goal
is to find a CRN that simultaneously meets the constraints, satisfies the
specification and minimizes the cost function. To ensure computational
feasibility of the synthesis process, we employ the Linear Noise Approx-
imation allowing us to encode the synthesis problem as a satisfiability
modulo theories problem over a set of parametric Ordinary Differen-
tial Equations (ODEs). We design and implement a novel algorithm for
the optimal synthesis of CRNs that employs almost complete refutation
procedure for SMT over reals and ODEs, and exploits a meta-sketching
abstraction controlling the search strategy. Through relevant case studies
we demonstrate that our approach significantly improves the capability
of existing methods for synthesis of biochemical systems and paves the
way towards their automated and provably-correct design.

1 Introduction

Chemical Reaction Networks (CRNs) are a versatile language widely used for
modelling and analysis of biochemical systems. The power of CRNs derives from
the fact that they provide a compact formalism equivalent to Petri nets [42],
Vector Addition Systems (VAS) [36] and distributed population protocols [4].
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CRNs also serve as a high-level programming language for molecular
devices [14,49] in systems and synthetic biology. Motivated by numerous poten-
tial applications ranging from smart therapeutics to biosensors, the construction
of CRNs that exhibit prescribed dynamics is a major goal of synthetic biol-
ogy [17,21,52]. Formal verification methods are now commonly embodied in the
design process of biological systems [32,34,40] in order to reason about their
correctness and performance. However, there is still a costly gap between the
design and verification process, exacerbated in cases where stochasticity must
be considered, which is typically the case for molecular computation. Indeed,
automated synthesis of stochastic CRNs is generally limited to the estimation or
synthesis of rate parameters [20,53], which neglect the network structure, and
suffers from scalability issues [23].

Current research efforts in design automation aim to eliminate this gap and
address the problem of program synthesis — automatic construction of programs
from high-level specifications. The field of syntax-guided program synthesis [1]
has made tremendous progress in recent years, based on the idea of supplement-
ing the specification with a syntactic template that describes a high-level struc-
ture of the program and constrains the space of allowed programs. Applications
range from bit-streaming programming [47] and concurrent data structures [46],
to computational biology [37]. Often not only the correctness of synthesized
programs is important, but also their optimality with respect to a given cost [8].

In this paper we consider the problem of optimal syntax-guided synthesis of
CRNs. We work in the setting of program sketching [47], where the template is
a partial program with holes (incomplete information) that are automatically
resolved using a constraint solver. We define a sketching language for CRNs
that allows designers to not only capture the high-level topology of the network
and known dependencies among particular species and reactions, but also to
compactly describe parts of the CRN where only limited knowledge is available
or left unspecified (partially specified) in order to examine alternative topologies.
A CRN sketch is therefore a parametric CRN, where the parameters can be
unknown species, (real-valued) rates or (integer) stoichiometric constants. Our
sketching language is well-suited for biological systems, where partial knowledge
and uncertainties due to noisy or imprecise measurements are very common. We
associate to a sketch a cost function that captures the structural complexity of
the CRNs and reflects the cost of physically implementing it using DNA [14].

Traditionally, the dynamical behaviour of a CRN is represented as a deter-
ministic time evolution of average species concentrations, described by a set of
Ordinary Differential Equations (ODEs), or as a discrete-state stochastic process
solved through the Chemical Master Equation (CME) [51]. Given the importance
of faithfully modelling stochastic noise in biochemical systems [5,27], we focus
on the (continuous) Linear Noise Approximation (LNA) of the CME [28,51]. It
describes the time evolution of expectation and variance of the species in terms
of ODEs, thus capturing the stochasticity intrinsic in CRNs, but, in contrast to
solving the CME;, scales well with respect to the molecular counts.
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We can therefore represent the stochastic behaviour of a sketch as a set of
parametric ODEs, which can be adequately solved as a satisfiability modulo
theories (SMT) problem over the reals with ODEs. For this purpose, we employ
the SMT solver iSAT(ODE) [26] that circumvents the well-known undecidability
of this theory by a procedure generating either a certificate of unsatisfiability, or
a solution that is precise up to an arbitrary user-defined precision.

To specify the desired temporal behaviour of the network, we support con-
straints about the expected number and variance of molecules, and, crucially,
their derivatives over time. This allows us, for instance, to formalise that a
given species shows a specific number of oscillations or has higher variability
than another species, thus providing greater expressiveness compared to simple
reachability specifications or temporal logic.

We therefore formulate and provide a solution to the following problem. For
a given CRN sketch, a formal specification of the required temporal behaviour
and a cost function, we seek a sketch instantiation (a concrete CRN) that sat-
isfies the specification and minimizes the cost. The optimal solution for a given
sketch is computed using the meta-sketch abstraction for CRNs inspired by [8].
It combines a representation of the syntactic search space with the cost func-
tion and defines an ordered set of sketches. This cost-based ordering allows us
to effectively prune the search space during the synthesis process and guide the
search towards the minimal cost.

In summary, this paper makes the following contributions:

e We propose the first sketching language for CRNs that supports partial spec-
ifications of the topology of the network and structural dependencies among
species and reactions.

e We formulate a novel optimal synthesis problem that, thanks to the LNA
interpretation of stochastic dynamics, can be solved as an almost complete
decision /refutation problem over the reals involving parametric ODEs. In this
way, our approach offers superior scalability with respect to the size of the
system and the number of parameters and, crucially, supports the synthesis
of the CRN structure and not just of rate parameters.

e We design a new synthesis algorithm that builds on the meta-sketch abstrac-
tion, ensuring the optimality of the solution, and the SMT solver iSAT.

e We develop a prototype implementation of the algorithm and evaluate the
usefulness and performance of our approach on three case studies, demon-
strating the feasibility of synthesising networks with complex dynamics in a
matter of minutes.

We stress that CRNs provide not just a programming language for bio-systems,
but a more general computational framework. In fact, CRNs are formally equiv-
alent to population protocols and Petri nets. As a consequence, our methods
enable effective program synthesis also in other non-biological domains [3].

Related Work. In the context of syntax-guided program synthesis (SyGuS)
and program sketching, SMT-based approaches such as counter-example guided
inductive synthesis [48] were shown to support the synthesis of deterministic
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programs for a variety of challenging problems [8,46]. Sketching for probabilistic
programs is presented in [43], together with a synthesis algorithm that builds on
stochastic search and approximate likelihood computation. A similar approach
appears in [11,31], where genetic algorithms and probabilistic model checking
are used to synthesise probabilistic models from model templates (an extension
of the PRISM language [38]) and multi-objective specifications. SyGuS has also
been used for data-constrained synthesis, as in [24,37,45], where (deterministic)
biological models are derived from gene expression data.

A variety of methods exist for estimating and synthesising rate parameters
of CRNs, based on either the deterministic or stochastic semantics [2,6,10,20,
35,41,53]. In contrast, our approach supports the synthesis of network structure
and (uniquely) employs LNA.

Synthesis of CRNs from input-output functional specifications is considered
in [23], via a method comprising two separate stages: (1) SMT-based generation
of qualitative CRN models (candidates), and (2) for each candidate, parameter
estimation of a parametric continuous time Markov chain (pCTMC). In contrast
to our work, [23] do not consider solution optimality and require solving an
optimisation problem for each concrete candidate on a pCTMC whose dimension
is exponential in the number of molecules, making synthesis feasible only for very
small numbers of molecules. On the other hand, our approach has complexity
independent of the initial molecular population.

In [18], authors consider the problem of comparing CRNs of different size.
They develop notions of bisimulations for CRNs in order to map a complex CRN
into a simpler one, but with similar dynamical behaviour. Our optimal synthesis
algorithm automatically guarantees that the synthesized CRN has the minimal
size among all the CRNs consistent with the specification and the sketch.

2 Sketching Language for Chemical Reaction Networks

In this section, we introduce CRNs and the sketching language for their design.

2.1 Chemical Reaction Networks

CRN Syntaz. A chemical reaction network (CRN) C = (A, R) is a pair of finite
sets, where A is a set of species, |A| denotes its size, and R is a set of reactions.
Species in A interact according to the reactions in R. A reaction 7 € R is a
triple 7 = (77, pr, kr ), where r, € Nl is the reactant complez, p, € N4l is the
product compler and k; € Rsq is the coefficient associated with the rate of the
reaction. 7 and p, represent the stoichiometry of reactants and products. Given
a reaction 7 = ([1,1,0],[0,0,2], k1), we often refer to it as 7 : A\; + Ao LN 2)\3.
The state change associated to 7 is defined by v, = p, — r,. For example, for
71 as above, we have v, = [—1,—1,2]. The initial condition of a CRN is given
by a vector of initial populations xq € NIl A chemical reaction system (CRS)
C = (A, R,z0) is a tuple where (A, R) is a CRN and zy € N4l represents its
initial condition.

141



142

Syntax-Guided Optimal Synthesis for Chemical Reaction Networks 379

CRN Semantics. Under the usual assumption of mass action kinetics, the sto-
chastic semantics of a CRN is generally given in terms of a discrete-state,
continuous-time Markov process (CTMC) (X(t),¢ > 0) [28], where the states,
z € NI are vectors of molecular counts. Such a representation is accurate, but
not scalable in practice because of the state space explosion problem [34,39]. An
alternative deterministic model describes the evolution of the concentrations of
the species as the solution ¢ : R>o — R of the following ODEs (the so called
rate equations) [13]:

WO _ F@) = 3 ve- th, [] 20) )

TER SeA

where @5 and rg , are the components of vectors ¢ and r;, relative to species S.
However, such a model does not take into account the stochasticity intrinsic in
molecular interactions. In this paper, we work with the Linear Noise Approxi-
mation (LNA) [16,28,51], which describes the stochastic behaviour of a CRN in
terms of a Gaussian process Y converging in distribution to X [9,28]. For a CRS
C = (A, R, x0) contained in a system of volume N, we define Y = N-&++/N-Z,
where @ is the solution of the rate equations (Eq.1) with initial condition

?(0) = R Z is a zero-mean Gaussian process with variance C[Z(t)] described
by
% = Jp(®(1))C[Z(t)] + C[Z(D)]TE (P(t)) + W (B(1)) @)

where Jp(®(t)) is the Jacobian of F(®(t)), JL(P(t)) its transpose version,
and W(P(t)) = 3 cr Urvr L kr [Tgea(Ps)™57 (t). Y is a Gaussian process with
expectation E[Y ()] = N$(t) and covariance matrix C[Y (¢)] = NC[Z(t)]. As a
consequence, for any ¢ € R, the distribution of Y (¢) is fully determined by its
expectation and covariance. These are computed by solving the ODEs in Eq. 1-2,
and thus avoiding the state space exploration. We denote by [C]y = (E[Y], C[Y])
the solution of these equations for CRS C in a system of size N, henceforth called
the LNA model. By using the LNA we can consider stochastic properties of CRNs
whilst maintaining scalability comparable to that of the deterministic model [16].
In fact, the number of ODEs required for LNA is quadratic in the number of
species and independent of the molecular counts.

2.2 CRN Sketching Language

CRN sketches are defined in a similar fashion to concrete CRNs, with the main
difference being that species, stoichiometric constants and reaction rates are
specified as unknown wvariables. The use of variables considerably increases the
expressiveness of the language, allowing the modeller to specify additional con-
straints over them. Constraints facilitate the representation of key background
knowledge of the underlying network, e.g. that a reaction is faster than another,
or that it consumes more molecules than it produces.
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Another important feature is that reactants and products of a reaction are
lifted to choices of species (and corresponding stoichiometry). In this way, the
modeller can explicitly incorporate in the reaction a set of admissible alterna-
tives, letting the synthesiser resolve the choice.

Further, a sketch distinguishes between optional and mandatory reactions
and species. These are used to express that some elements of the network might
be present and that, on the other hand, other elements must be present. Our
sketching language is well suited for synthesis of biological networks: it allows
expressing key domain knowledge about the network, and, at the same time,
it allows for network under-specification (holes, choices and variables). This is
crucial for biological systems, where, due to inherent stochasticity or noisy mea-
surements, the knowledge of the molecular interactions is often partial.

Definition 1 (Sketching language for CRNs). A CRN sketch is a tuple S =
(A, R, Var, Dec, Ini, Con), where:

- A=A, UA, is a finite set of species, where A, and A, are sets of mandatory
and optional species, respectively.

— Var = Vary U Var. U Var,. is a finite set of variable names, where Var,, Var,
and Var, are sets of species, coefficient and rate variables, respectively.

— Dec is a finite set of variable declarations. Declarations bind variable names
to their respective domains of evaluation and are of the form x : D, where
x € Var and D is the domain of x. Three types of declaration are supported:

e Species, where x € Vary and D C A is a finite non-empty set of species.

e Stoichiometric coefficients, where © € Var. and D C N is a finite non-
empty set of non-negative integers.

e Rate parameters, where & € Var, and D C Rx>q is a bounded set of non-

negative reals.
— Ini is the set of initial states, that is, a predicate on variables {\o}rea describ-

ing the initial number of molecules for each species.

— Con is a finite set of additional constraints, specified as quantifier-free formu-
las over Var.

- R = RnUR, is a finite set of reactions, where R,, and R, are sets of manda-
tory and optional reactions, respectively. As for a concrete CRNs, each 7 € R
is a triple T = (r;,pr, k;), where in this case k; € Var, is a rate variable;
the reaction complex - and the product complex p, are sets of reactants and
products, respectively. A reactant R € r, (product P € p;) is a finite choice
of species and coefficients, specified as a (non-empty) set R = {c;i\i}i—1,.. |R|,
where ¢; € Var, and \; € Vary. We denote with f._ the uninterpreted choice
function for the reactants of T, that is, a function f._:r; — Var. x Vary
such that f, (R) € R for each R € 1. The choice function for products, fp.,
is defined equivalently.

As an example, reaction 7 = ({{c1A1, e}, {esAs ), {{cada, 55} ), k) is prefer-

ably written as {c1A1, coA\a} + c3A3 LN {caA4, c5 A5}, using the shortcut czAz to
indicate the single-option choice {c3A3}. A possible concrete choice function for
the reactants of 7 is the function f.. = {{ciA1,coda} = c1 A1, {c3A3} > c3A3}
that chooses option c;\; as first reactant.
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Holes and Syntactic Sugar. Unknown information about the network can be
also expressed using holes, i.e. portions of the model left “unfilled” and resolved
by the synthesiser. Holes, denoted with 7, are implicitly encoded through sketch
variables. To correctly interpret holes, we assume default domains, D, C R
bounded and D. C N finite, for rate and coefficient variables, respectively. We
also support the implicit declaration of variables, as shown in Example 1.

The following example illustrates the proposed sketching language and the
optimal solution obtained using our synthesis algorithm introduced in Sect. 4.

Example 1 (Bell shape generator). For a given species K, our goal is to syn-
thesize a CRN such that the evolution of K, namely the expected number of
molecules of K, has a bell-shaped profile during a given time interval, i.e. during
an initial interval the population K increases, then reaches the mazrimum, and
finally decreases, eventually dropping to 0. Tablel (left) defines a sketch for the
bell-shape generator inspired by the solution presented in [12].

Table 1. Left: the sketch for bell-shape generator, with volume N = 100. Right: CRN
producing the bell-shape profile (species K) synthesized by our algorithm

Ap = {K}, Ao = {A, B}, R = {11, 72}, A+ K =°2K; K+ B—"2B
Ro = {13}, Dec = {c1,...,ca:[0,2], e
k‘1,k2,k3 . [0,0.1}, /\1,/\2 . {A, B}}7 08 B
Con:{)\l 9&)\2,61 < c2, C3 >C4}, '
Ini = {Ko = 1A Ao € [0,100] A By € [0,100]}  £oe
=M+ ak k—1> oK Sos
To = {0., 1})\2 + 3K k—2>7)\2 + e K 02
s =055 (o, [1,2]K}
00 0.1 0.2 0.3 0.4
Time

This sketch reflects our prior knowledge about the control mechanism of the
production/degradation of K. It captures that the solution has to have a reaction
generating K (1) and a reaction where K is consumed (12). We also know that
T1 requires a species, represented by wvariable A1, that is consumed by 71, and
thus T will be blocked after the initial population of the species is consumed. An
additional species, Ao, different from A1, may be required. However, the sketch
does not specify its role exactly: reaction o consumes either none or one molecule
of Ay and produces an unknown number of Ao molecules, as indicated by the
hole 7. There is also an optional reaction, T3, that does not have any reactants
and produces either 1 molecule of Ay or between 1 and 2 molecules of K. The
sketch further defines the mandatory and optional sets of species, the domains
of the variables, and the initial populations of species. We assume the default
domain D. = [0,2], meaning that the hole 7 can take values from 0 to 2. Note
that many sketch variables are implicitly declared, e.g. term [1,2]K corresponds
to ¢ X with fresh variables ¢’ : [1,2] and N : {K}.
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Tablel (right) shows the optimal CRN computed by our algorithm for the cost
function given in Definition3 and the bell-shape profile produced by the CRN.

We now characterise when a concrete network is a valid instantiation of a sketch.

Definition 2 (Sketch instantiation). A CRS C = (A¢, Re,xo) is a valid instan-
tiation of a sketch S = (A, R, Var, Dec, Ini, Con) if: Ini(zg) holds; there exists an
interpretation I of the variables in Var and choice functions such that:

1. all additional constraints are satisfied: I |= /\qbec‘)n o,

2. for each T € Ry, there is 7' € R¢ that realises 7, i.e., 7' is obtained from T
by replacing variables and choice functions with their interpretation', and

3. for each 7' € Re there is T € R such that 7' realises T;

and the following conditions hold:

4. for each 7' = (rr,prr, k) € Re: ke >0 and 770 4+ prr >0

5 Ay, C Ac and Ae C A, U A, and

6. for each species A € Ac there is r € Re such that A appears in r as reactant
or product.

Such an interpretation is called consistent for S. For sketch S and consistent
interpretation I, we denote with I(S) the instantiation of S through I. We
denote with L(S) the set of valid instantiations of S.

Condition 4. states that there are no void reactions, i.e. having null rate (k. = 0),
or having no reactants and products (7, +p, = 0). Further, condition 6. ensures
that the concrete network contains only species occurring in some reactions.

Example 2. A CRS C, = {{A,B,K},{r{, 75,74}, x0} where

0.01

H=A+K "ok 7 =B+K Yo 7 =p 2%

— K

)

with zo = (Ap = 100,By = Ko = 1) is a valid instantiation of the bell
shape sketch S from FEzamplel. Reactions 71, 75 and 74 realise respectively
reaction sketches T, 1o and T3. The corresponding consistent interpretation is
I={\ — Acr— 1,k — 0.0l,c0 — 2,¢) = 1,A2 — Bycg — 1,ky — 0.1,
H i 2,c4 0,k3 = 0.001, f, . = {{A2, [1,2]K} = [1,2]K'}, ¢ = 1}, where c;
is the i-th implicit stoichiometric variable and H is the only hole. The interpre-
tation of fp,, indicates that the choice {)2,[1,2]K} is resolved as [1,2]K.

Since a sketch instantiation corresponds to a CRS, we remark that its behaviour
is given by the LNA model. Similarly, as we will show in Sect.4, the SMT
encoding of a sketch builds on a symbolic encoding of the LNA equations.

1 When 7’ realises sketch reaction T, its reactants r, is a set of the form {crA\r}rer,,
i.e. containing a concrete reactant for each choice R. Then, this is readily encoded
in the reactant vector form r,» € N/l as per CRN definition (see Sect.2.1). Similar
reasoning applies for products p,.
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3 Specification Language

We are interested in checking whether a CRN exhibits a given temporal pro-
file. For this purpose, our specification language supports constraints about the
expected number and variance of molecules, and, importantly, about their deriv-
atives over time. This allows us, for instance, to synthesise a network where a
given species shows a bell-shape profile (as in Example 1), or has variance greater
than its expectation (considered in Sect.5). Before explaining the specification
language, we introduce the logical framework over which properties, together
with CRN sketches, will be interpreted and evaluated.

3.1 Satisfiability Modulo ODEs

In syntax-guided synthesis, the synthesis problem typically reduces to an SMT
problem [1]. Since we employ LNA, which generally involves non-linear ODEs, we
resort to the framework of satisfiability modulo ODEs [25,26,30], which provides
solving procedures for this theory that are sound and complete up to a user-
specified precision. We stress that this framework allows for continuous encoding
of the LNA equations, thus avoiding discrete approximations of its dynamics.
Crucially, we can express arbitrary-order derivatives of the LNA variables, as
these are smooth functions, and hence admit derivatives of all orders.

We employ the SMT solver iSAT(ODE) [25] that supports arithmetic con-
straint systems involving non-linear arithmetic and ODEs. The constraints
solved are quantifier-free Boolean combinations of Boolean variables, arithmetic
constraints over real- and integer-valued variables with bounded domains, and
ODE constraints over real variables plus flow invariants. Arithmetic constraints
are of the form e; ~ ey, where ~€ {<,<,=,>,>} and e; 2 are expressions
built from real- and integer-valued variables and constants using functions from
{+, —, -, sin, cos, powy, exp, min, max}. ODE constraints are time-invariant and
given by i—f = ¢, where ¢ is an expression as above? containing variables them-
selves defined by ODE constraints. Flow invariant constraints are of the form
x < corx > ¢ with z being an ODE-defined variable and ¢ being a constant.
ODE constraints have to occur under positive polarity and are interpreted as
first-order constraints on pre-values x and post-values z’ of their variables, i.e.,
they relate those pairs (z,z’) being connected by a trajectory satisfying i—f =e
and, if present, the flow invariant throughout.

Due to undecidability of the fragment of arithmetic addressed, iISAT(ODE)
implements a sound, yet quantifiably incomplete, unsatisfiability check based
on a combination of interval constraint propagation (ICP) for arithmetic con-
straints, safe numeric integration of ODEs, and conflict-driven clause learning
(CDCL) for manipulating the Boolean structure of the formula. This procedure
investigates “boxes”, i.e. Cartesian products of intervals, in the solution space
until it either finds a proof of unsatisfiability based on a set of boxes cover-
ing the original domain or finds some hull-consistent box [7], called a candidate

2 Where we can additionally use non-total functions /, i and In.
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solution box, with edges smaller than a user-specified width § > 0. While the
interval-based unsatisfiability proof implies unsatisfiability over the reals, thus
rendering the procedure sound, the report of a candidate solution box only guar-
antees that a slight relaxation of the original problem is satisfiable. Within this
relaxation, all original constraints are first rewritten to equi-satisfiable inequa-
tional form ¢ ~ 0, with ~€ {>,>}, and then relaxed to the strictly weaker
constraint ¢ ~ —J. In that sense, iSAT and related algorithms [30,50] provide
reliable verdicts on either unsatisfiability of the original problem or satisfiability
of its aforementioned d-relaxation, and do in principle® always terminate with
one of these two verdicts. Hence the name “d-decidability” used by Gao et al.
in [29].

3.2 Specification for CRNs

The class of properties we support are formulas describing a dynamical profile
composed as a finite sequence of phases. Each phase i is characterised by an
arithmetic predicate pre — post;, describing the system state at its start and end
points (including arithmetic relations between these two), as well as by flow
invariants (formula inv;) pertaining to the trajectory observed during the phase.
Formally, a specification ¢ comprising M > 1 phases is defined by

M

p = /\ inv; A pre — post; (3)
i=1

Note that entry as well as target conditions of phases can be expressed within
pre — post;. Initial conditions are not part of the specification but, as explained
in Sect. 4, the sketch definition.

CRS Correctness. For a CRS C, Volume N, and property ¢, we are interested in
checking whether C is correct with respect to o, written [C]n | ¢, i.e., whether
C at Volume N exhibits the dynamic behavior required by . Since [C]y is a set
of ODEs, this corresponds to checking whether ¢ A @[, is satisfiable, where
¢[c]y is an SMT formula encoding the set of ODEs given by [C]x and their
higher-order derivatives* by means of the corresponding ODE constraints, and
¢ is the usual bounded model checking (BMC) unwinding of the step relation
Aévil(phase =i = inv; A pre — post;) A phase’ = phase + 1 encoding the phase
sequencing and the pertinent phase constraints, together with the BMC target
phase = M enforcing all phases to be traversed. As this satisfiability problem is
undecidable in general, we relax it to checking whether ¢ A ey, is d-satisfiable
in the sense of admitting a candidate solution box of width J. In that case, we

write [C]x E° ¢.

3 i.e., when considering the abstract algorithms using unbounded precision rather than
the safe rounding employed in their floating-point based actual implementations.

4 Only the derivatives appearing in ¢ are included. These are encoded using the Faa
di Bruno’s formula [33].
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Example 3 (Specification for the bell-shape generator). The required bell-
shaped profile for Examplel can be formalized using a 2-phase specification as
follows:

invi = EM[K] >0, pre-post, = EV[K] =0 A E[K]' > 30,
inve = EM[K] <0, pre-post, = E[K] <1 A T' =1

where E[K] is the expected value of species K and EV[K] its first deriwvative. T is the
global time. Primed notation (E[K]',EV[K],T’) indicates the variable value at the
end of the respective phase. Constraints invy and inva require, respectively, that E[K]|
is not decreasing in the first phase, and not increasing in the second (and last) phase.
pre-post, states that, at the end of phase 1, E[K] is a local optimum (EMW[K] =0),
and has an expected number of molecules greater than 30. pre-post, states that, at the
final phase, the expected number of molecules of K is at most 1 and that the final time
is 1.

This example demonstrates that we can reason over complex temporal specifi-
cations including, for instance, a relevant fragment of bounded metric temporal
logic [44].

4 Optimal Synthesis of Chemical Reaction Networks

In this section we formulate the optimal synthesis problem where we seek to find
a concrete instantiation of the sketch (i.e. a CRN) that satisfies a given property
and has a minimal cost. We further show the encoding of the problem using
satisfiability modulo ODEs and present an algorithm scheme for its solution.

4.1 Problem Formulation

Before explaining our optimal synthesis problem, we first need to introduce the
class of cost functions considered. A cost function G for a sketch S has signature
G : L(S) — N and maps valid instantiations of S to a natural cost. A variety of
interesting cost functions fit this description, and, depending on the particular
application, the modeller can choose the most appropriate one. A special case
is, for instance, the overall number of species and reactions, a measure of CRN
complexity used in e.g. CRN comparison and reduction [18,19]. Importantly,
cost functions are defined over the structure of the concrete instantiation, rather
than its dynamics. As we shall see, this considerably simplifies the optimisation
task, since it leads to a finite set of admissible costs. In the rest of the paper, we
consider the following cost function, which captures the structural complexity of
the CRN and the cost of physically implementing it using DNA [14,49].

Definition 3 (Cost function). For a sketch S = (A, R, Var, Dec, Ini,Con), we
consider the cost function Gs : L(S) — N that, for any CRS instantiation
C=(AR) e L(S), is defined as:

Gs(C)=3-([ANA)+ D> > 6-r5,+5 ps,
TERc SEA

where rs - (ps,+) is the stoichiometry of species S as reactant (product) of T.
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This cost function penalizes the presence of optional species (A,) and the num-
ber of reactants and products in each reaction. It does not explicitly include a
penalty for optional reactions, but this is accounted for through an increased
total number of reactants and products. We stress that different cost functions
can be used, possibly conditioned also on the values of reaction rates.

Problem 1 (Optimal synthesis of CRNs). Given a sketch S, cost function Gg,
property @, Volume N and precision &, the optimal synthesis problem is to find
CRS C* € L(S), if it exists, such that [C*]n F? ¢ and, for each CRS C € L(S)
such that Gs(C) < Gs(C*), it holds that [C]n ¥° .

An important characteristic of the sketching language and the cost function is
that for each sketch S the set {Gs(C) | C € L(S)} is finite. This follows from
the fact that S restricts the maximal number of species and reactions as well as
the maximal number of reactants and products for each reaction. Therefore, we
can define for each sketch S the minimal cost s and the maximal cost vs.

Example 4. [t is easy to verify that the cost of the CRS C of Example?2, a valid
instantiation of the bell-shape generator sketch S, is Gs(C) = 3-2+6-4+
5.5 = 55, and that minimal and mazimal costs of sketch S are, respectively,
s =3-146-24+5-2=25andvs=3-2+6-5+5-7="71.

We now define a meta-sketch abstraction for our sketching language that allows
us to formulate an efficient optimal synthesis algorithm.

Definition 4 (Meta-sketch for CRNs). Given a sketch S and a cost function
Gs, we define the meta-sketch Ms = {S(i) | ps < ¢ < vs}, where S(i) is a
sketch whose instantiations have cost smaller than i, i.e. L(S(i)) = {C € L(S) |
Gs(C) < i}.

A meta-sketch Mg establishes a hierarchy over the sketch S in the form of an
ordered set of sketches S(i). The ordering reflects the size of the search space for
each S(i) as well as the cost of implementing the CRNs described by S(4). In con-
trast to the abstraction defined in [8], the ordering is given by the cost function
and thus it can be directly used to guide the search towards the optimum.

4.2 Symbolic Encoding

Given a sketch of CRN § = (A, R, Var, Dec, Ini, Con), we show that the dynamics
of L(S), set of possible instantiations of S, can be described symbolically by a
set of parametric ODEs, plus additional constraints. These equations depend on
the sketch variables and on the choice functions of each reaction, and describe
the time evolution of mean and variance of the species.

For S € A, A € Var, we define the indicator function Zg(A) = 1 if A = 5,
and 0 otherwise. For S € A and 7 € R, we define the following constants:

rse= Y.  ¢Is(\),  ps.= Y, c¢Is(N),  vsr=psr—Tsnr

Rer, Pep,
(e, A)=fr. (R) (e, N)=fp, (P)
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Note that these are equivalent to the corresponding coefficients for concrete
CRNs, but now are parametric as they depend on the sketch variables. As for the
LNA model of Sect. 2.1, symbolic expectation and variance together characterise
the symbolic behaviour of sketch S, given as the set of parametric ODEs [S]y =
(N -®,N -C[Z]), for some Volume N.

The functions #(t) and C[Z(t)] describe symbolically the time evolution of
expected values and covariance of all instantiations of S, not just of valid instan-
tiations. We restrict to valid instantiations by imposing the following formula:

consist = Ini(xg) A /\ o A /\ —wvoid(7) A /\ used(S)

p€Con TERm SeA,

which, based on Definition 2, states that initial state and additional constraints
have to be met, all mandatory reactions must not be void, and all mandatory
species must be “used”, i.e. must appear in some (non-void) reactions. Note that
we allow optional reactions to be void, in which case they are not included in
the concrete network. Formally, void(7) = (k; = 0) V > g4 (r5,r + ps,r) = 0
and used(S) = \/,cg ~void(7) A (rs,r + ps,r) > 0.

Sketch Correctness. Given an interpretation I consistent for S, call &; and
C[Z]1, the concrete functions obtained from @ and C[Z] by substituting variables
and functions with their assignments in I. The symbolic encoding ensures that
the LNA model [I(S)]n of CRS I(S) (i.e. the instantiation of S through I, see
Definition 2) is equivalent to (@, C[Z];).

With reference to our synthesis problem, this implies that the synthesis of a
CRS C* that satisfies a correctness specification ¢ from a sketch S corresponds to
finding a consistent interpretation for S that satisfies . Similarly to the case for
concrete CRSs, this corresponds to checking if ¢ A consist A ¢[sy,, is d-satisfiable
for some precision ¢, where ¢ is the BMC encoding of ¢ (see Sect. 3.2) and p[s]
is the SMT encoding of the symbolic ODEs given by [S]x and the corresponding
derivatives.

Cost Constraints. For a sketch S and cost i € N, the following predicate encodes
the cost function of Definition 3 in order to restrict S into S(4), i.e. the sketch
whose instantiations have cost smaller than i:

Cong(i) = (3- Z Z(used(S)) + Z Z(—void(7)) - Z (6-rs-+5 -psﬁ)) <i
5e4, TeR Se4

where 7 is the indicator function, and used and void are predicates defined above.

4.3 Algorithm Scheme for Optimal Synthesis

In Algorithm 1, we present an algorithm scheme for solving the optimal syn-
thesis problem for CRNs. It builds on the meta-sketch abstraction described in
Definition 4, which enables effective pruning of the search space through cost
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Algorithm 1. Generalised synthesis scheme

Require: Meta-sketch M, property ¢, precision ¢ and initial precision §;nit
Ensure: C* is a solution of Problem 1 if 3 C' € L(MY) : C % ¢, otherwise C* = null
1: 07 —wvs; it ps; i g(it,i); CF + null

2: repeat

3 SAT: «+ 6-Solver(S(7), @, dinit); SAT> <+ false

4 if SAT) then

5: (M, SAT») + §-Solver(S(4), ¢, d)

6.

7

if SAT, then C* = getSoln(S(i), M)

else 6init = (&nzt - 6)/2
8 (it,i") < f(i,it,iT,SAT, Gs(C™)); i + g(it,i")
9: until 4+ <i'
10: return C*

constraints, and the SMT-based encoding of Sect. 4.2, which allows for the auto-
mated derivation of meta-sketch instantiations (i.e. CRNs) that satisfy the spec-
ification and the cost constraints.

This scheme repeatedly invokes the SMT solver (-Solver) on the sketch
encoding, and at each call the cost constraints are updated towards the optimal
cost. We consider three approaches: (1) top-down: starting from the maximal cost
Vs, it solves meta-sketches with decreasing cost until no solution exists (UNSAT);
(2) bottom-up: from the minimal cost us, it increases the cost until a solution
is found (SAT); (3) binary search: it bounds the upper estimate on the optimal
solution using a SAT witness and the lower estimate with an UNSAT witness.

We further improve the algorithm by exploiting the fact that UNSAT wit-
nesses can also be obtained at a lower precision ;i (dinit > 9), which con-
sistently improves performance. Indeed, UNSAT outcomes are precise and thus
valid for any precision. Note that the top-down strategy does not benefit from
this speed-up since it only generates SAT witnesses.

At every iteration, variable ¢ maintains the current cost. The solver is firstly
called using the rough precision d;y,;; (line 3). If the solver returns SAT (potential
false positive), we refine our query using the required precision 6 (line 5). If this
query is in turn satisfiable, then the solver also returns a candidate solution box
M, where all discrete variables are instantiated to a single value and an interval
smaller than 4 is assigned to each real-valued variable. Function getSoln computes
the actual sketch instantiation C* as the centre point of M that J-satisfies (.
The cost of C* provides the upper bound on the optimal solution. If either query
returns UNSAT, the current cost i provides the lower bound on the optimal
solution. The second query being UNSAT implies that the rough precision d;,
produced a false positive, and thus it is refined for the next iteration (line 7).

The actual search strategy used in Algorithm 1 is given by the functions
f controlling how the upper (i") and lower (i*) bounds on the cost are updated
and by g determining the next cost to explore. Note that such bounds ensure the
termination of the algorithm (line 9). In the bottom-up approach, f “terminates”
the search (i.e. causes i+ >4 ') if SAT} is true (i.e. when the first SAT witness
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is obtained), otherwise f sets (i+,i") < (i + 1,i') and g sets i « *. In the
top-down case, f terminates the search if SATS is false (i.e. at the first UNSAT
witness), otherwise it sets (i+,i") « (i+,Gs(C*)—1) and i < i ", where Gg(C*)
is the cost of CRN C*. Binary search is obtained with f that updates (i*,i")
to (it,Gs(C*) — 1) if SAT, = true, to (i + 1,i') otherwise, and with g that
updates i to it 4+ (i —it)/2].

5 Experimental Evaluation

We evaluate the usefulness and performance of our optimal synthesis method
on three case studies, representative of important problems studied in biology:
(1) the bell-shape generator, a component occurring in signaling cascades;
(2) Super Poisson, where we synthesize CRN implementations of stochastic
processes with prescribed levels of process noise; and (3) Phosphorelay net-
work, where we synthesize CRNs exhibiting switch-like sigmoidal profiles, which
is the biochemical mechanism underlying cellular decision-making, driving in
turn development and differentiation.

We employ the solver iSAT(ODE) [25,26]°, even if our algorithm supports
any d-solver. We ran preliminary experiments using the tool dReal [30], finding
that iSAT performs significantly better on our instances. All experiments were
run on a server with a Intel Xeon CPU E5645 ©2.40 GHz processor (using a single
core) and 24GB ©1333 MHz RAM.

Bell-Shape Generator. We use the example described in Examples1 and 3,
resulting in 8 parametric ODEs, as the main benchmark. The synthesised CRN is
shown in Fig. 1. In the first experiment, we evaluate the scalability of the solver
with respect to precision  and the size of the discrete search space, altered
by changing the domains of species and coefficient variables of the sketch. We
exclude cost constraints as they reduce the size of the search space. Runtimes,
reported in Table?2 (left), correspond to a single call to iSAT with different §
values, leading to SAT outcomes in all cases. Note that the size of the continuous
state space, given by the domains of rate variables, does not impose such a
performance degradation, as shown in Table 3 (right) for a different model.

In the second experiment, we analyse how cost constraints and different vari-
ants of Algorithm 1 affect the performance of optimal synthesis. Table 2 (right)
shows the number of iSAT calls with UNSAT/SAT outcomes (2nd column) and
total runtimes without/with the improvement that attempts to obtain UNSAT
witnesses at lower precision (0;,;; = 10~1). Importantly, the average runtime for
a single call to iSAT is significantly improved when we use cost constraints, since
these reduce the discrete search space (between 216s and 802s with cost con-
straints, 1267 s without). Moreover, results clearly indicate that UNSAT cases
are considerably faster to solve, because inconsistent cost constraints typically

5 Version r2806. Parameters: --maxdepth=k (k is the BMC unrolling depth) and
--ode-opts=--continue-after-not-reaching-horizon.
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Table 2. Performance of bell-shape generator model. Left: runtimes for different pre-
cisions d and discrete search space size. Right: optimal synthesis with different variants
of Algorithm 1, fixed discrete search space size (1536) and § = 1072,

T.0. (>4h)
s000(| =107
- —~=5=10"
% 4000 §=10% Search Strategy‘# iSAT calls‘Total time (s)
£ 3000 bottom-up 7/1 2671/1732
é 2000 tOp-dOWIl 1/6 4863/5612
1000 binary-search 2/4 3440/3121
0  o—
10° 2 10*

10
Search space size

lead to trivial UNSAT instances. This favours the bottom-up approach over the
top-down. In this example, the bottom-up approach also outperforms binary-
search, but we expect the opposite situation for synthesis problems with wider
spectra of costs. As expected, we observe a speed-up when using a lower precision
for UNSAT witnesses, except for the top-down approach.

Super Poisson. We demonstrate that our approach is able to synthesise a CRN
that behaves as a stochastic process, namely, a super Poisson process having
variance greater than its expectation. We formalise the behaviour on the interval
[0,1] using a 1-phase specification as shown in Table3 (left). For N = 100 we
consider the sketch listed in Table 3 (center) where both reactions are mandatory,
reflecting the knowledge that A is both produced and degraded.

Table 3. Left: the 1-phase specification of the super poisson process. Centre: the sketch.
Right: runtimes for different precisions.

) B A={A, B}, Ay = {B}, M\, X2: A, Rate interval‘Time (s)

invi; = C[A4] >/E[A] R = {71,72}, Ao = Bo = 0, 0, 1] 1

pre-post; =T" =1 |k ko : [0,100], ¢1, ca,c3 : [0, 2] [0, 10] 18
=M A4 ey T2t A= eshy| [0,100] 31

Using precision § = 1073, we obtained the optimal solution {3 2A, A %}
(cost 16) in 4s. Notably, the synthesis without the cost constraints took 19s.
Moreover, the ability to reason over the variance allows the solver to discard
solution {— A, A —} (implementation of a Poisson process [15]), which would
have led to a variance equal to expectation. Table3 (right) demonstrates the
scalability of our approach with respect to the size of the continuous parameter
space. Despite its non-trivial size (10 ODEs and discrete search space of size
288), we obtain remarkable performance, with runtimes in the order of seconds.
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Phosphorelay Network. In the last case study we present a rate synthesis
problem (i.e. all discrete parameters are instantiated) for a three-layer phospho-
relay network [22]. In this network, each layer Li (i = 1,2,3) can be found in
phosphorylated form, Lip, and there is the ligand B, acting as an input for the
network. The authors of [22] were interested in finding rates such that the time
dynamics of L3p shows ultra-sensitivity — a sigmoid shape of the time evolution
of L3p — which they obtained by manually varying the parameters until the right
profile was discovered. We show that our approach can automatically find these
parameters, thus overcoming such a tedious and time-consuming task.

We formalise the required behaviour

. . . k1 =15,ka =53,k3 =90,ks = 3
using the 2-phase specification as shown ! e e P

x 1000
0.4

in Table4 (left). In particular, we con-
sider a time interval [0,1] during which
L3p never decreases (EM[L3p] > 0),
and we require that an inflection point
in the second derivative occurs in the
transition between the two phases. At
the final time we require that the pop-
ulation of L3p is above 100, to rule out
trivial solutions. For N = 1000 we con-

0.35

Population
IS) <)
S L 9 N ©
O R

o
=)
o

o

[F-u—wp-—12—12p- - L3—L3p|

o

0.2

0.4

Time

0.6

sider the sketch listed in Table 4 (center),
inspired by [22]. Figure1 lists the rates
synthesised for § = 10~2 and illustrates
the obtained sigmoid profile.

We further consider a more complex variant of the problem, where we extend
the specification to require that the variance of L3p on its inflection point (the
point where the variance is known to reach its maximum [22]) is limited by a
threshold. This extension led to an encoding with 37 symbolic ODEs, compared
to the 9 ODEs (7 species plus two ODEs for the derivatives of L3p) needed for the
previous specification. Table 4 (right) shows the runtimes of the synthesis process
for both variants of the model and different precisions d. The results demonstrate
that neither increasing the number of ODEs nor improving the precision leads
to exponential slowdown of the synthesis process, indicating good scalability
of our approach.

Fig. 1. The synthesised rates and the
corresponding profile (without variance
constraints).

Table 4. Left: the 2-phase specification of the sigmoid profile (no variance constraints).
Centre: the sketch. Right: runtimes for different precisions and the two variants (with-
out and with covariances).

I+B*™ B4+ Lip ODEs| 6 |Time (s)
invi = EV[L3p] > 0A E®[L3p] >0 Lo+ Lip 2 L1+ L2p | 9 01 53
= B3] = . 9 |107*| 370
pre-post, = E"'[L3p] =0 L2p+ L3 L2+ L3p | 9 |10-° 719
invo = EV[L3p] > 0A EP[L3p] <0|L3p ™5 13 0L B 37 (1071 1052
pre-post, = E[L3p]’ > 100 AT' =1 ki, ka:(0,100], 37 107; 11276
Lip = 330, Lipo = Bo = 0| 37 |107°| 39047
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6 Conclusion

Automated synthesis of biochemical systems that exhibit prescribed behaviour is
a landmark of synthetic and system biology. We presented a solution to this prob-
lem, introducing a novel method for SMT-based optimal synthesis of stochastic
CRNSs from rich temporal specifications and sketches (syntactic templates). By
means of the LNA, we define the semantics of a sketch in terms of a set of
parametric ODEs quadratic in the number of species, which allows us to reason
about stochastic aspects not possible with the deterministic ODE-based seman-
tics. Able to synthesize challenging systems with up to 37 ODEs and ~10K
admissible network topologies, our method shows unprecedented scalability and
paves the way for design automation for provably-correct molecular devices.

In future work we will explore alternative notions of optimality and encod-
ings, and develop a software tool based on parallel search strategies.
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We describe a tool-supported method for the efficient synthesis of parametric continuous-time Markov chains
(pCTMC) that correspond to robust designs of a system under development. The pCTMCs generated by our RObust
DEsign Synthesis (RODES) method are resilient to changes in the system’s operational profile, satisfy strict
reliability, performance and other quality constraints, and are Pareto-optimal or nearly Pareto-optimal with
respect to a set of quality optimisation criteria. By integrating sensitivity analysis at designer-specified tolerance
levels and Pareto optimality, RODES produces designs that are potentially slightly suboptimal in return for less

sensitivity—an acceptable trade-off in engineering practice. We demonstrate the effectiveness of our method and
the efficiency of its GPU-accelerated tool support across multiple application domains by using RODES to design
a producer-consumer system, a replicated file system and a workstation cluster system.

1. Introduction

Robustness is a key characteristic of both natural (Kitano, 2004) and
human-made (Phadke, 1995) systems. Systems that cannot tolerate
change are prone to frequent failures and require regular maintenance.
As such, engineering disciplines like mechanical and electrical en-
gineering treat robustness as a first-class citizen by designing their
systems based on established tolerance standards (e.g. International
Organization for Standardization, 2010; International Organization for
Standardization, 2013). By comparison, software engineering is lagging
far behind. Despite significant advances in software performance and
reliability engineering (Balsamo et al., 2004; Bondy, 2014; Becker et al.,
2009; Fiondella and Puliafito, 2016; Stewart, 2009; Woodside et al.,
2014), the quality attributes of software systems are typically analysed
for point estimates of stochastic system parameters such as component
service rates or failure probabilities. Even the techniques that assess the
sensitivity of quality attributes to parameter changes (e.g. Gokhale and
Trivedi, 2002; Lo et al., 2005; Huang and Lyu, 2005; Kamavaram and
Goseva-Popstojanova, 2003; Filieri et al., 2016) focus on the analysis of
a given design at a time instead of systematically designing robustness
into the system under development (SUD).

To address these limitations, we propose a tool-supported method
for the efficient synthesis of parametric continuous-time Markov chains
(pCTMCs) that correspond to robust SUD designs. Our RObust DEsign
Synthesis (RODES) method generates sets of pCTMCs that:
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(i) are resilient to pre-specified tolerances in the SUD parameters, i.e.,
to changes in the SUD’s operational profile;
(ii) satisfy strict performance, reliability and other quality constraints;
(iii) are Pareto-optimal or nearly Pareto optimal with respect to a set of
quality optimisation criteria.

RODES comprises two steps. In the first step, the SUD design space
is modelled as a pCTMC with discrete and continuous parameters cor-
responding to alternative system architectures and to ranges of possible
values for the SUD parameters, respectively. In the second step, a multi-
objective optimisation technique is used to obtain a set of low-sensi-
tivity, Pareto-optimal or nearly Pareto-optimal SUD designs by fixing
the discrete parameters (thus selecting specific architectures) and re-
stricting the continuous parameters to bounded intervals that reflect the
pre-specified tolerances. The designs that are slightly suboptimal have
the advantage of a lower sensitivity than the optimal designs with si-
milar quality attributes, achieving a beneficial compromise between
optimality and sensitivity. A sensitivity-aware Pareto dominance relation
is introduced in the paper to formally capture this trade-off.

Fig. 1 shows the differences between a traditional Pareto front,
which corresponds to a fixed SUD operational profile, and a sensitivity-
aware Pareto front generated by RODES, which corresponds to a SUD
operational profile that can change within pre-specified bounds. Ac-
cordingly, the designs from the RODES sensitivity-aware Pareto front
are bounded regions of quality-attribute values for the system. The size

0164-1212/ © 2018 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY license (http://creativecommons.org/licenses/BY/4.0/).
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(a) Traditional Pareto front: design di
is suboptimal because designs ds and
ds from the shaded area have better
(i-e., lower) quality attributes than d;

(b) Sensitivity-aware Pareto front: the
slightly suboptimal design d; belongs
to the front because it has a much
lower sensitivity than optimal design d/,

Fig. 1. Traditional Pareto front (a) versus sensitivity-aware Pareto front (b) for
two quality attributes that require minimisation (e.g., response time and
probability of failure).

and shape of these regions convey the sensitivity of the synthesised
designs to parameter changes within the pre-specified tolerances. Small
quality-attribute regions correspond to particularly robust designs that
cope with variations in the system parameters without exposing users to
significant changes in quality attributes. These designs require reduced
maintenance, and can be implemented using high-variability compo-
nents that are cheaper to develop or obtain off-the-shelf than low-
variability components. Large quality-attribute regions from a RODES
Pareto front—while still the most robust for the quality attribute trade-
offs they correspond to—are associated with designs that are sensitive
to SUD parameters variations. These designs may involve high main-
tenance and/or development costs, so they should only be used if jus-
tified by their other characteristics (e.g. desirable quality attribute
trade-offs).

To the best of our knowledge, RODES is the first solution that in-
tegrates multi-objective stochastic model synthesis and sensitivity
analysis into an end-to-end, tool-supported design method. As we show
in detail in Section 7, the existing research addresses the challenges
associated with design synthesis (e.g. Gerasimou et al., 2015; Martens
etal., 2010) and sensitivity analysis (e.g. Gokhale and Trivedi, 2002; Lo
et al., 2005; Huang and Lyu, 2005; Kamavaram and Goseva-
Popstojanova, 2003; Filieri et al., 2016) separately. The main con-
tributions of our paper are:

1. The extension of the notion of parameter tolerance from other en-
gineering disciplines for application to software architecture.

. The definitions of the parametric Markov chain synthesis problem
and of the sensitivity-aware Pareto dominance relation for the
synthesis of robust models for stochastic systems.

. The RODES method for the generation of sensitivity-aware Pareto
fronts by integrating multi-objective probabilistic model synthesis
and precise pCTMC parameter synthesis.

. A GPU-accelerated tool that implements the RODES method and is
available preinstalled on an easy-to-use VirtualBox instance from
our project website https://www.github.com/gerasimou/RODES/
wiki.

. A repository of case studies demonstrating the successful application
of RODES to a replicated file system used by Google’s search engine,
a cluster availability management system, and a producer-consumer
system.

N

w

u

These contributions significantly extend our conference paper on
robust model synthesis (Calinescu et al., 2017a) and the prototype
probabilistic model synthesis tool (Calinescu et al., 2017b) in several
ways. First, we provide a more detailed description of our solution,
including a running example and new experimental results. Second, we
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greatly improve the scalability of RODES by integrating the GPU-ac-
celerated analysis of candidate designs into our prototype tool
(Calinescu et al., 2017b). Third, we extend the experimental evaluation
to demonstrate the impact of the GPU acceleration. Finally, we present
an additional case study in which we apply RODES to a producer-
consumer system, and we use the systems and models from our ex-
periments to assemble a repository of case studies available on our
project website.

The remainder of the paper is organised as follows. Section 2 in-
troduces the RODES design-space modelling language and the form-
alism to specify quality constraints and optimisation criteria. Section 3
defines the sensitivity-aware dominance relation and introduces the
parametric Markov chain synthesis problem. We then present our
method for synthesising robust designs in the form of a sensitivity-
aware Pareto set, and the GPU-accelerated tool RODES implementing
the method in Sections 4 and 5, respectively. Finally, we evaluate our
method within three case studies in Section 6, discuss related work in
Section 7, and conclude the paper with a summary and future work in
Section 8.

2. Modelling and specification language for probabilistic systems

This section formalises three key elements underpinning the for-
mulation of the robust design problem: 1) the modelling of the design
space of a SUD, 2) the specification of quality attributes and require-
ments, and 3) the sensitivity of a design.

2.1. Design space modelling

We use a parametric continuous-time Markov chain (pCTMC) to define
the design space of a SUD. To this end, we extend the original pCTMC
definition (Han et al., 2008), where only real-valued parameters de-
termining the transition rates of the Markov chain are considered, and
assume that a pCTMC also includes discrete parameters affecting its
state space. Our definition captures the need for both discrete para-
meters encoding architectural structural information (e.g. by selecting
between alternative implementations of a software component) and
continuous parameters encoding configurable aspects of the system
(e.g. network latency or throughput). As such, a candidate system de-
sign corresponds to a fixed discrete parameter valuation and to con-
tinuous parameter values from a (small) region.

Definition 1 ((pCTMC)). Let K be a finite set of real-valued parameters
such that the domain of each parameter k€K is a closed interval
[k% k"]CR, and D a finite set of discrete parameters such that the
domain of each parameter deD is a set T¢CZ. Let also
P=Xyex k5 k7] and 2= x4epT? be the continuous and the discrete
parameter spaces induced by K and D, respectively. A pCTMC over K and
D is a tuple

C(#, 2) =(Dss Diniv» Zr. L), @

where, for any discrete parameter valuation g € 2:

® Z5(q) = S is a finite set of states, and Zin(q) € S is the initial state;

® 7x(q): S x S — R[K] is a parametric rate matrix, where R[K] de-
notes the set of polynomials over the reals with variables in K;

® L(g): S— 2" is a labelling function mapping each state s € S to the
set L(q)(s) CAP of atomic propositions that hold true in s.

A pCTMC C (2, 2) describes the uncountable set of continuous-time
Markov chains (CTMCs) {#(p,q)|p € #Aq € 2}, where each
%, q) = (Z5(Q), Zinit(@), R(P, @), L(q)) is the instantiated CTMC with
transition matrix R(p, q) obtained by replacing the real-valued para-
meters in Zg (q) with their valuation in p.

In our approach we operate with pCTMCs expressed in a high-level
modelling language extending the PRISM language (Kwiatkowska et al.,
2011) which models a system as the parallel composition of a set of
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modules. The state of a module is encoded by a set of finite-range local
variables, and its state transitions are defined by probabilistic guarded
commands that change these variables, and have the general form:

[action]guard — e;: update;+---+e,: update, (@)

In this command, guard is a Boolean expression over all model
variables. If the guard evaluates to true, the arithmetic expression e;,
1 < i < n, gives the rate with which the update; change of the module
variables occurs. When action is present, all modules comprising com-
mands with this action have to synchronise (i.e., to carry out one of
these commands simultaneously) and the resulting rate of such syn-
chronised commands is equal to the multiplication of the individual
command rates. Atomic propositions are encoded with label expres-
sions of the form:

label “'id" = b 3

where id is a string that identifies the atomic proposition and b is a
Boolean expression over the state variables.

We extend the PRISM language with the following constructs
(adopted from Gerasimou et al., 2015) for specifying the parameters
k €K and d € D from Definition 1:

evolvedouble k [min. max]
evolveintd [min. max|
evolvemodule ComponentName

4)

where N > 1 instances of the last construct (with the same component
name) define N alternative architectures for a component, introducing
the index (between 1 and N) of the selected architecture as an implicit
discrete parameter.

As per Definition 1, continuous parameters can only appear in the
transition rates (expressions ej, ...,e, above).

Explicit discrete variables (declared using evolve int) can instead
appear in any type-consistent expression.

The translation of models expressed in the extended PRISM lan-
guage into the corresponding pCTMC is fully automatic and follows the
probabilistic guarded command semantics described above. The dis-
crete state space 2 results from all possible valuations of explicit dis-
crete variables and implicit discrete variables (different implementa-
tions of a module). For a fixed valuation g € 2, the parametric PRISM
model describes a fixed set of modules with a fixed set of finite-range
variables, and thus the state space Zs(q) is given by the Cartesian
product of the value ranges for these variables. In contrast, q determines
also the parametric rate matrix Zx (¢) and atomic propositions L(q), as
q can affect guards and updates of PRISM commands, as well as label
expressions.

Example 1 (Producer-consumer model). As a running example, we
consider a simple producer-consumer system with a two-way
buffering, illustrated in Fig. 2. The pCTMC PRISM model, extended
with the evolvable constructs from Definition 4 is shown in Fig. 3. The
system comprises a producer generating requests with rate p_rate. Each
request is being transferred to a consumer either via a slow buffer or via
a fast buffer with probabilities 0.6 and 0.4, respectively (lines 14 and 15

Fast buffer

Producer

Slow buffer

Fig. 2. Two-way producer-consumer system.
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1 ctmc

// buffer capacities
const int slow_max = 31;
const int fast-max = 21;

cons double p_rate = 40;
const double s_rate = 30;

//request production rate
//request transmission rate

ar wn

// packet transmission rates

'// trans. rate for the fast buffer is r_slow_ratedelta_rate
6 evolve double r_slow_rate [5..30]; //slow buffer
7 evolve double delta_rate [0..30]; //fast buffer

8 const double c_rate = 40; //packet consumption rate

// no redirection
9 evolve module Buffer
// is request sent to fast/slow buffer?
10 fast : [0..1] init O;
11 slow : [0..1] init O;

12 buffers : [0..slow_max] init 0;
13 buffer_f : [0..fast_max] init 0;

// has consumer received the packet?
13 consumer : [0..1] init O;

//produce
14 ] (fast=0) — p_rate¥0.4 : (fast’=1);
15 [] (slow=0)— p_rate*0.6 : (slow'=1);
//send
16 (| (slow=1) & (buffer_s<slow_max) — s._rate :
(slow'=0) & (buffers' = buffer_s +1);
17 [] (fast=1) & (buffer_f<fast_max) — s_rate :
(fast'=0) & (buffer_f' = buffer_f +1);

//receive
18 [] (consumer=0) & (buffer_s > 0) — r_slow_rate :
(consumer'=1) & (buffers’ = buffer_s - 1);
19 [] (consumer=0) & (buffer_f > 0) — (r_slow_rate+delta_rate)*0.95 :
(consumer'=1) & (buffer_f' = buffer_f - 1);
// fast buffer loses the packet
20 [lost] (consumer=0) & (buffer_f > 0) — (r-slow_rate+-delta_rate)*0.05 :
(bufferf' = buffer_f - 1);

//consume
21 [consume] (consumer=1) — c_rate : (consumer'=0);
22 endmodule

// redirection
23 evolve module Buffer

//send

24 [] (slow=1) & (buffer_s<slow_max) — s_rate *(1-buffer_s/(10.0*slow_max))

(slow'=0) & (buffer_s' = buffer_s +1);
(buffers>0) & (buffer_f<fast_max) —

s_rate *buffer_s/(10.0*slow_max) :

(slow'=0) & (buffer_f' = buffer_f +1);
26 [ (fast=1) & (buffer_f<fast_max) —
s_rate : (fast'=0) &

25 [] (slow=1) &

(buffer_f' = buffer_f +1);

27 eﬁdmodule

Fig. 3. PRISM-RODES encoding of pCTMC model of a producer-consumer
system with two-way buffering and redirection. In the second module only the
commands that differ from the first module are reported.

in Fig. 3). The fast buffer transmits requests to the consumer faster than
the slow buffer, but it has smaller capacity and is less reliable, as it loses
packets with a 5% probability (line 20).We consider two alternative
designs of the producer-consumer model that differ in the way that the
two buffers manage the pending requests. More specifically we consider

1. a no-redirection design in which once a request is sent to either
buffer, the packet is transmitted by that buffer to the consumer
(lines 9-22);

. aredirection design that enables the slow buffer to transmit requests
to the fast buffer with a probability proportional to its occupancy
(lines 23-27). In particular, redirection is disabled when the slow
buffer is empty and has maximum rate when it is full and is equal to
s_rate/10, where s_rate is the request transmission rate without
redirection.In addition to these two alternative designs, the model

has two continuous parameters, the packet transmission rate for the

N
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slow buffer, r_slow_rate, and delta_rate, i.e. the transmission rate dif-
ference between fast and slow buffers. Notably, the rate of packet loss
by the fast buffer is proportional to its transmission rate, meaning that
the buffer becomes less reliable as its rate increases.We formally cap-
ture the above system model with its continuous parameters and al-
ternative designs by a pCTMC % (Z, 2), where # = [5, 30] x [0, 30]
defines the domains for the continuous parameters r_slow_rate, and
delta_rate, respectively, and 2 = {1, 2} defines the domain for the dis-
crete parameter corresponding to the two alternative designs (i.e.
modules).

Definition 2 (Candidate design). A candidate design of the pCTMC
% (2, 2) from (1) is a pCTMC

(7'} = (s, v Zio L) 5

where 7' = xiex (KL KT € 2, q € 2, Z4(q) = Z5(q), Zx(q) = Z&(q),
Ziit(@) = Zini(q) and L'(q) = L(q). The tolerance of the candidate
design with respect to the real-valued parameter k €K is defined as

KTkt

[T gy

(6)

in line with the fact that the design restricts the value domain
— — — L s

of k to the interval [k — y (kT —kb), k + 5 (kT =kY)], k = %.1

For convenience, we will use the shorthand notation
Z (7, q) = (', {q}) in the rest of the paper.

Example 2 (Candidate design). Consider the pCTMC Cpc (2, 2) from
Example 1 and a single tolerance value y = 0.005 for both continuous
parameters r_slow_rate and delta_rate. By (6), candidate designs have
continuous parameter ranges of size 2y (kT — k*) = 0.25 for r_slow_rate
and of size 0.3 for delta_rate. Two examples of valid candidate designs
for the second module (redirection), obtained using our RODES
synthesis method (see also results in Fig. 7), are pCTMCs
dy = %pc(#',2) and d, = %c(2",2) where #' =[15.02, 15.27] X [1.93, 2.23],
2" = [13.2, 13.45] x [3.51, 3.81]. The pCTMCs ds = %pc(#", 1) with is
instead a valid candidate design for the first module (no redirection).

2.2. Quality attribute specification and requirements

We specify quality attributes over pCTMCs-defined design spaces
using continuous stochastic logic (CSL) extended with reward operators
(Kwiatkowska et al., 2007). Our focus is on timed properties of pCTMCs
expressed by the time-bounded fragment of CSL with rewards com-
prising state formulae (®) and path formulae (¢) with the syntax:

®: :=truejal - D|® A |, [4]|R-,[C<]

¢ =X P|® U'D %)

= k)
, > }is a relational operator, r is a probability (r € [0, 11) or reward
(r € Ryy) threshold?, t € Ry, is a time bound, and I C Ry is a bounded
time interval. The ‘future’ operator, F, and ‘globally’ operator, G, are
derived from U in the standard way". As briefly discussed in Section 4.2,
our approach can be extended to unbounded CSL.

Traditionally, the CSL semantics is defined for CTMCs using a sa-
tisfaction relation k. Intuitively, a state s=P _ ,[¢] iff the probability of
the set of paths starting in s and satisfying ¢ meets ~r. A path
@ = sotosyt... satisfies the formula ® U’ W iff there exists a time t € I such
that (w@t=WAVE € [0, t).w@t'E®), where w@t denotes the state in w at
time t. A state s=R _,[C="] iff the expected rewards over the path
starting in s and cumulated within ¢ time units satisfies ~ r, where the

where a is an atomic proposition evaluated over states, ~ €{ <,
=

1 In other words, the of K, Vi
be perturbed from its reference (midpoint) value.

2 For simplicity, we use ~ r to denote the threshold for both probability and reward
quality attributes.

3 p..[F'®] = P.,[true U'®] and P.,[G'®] = P<;_,[F' = @].

the extent to which k can
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rates with which reward is acquired in each state and the reward ac-
quired at each transition are defined by a reward structure.

In line with our previous work (Ceska et al., 2017), we introduce a
satisfaction function Ag: # x 2—10,1] that quantifies how the sa-
tisfaction probability associated with a path CSL formula ¢ relates to
the parameters of a pCTMC %' (2, 2), where, for any (p, q) € # X 2,
A4, q) is the probability that ¢ is satisfied by the set of paths from the
initial state Z,;(q) of the instantiated CTMC % (p, q). The satisfaction
function for reward CSL formulae is defined analogously.

Quality requirements. We assume that the quality requirements of
a SUD with design space given by a pCTMC %' (#, 2) are defined in
terms of:

1) A finite set of objective functions {f;};c; corresponding to quality
attributes of the system and defined in terms of a set of CSL path
formulas {¢};c, such that for any i€l and (p, q) € Z X 2,

£(Z D, @) = Ay, 9); 8)

2) A finite set of Boolean constraints {c;}; < ; corresponding to the set of
CSL path formulas {y;};<, and thresholds { ~ jrj}; <, such that for
anyjeJand (p, q) € ZX 2,

(% (0, ) < Ay, D1 9)

Note that quality requirements (8) and (9) are defined over (non-
parametric) CTMCs, but, in order to compare candidate designs with
respect to some objective function, we need to interpret quality re-
quirements over pCTMCs. Indeed, due to the continuous parameter
space, a single candidate design induces an infinite number of objective
function values, from which the designer must choose a representative
value. For a candidate design ¢ (7', q) and objective f;, this is typically
identified as one of the minimum, maximum and mid-range value of
f(%(p, @) over all p € #', as illustrated in Table 1.

On the other hand, constraints have a unique interpretation because
they must be met for any parameter value of a candidate design.
Formally, for candidate design (', q) and constraint c;, we define

G(Z (7, ) e VpeZ. g%, ).

Without loss of generality, we will assume that all objective func-
tions {f}ic; in Sections 3 and 4 should be minimised and that all
thresholds { ~ j7j}; < s are upper bounds of the form of <r;.

Example 3 (Quality requirements). Below we define quality
requirements for the producer-consumer model of Example 1. We
consider two maximisation objectives and one constraint:
fi: R{“consume™}_, [C<=¥], a cumulative transition reward de-
scribing the number of requests transferred to the consumer within
25 time units (line 21 in Fig. 3);
f2: Py [G20, 25]((buffers > slow max/2)&(bufferf > fastmax/2))],
which calculates the probability that the utilisation of both buffers is
at least 50% of their respective capacities;
¢yt R{Mlost™ }<i0 [C<=%], a cumulative transition reward that limits
the number of packets lost within 25 time units (line 20 in
Fig. 3).With these quality requirements, we seek to maximise the
system throughput (objective f;), expressed as the number of requests
transferred to the consumer, and also to maximize the probability that
both buffers are sufficiently utilised after an initial period (objective f>).
Finally, constraint c¢; imposes a reliability requirement by restricting
the number of packets lost to be less than 10 within 25 time units of
operation.
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Table 1
Alternative definitions for objective functions {f;};<; over candidate designs.

Type Notation Definition

Lower bound infpe »Agi(D, @)
suppe #Ap (P, D)

(@, Q)+ [1(#(Z, )2

fH @)
@, 9)
NG

Upper bound
Mid-range

2.3. Sensitivity of candidate designs

Quantifying the sensitivity of candidate designs is a crucial step in
our robust synthesis method. Intuitively, the sensitivity of a design
% (#', q) captures how the objective functions {fj};c; change in re-
sponse to variations in the continuous parameters k € K. The variation
of each objective f; is measured by the length of the interval
[f-(&(Z, ), £ (% (#, q)), describing the range of admissible values
for f; and % (7', q) (cf. Table 1). The degree of variation for multiple
objectives is given by the product of interval lengths, i.e., the volume of
the corresponding quality-attribute region. The sensitivity takes also
into account the size of the underlying parameter region, in order to
account for designs with different tolerance values. For instance, a
design with a large quality-attribute volume and high tolerance (large
parameter region volume) must be considered more robust (less sensi-
tive) than another design with comparable quality-attribute volume but
lower tolerance.

Definition 3 (Sensitivity). For a set of objective functions {f;};<; and
tolerances {yitkek, the sensitivity of a feasible design #'(Z, q) is
defined as the volume of its quality-attribute region over the volume
of 7

L6 (& (7, )~ f(@ (2. 9)))
Tleex 20 KT = K9 ' 10)

sens(% (7', q))=

Example 4 (Sensitivity). Consider the candidate designs d;, d», d3 with
tolerance y = 0.005 from Example 2, and the objective functions f;
(number of “consumed” packets) and f» (probability of buffers being
sufficiently used) introduced in Example 3. Assume the following
ranges for f; and fo:

[ @, £ (d)]=
U5 (@), f; (d)]=
[fi* @), fT (d)]=
[/2l (dz)vf; (d)]=
[ (), £ (d)]=
[sz (d3), sz (d3)]=

[416.94, 439.65]
[0.8977, 0.9809]
[407.11, 423.10]
[0.891, 0.9621]

[384.81, 413.09]
[0.7501, 0.8225].

Recall that the three designs have the same tolerance, thus yielding the
same parameter region volume

T 27T - k*) = 0.250.3 = 0.075

kek
The resulting sensitivities are:

sens(dy)= (439.65 —416.94)(0.9809 — 0.8977)/0.075 = 25.19
sens(dy)= (423.10 —407.11)(0.9621 — 0.891)/0.075 = 15.16
sens(ds)= (413.09 — 384.81)(0.8225 — 0.7501)/0.075 = 27.3

indicating that d, is the most robust design (with the smallest sensitivity
value). The three designs can be visualised in the quality-attribute space
(i.e. the objective space), as shown in Fig. 4, providing a direct and
intuitive way to assess robustness.
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Fig. 4. Candidate designs of Example 4 represented in the quality-attribute
space and coloured by sensitivity. Designs d; and d, were synthesised using
RODES (full results are reported in Fig. 7 on a different scale).

3. Sensitivity-aware Pareto dominance relation

In this section, we introduce a novel dominance relation that ade-
quately captures tradeoffs between the sensitivity and optimality of
candidate designs with respect to given quality requirements, and that
enables to formulate the robust design problem as an optimisation
problem.

Consider a system with design space %' (#, 2), quality requirements
given by objective functions {f};c; and constraints {c;j}jc,, and de-
signer-specified tolerances {yi}xecx for the continuous parameters of
the system. Also, let.# be the set of feasible designs for the system (i.e.,
of candidate designs that meet the tolerances {y;}xcx and satisfy the
constraints {¢;}; e ):

F={6(Z, Q| 7 =XeexlkK K| C2Aq€ 2A
VkeK kKT—k'=2(k'-k) AVjel ¢(Z(Z, )} a1

Definition 4. A sensitivity-aware Pareto dominance relation over a
feasible design set .# and a set of minimisation objective functions

{f}ier is a relation < € .# x .# such that for any feasible designs
d,de7

d<d's
(Viel. f(d)<fid) A Fiel A+¢)f(d)<fi(d)) Vv
(Viel fi(d)<fid) A Fiel. f(d) <fid)A
sens (d) <sens(d")). (12)

where the objective functions {fi};c; are calculated using one of the
alternative definitions from Table 1 and ¢; = 0 are sensitivity-awareness
parameters.

The parametric Markov chain synthesis problem consists of finding
the Pareto-optimal set PS of candidate designs (5) (i.e. pCTMCs) with
tolerances {yi}xex that satisfy the constraints {c;}jc, and are non-

dominated with respect to the objective functions {f;};<; and the sen-
sitivity-aware dominance relation ‘<’

PS={% (7, Qe 7 |B 6 (" ¢)eF. 6(Z" ¢K&(Z, O}, 13)

Before discussing the rationale for this definition, we show that the
sensitivity-aware Pareto dominance relation is a strict order like the
classical Pareto dominance.

Theorem 1. The sensitivity-aware Pareto dominance relation is a strict
order.

Proof. See Appendix A [

The classical Pareto dominance definition can be obtained by setting
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¢=0 for all i€l in (12). When ¢; > 0 for some i€ I, dominance with
respect to quality attribute i holds in our generalised definition in two
scenarios:

1) when the quality attribute has a much lower value for the dom-
inating design, i.e. (1+¢)f;(d) <f;(d");

2) when in addition to a (slightly) lower quality attribute value, i.e.
fild) < f(d), the sensitivity of the dominating design is no worse
than that of the dominated design, i.e. sens(d) < sens(d").

These scenarios are better aligned with the needs of designers than
those obtained by using sensitivity as an additional optimisation cri-
terion, which induces Pareto fronts comprising many designs with low
sensitivity but unsuitably poor quality attributes. Similarly, each ob-
jective function definition from Table 1 captures specific needs of real-
world systems. Thus, using the “upper bound” definition ( fl.T) in (12)
supports the synthesis of conservative designs by comparing competing
designs based on the worst-case values of their quality attributes. This is
suitable when the worst-case performance, reliability, etc. must be
specified for a system, e.g. in its service-level agreement. In contrast,
the “lower bound” definition from Table 1 ( ﬁ) can be used when de-
sign selection must be based on the best expected quality values of a
system. Finally, the “mid-range” definition (f;) may be useful—in
conjunction with the actual sensitivity (10)—to compare and select
designs based on their reference midpoint quality values.

Importantly, for e; > 0 our generalised definition induces Pareto
fronts comprising designs with non-optimal (in the classical sense)
objective function values, but with low sensitivity. We call such designs
sub-optimal robust. Thus, ¢; can be finely tuned to sacrifice objective
function optimality (slightly) for better robustness. Below we formally
characterize the set of robust sub-optimal designs and provide an ex-
ample of the sensitivity-aware dominance relation.

Definition 5 (Sub-optimal robust design). Let PS be a Pareto-optimal set
defined as per (13). A design d’€PS is called robust sub-optimal if
IdePS s.t.:

(Viel f(d)<f(d) Adiel f(d)<fd))

Example 5 (Sensitivity-aware Pareto dominance relation). Consider the
quality-attribute regions of Fig. 4 induced by designs d;, do, ds of the
producer-consumer model introduced in Examples 1-4, and the
objective functions defined as f =fii for iel, 2. Visually, fil
corresponds to the lower-left corners of the regions in Fig. 4. Since
we maximize both objectives, for clarity, we report below the
dominance relation for maximisation:

d>d's
(Viel f(d2fd) A Fiel f(d)>A+e)fd)) v
(Viel f(d>fd) A Fiel £(d) > fd)A

sens(d) <sens(d')).

The designs d;, d», d3 have identical parameter tolerances and thus, same
parameter space volume V. We have that d;>d,>d; when ¢ =¢, =0
(classical dominance) because for i=1,2, f'(d)> f*(dy), f*(ds).
Further, we have that d; ~ <d, when ¢ = ¢, = 0.05, implying that d is
robust sub-optimal, i.e., is retained in the sensitivity-aware Pareto-optimal
set, because f'(ch) = > 105 (), f3(dy) = > 1.05:f;(d), and sens
(dy) = < sens(d). Design ds is not included in the front (d;, do>ds)
because f(dy), f* (dy) > 1.05-f* (d3) fori =1, 2.

4. Synthesis of sensitivity-aware Pareto sets

In this section, we describe our method for computing sensitivity-
aware Pareto sets. The method employs genetic multi-objective opti-
misation algorithms for generating candidate designs and a precise
parameter analysis of pCTMCs for evaluating the candidate designs. We
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1: function SYNTHESIS(C(P.Q), {f}icr- € } jess Yidker)

2: PS —0

3:  while ~TerumatE(C(P, Q), PS) do

4: CD « CaNDIDATEDESIGNS(C(P. Q), tyk)ke,(,ﬁ)
5 for alld € CD do

6 (S iers A fidiers Acjadjer) «

ANALYSEDESIGN(d, { fi}ier, (¢} jes)
7: if A\ jes cja then
: dominated = false

9 for all ' € PS do
10: if ' < d then dominated = true; break
11: if d < d’ then PS = PS \ {d'}
12: end for
13: if ~dominated then PS = PS U {d}
14: end if
15: end for
16:  end while
17: return PS
18: end function

Algorithm 1. Parametric Markov chain synthesis.

start with a method overview, then we describe the two components the
method builds on.

4.1. Method overview

Computing the Pareto-optimal design set (13) using exhaustive
analysis is very expensive and requires a significant amount of com-
putational resources as the design space %' (2, 2) is extremely large due
to its real-valued parameters. Also, every candidate design % (7, q)
consists of an infinite set of CTMCs that cannot all be analysed to es-
tablish its quality and sensitivity. To address these challenges, our
PCTMC synthesis method combines search-based software engineering
(SBSE) techniques (Harman et al., 2012a) with techniques for effective
pCTMCs analysis (Ceska et al., 2017; 2016), producing a close ap-
proximation of the Pareto-optimal design set.

Algorithm 1 presents the high-level steps of our pCTMC synthesis
method. The approximate Pareto-optimal design set PS returned by this
algorithm starts empty (line 2) and is assembled iteratively by the while
loop in lines 5-15 until a termination criterion TERMINATE(% (2, 2), PS)
is satisfied. Each iteration of this while loop uses an SBSE metaheuristic
to get a new set of candidate designs (line 4) and then updates the
approximate Pareto-optimal design set PS in the for loop from lines
5-15. This update involves analysing each candidate design
d = % (2, q) to establish its associated objective function and con-
straint values in line 6, where we use the shorthand notation

LEE P, Q) [y = (E (2, ) and Ga=V p € 7. (% (p, @)
for all iel, jeJ. If the design satisfies all constraints (line 7), the for
loop in lines 9-12 finds out if the new design d is dominated by, or
dominates, any designs already in PS. Existing designs dominated by d
are removed from PS (line 11), and d is added to the Pareto-optimal
design set if it is not dominated by any existing designs (line 13).

The elements below must be concretised in the synthesis algorithm,
and are described in the next two sections:

1) The anaLysepesiGN function for establishing the quality attributes and
constraint compliance of a candidate design;

2) The canpipATEDESIGNs SBSE metaheuristic and the associated TERMINATE
criterion.

The time complexity of Algorithm 1 is linear with respect to the
overall number of optimisation objectives and constraints and the time
required to analyse one quality attribute of a candidate design. The



R. Calinescu et al.

complexity is further affected by the SBSE metaheuristic setting,
namely by the number of generations k (i.e. the number of iterations of
the while loop) and the size of the candidate design population
N = |CD|. Increasing the total number of design evaluations (i.e. k- N)
typically improves the Pareto optimality of the generated design set,
but also slows down the synthesis process. We provide a detailed
complexity analysis of the synthesis process in Appendix B.

4.2. Computing safe property bounds for pCTMCs

To establish the quality attributes and sensitivity of candidate de-
signs, ANALYSEDESIGN uses precise parameter synthesis techniques
(Ceska et al., 2017) to compute safe enclosures of the satisfaction
probability of CSL formulae over pCTMCs. Given a pCTMC %' (¢, q) and
a CSL path formula ¢, these techniques provide a safe under-approx-
imation Al and a safe over-approximation A%,  of the minimal and
maximal probability that %' (', q) satisfies ¢:

Al < inf Ag(p, @) and Al 2 sup Ag(p. 9).
pe? pe?

This supports the safe approximation of the bounds {f.+, f;7},., of the
objective functions and of the constraints {cj}jc;. As shown in
Ceska et al. (2017), the over-approximation quality improves as the size
of #' decreases. Therefore, the precision of the approximation can be
effectively controlled via parameter space decomposition, where #’ is
decomposed into subspaces #, #;..7, and AL, (AZ,,) is taken as the
minimum (maximum) of the bounds computed for these n subspaces.
Although this refinement step improves the precision of bounds, it also
increases the complexity of anaLysepesiGN n-fold (Ceska et al., 2017).

The satisfaction function A, is typically non-monotonic (and, for
nested properties, non-continuous), so safe bounds cannot be obtained
by simply evaluating A, at the extrema of parameter region .
Accordingly, our technique builds on a parametric backward transient
analysis that computes safe bounds for the parametric transient prob-
abilities in the discrete-time process derived from the pCTMC. This
discretisation is obtained through standard uniformisation, and through
using the Fox and Glynn algorithm (Kwiatkowska et al., 2007) to derive
the required number of discrete steps for a given time bound. Once the
parametric discrete-time process is obtained, the computation of the
bounds reduces to a local and stepwise minimisation/maximisation of
state probabilities in a time non-homogenous Markov process. Pre-
senting the technique in detail as well as the analysis of the approx-
imation error is outside the scope of our paper, but the interested reader
can find a complete description in Ceska et al. (2017).

Our approach can be easily extended to also support time-un-
bounded properties by using the method of Quatmann et al. (2016) for
parameter synthesis of discrete-time Markov models and properties
expressed by time-unbounded formulae of probabilistic computation
tree logic.

4.3. Metaheuristic for parametric CTMC synthesis

To ensure that cANDIDATEDESIGNS selects suitable candidate designs,
Algorithm 1 is implemented as a multiobjective optimisation genetic al-
gorithm (MOGA) such as NSGA-II (Deb et al, 2002) or MOCell
(Nebro et al., 2009). MOGAs are genetic algorithms specifically tailored
for the synthesis of close Pareto-optimal set approximations that are
spread uniformly across the search space. As with any genetic algorithm
(Koza, 1992), possible solutions—candidate designs in our case—are
encoded as tuples of genes, i.e. values for the problem variables. In
particular, any candidate design % (#, q) that satisfies a fixed set of
tolerances {yx}x <k is uniquely encoded by the gene tuple (p, q), where
p € 2 is the centre point of the continuous parameter region #'. The
structure of the gene tuple (p, q) for any pCTMC % (2, 2) is auto-
matically extracted through parsing the evolvable constructs (4). This
feature enables to conveniently encode the pCTMC parameters into a
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representation suitable for the MOGAs.

Example 6 (Candidate design encoding). Consider the candidate designs
dy, do, d3 with tolerance value y = 0.005 from Example 2. The gene
tuple (p, q) of a candidate design %' (#’, q) has the structure (rslowrate,
deltarate, moduleidx), where moduleidx € {1, 2} is the index of the
Buffer module used by the candidate design. Thus, the designs d,, da, d3
have gene tuples given by (15.145, 2.08, 2), (13.325, 3.66, 2) and
(17.365, 2.93, 1), respectively.

The first execution of canpaTEDESIGNs from Algorithm 1 returns a
randomly generated population (i.e. set) of feasible designs (11). This
population is then iteratively evolved by subsequent CANDIDATEDESIGNS
executions into populations of “fitter” designs through MOGA selection,
crossover and mutation. Selection chooses the population for the next
iteration and a mating pool of designs for the current iteration by using
the objective functions {f;};c;, the sensitivity-aware dominance rela-
tion (12) and the distance in the parameter space # between designs to
evaluate each design. Crossover randomly selects two designs from the
mating pool, and generates a new design by combining their genes, and
mutation yields a new design by randomly modifying some of the genes
of a design from the pool.

The evolution of the design population terminates (i.e. the predicate
Terminate(% (#, 2), PS) returns true) after a fixed number of design
evaluations or when a predetermined number of successive iterations
generate populations with no significantly fitter designs.

The implementation of the selection, crossover and mutation op-
erations is specific to each MOGA. For instance, Deb et al. (2002)
presents these features for the NSGA-II MOGA used in our experimental
evaluation from Section 6.

5. RODES: a robust-design synthesis tool

Our GPU-accelerated RODES tool synthesises sensitivity-aware
Pareto sets by implementing the process described in Algorithm 1. In
this section, we first present the architecture of RODES, and then de-
scribe how we achieved significant performance and scalability im-
provements through the use of a two-level parallelisation for the
synthesis process.

5.1. RODES architecture

As shown in Fig. 5, the operation of RODES is managed by a Robust-
design synthesis engine. First, a Model parser (built using the Antlr parser
generator, www.antlr.org) preprocesses the design-space pCTMC
model. Next, a Sensitivity-aware synthesiser uses the jMetal Java frame-
work for multi-objective optimisation with metaheuristics (jme-
tal.github.io/jMetal) to evolve an initially random population of can-
didate designs, generating a close approximation of the sensitivity-aware
Pareto front. This involves using a Candidate design analyser, which
invokes the probabilistic model checker PRISM-PSY (Ceska et al., 2016)
to obtain the ranges of values for the relevant quality attributes of
candidate designs through precise parameter synthesis. The Pareto
front and corresponding Pareto-optimal set of designs are then plotted
using MATLAB/Octave scripts, as shown in Fig. 7.

A key feature of RODES is its modular architecture. The Sensitivity-
aware synthesiser supports several metaheuristics algorithms, including
variants of genetic algorithms and swarm optimisers. Furthermore, the
sensitivity-aware Pareto dominance relation can be adapted to match
better the needs of the system under development (e.g., by comparing
designs based on the worst, best or average quality attribute values).
Finally, different solvers could be used for the probabilistic model
checker component, including the parameter synthesis solvers for dis-
crete-time Markov chains and time unbounded properties
(Quatmann et al., 2016) implemented in the tools PROPhESY
(Dehnert et al., 2015) and STORM (Dehnert et al., 2017).

The open-source code of RODES is available on our project website
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Fig. 5. High-level RODES architecture.

https://www.github.com/gerasimou/RODES.

5.2. Two-level parallelisation

Synthesising sensitivity-aware Pareto sets is a computationally ex-
pensive process. To mitigate the performance issues that could arise due
to the increased total number of evaluations (k- N) or the complexity of
evaluating candidate designs (t), we employ a two-level parallelisation.

At the first level, we exploit the fact that the evaluations of parti-
cular candidates within a single population are independent and thus
they can run in parallel (line 6 in Algorithm 1). A synchronisation is
required only after all candidates are evaluated to update the approx-
imate Pareto-optimal set PS and to generate new candidates. This
granularity of parallelism allows us to efficiently utilise both multi-core
and multi-processor architectures. In particular, we can span in parallel
a number of tasks that is equal to the population size N and thus sig-
nificantly alleviate the complexity corresponding to the total number of
design evaluations per MOGA generation. We can further increase the
parallelisation at this level given that the evaluation of quality attri-
butes for each design is independent. Thus, we can span up to
N-(|I| + J]) tasks to evaluate these attributes in parallel and reduce the
computation time. The current RODES implementation supports par-
allelisation at the population level but not at the level of quality attri-
butes, which we plan to add in future tool releases.

The second level of parallelisation aims at accelerating the evalua-
tion of a single candidate over a single quality attribute. The key factor
affecting the time t required to analyse a quality attribute of a candidate
design is the size of the candidate, namely, the number of non-zero
elements M in the rate matrix of the underlying pCTMC. This number is
proportional to the number of states in the pCTMC, and reflects the
complexity of the candidate designs. To ensure that RODES supports
robust design synthesis for complex systems comprising up to tens
thousands of states, our second-level parallelisation improves scal-
ability with respect to the number of states. In particular, we build on
our previous work (Ceska et al., 2016) to integrate a GPU acceleration
of the pCTMC analysis into RODES.

This parallelisation is much more involved, since the computation
for individual states is not independent. As such, the pCTMC analysis is
formulated in terms of matrix-vector operations, making it suitable for
effective data-parallel processing. Accordingly, RODES implements a
state space parallelisation, where a single row of the parametric rate
matrix (corresponding to the processing of a single state) is mapped to a
single computational element. As the underlying pCTMCs typically have

a balanced distribution of the state successors, this mapping yields a
balanced distribution of non-zero elements in the rows of the matrix.
The outcome is a good load balancing within the computation elements,
leading to significant acceleration. In contrast to the parallelisation
proposed in Ceska et al. (2016), RODES is designed to leverage the
computational power of modern GPUs, which provide hundreds of
computational elements and can schedule thousands of active threads
in a different way. In particular, RODES can evaluate on a single GPU
several candidate designs (that can differ both in their discrete and in
their continuous parameters) in parallel, provided that the underlying
pCTMCs can fit in the GPU memory. This enables an efficient and
flexible utilisation of the available computation power for complex
robust design synthesis problems (see performance evaluation results in
Section 6.4).

6. Evaluation

We evaluate the effectiveness of RODES using three systems from
different application domains. Also, we assess the performance and
scalability of RODES including the impact of the two-level parallelisa-
tion. We conclude our evaluation with a discussion of threats to va-
lidity.

6.1. Research questions

The aim of our experimental evaluation was to answer the following
research questions.

RQ1 (Decision support): Can RODES support decision making
by identifying effective tradeoffs between the QoS optimality and
the sensitivity of alternative designs? To support decision making,
RODES must provide useful insights into the robustness of alternative
system designs. Therefore, we assessed the optimality-sensitivity tra-
deoffs suggested by RODES for the software systems used in our eva-
luation.

RQ2 (Performance): Does the two-level paralellisation improve
the efficiency of RODES? Since the synthesis of robust models is a
computationally expensive process, we examined the change in per-
formance thanks to the two-level parallelisation architecture described
in Section 5.2.

RQ3 (Metaheuristic effectiveness): How does our RODES ap-
proach perform compared to random search? Following
the standard practice in search-based software engineering
Harman et al. (2012b), we assessed if the stochastic models synthesised
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by RODES “comfortably outperform” those synthesised by a random
search approach.

6.2. Andalysed software systems

We performed a wide range of experiments to evaluate our RODES
approach and tool using three software systems from different appli-
cation domains:

e a producer-consumer (PC) software
Examples 1-5;

e a replicated file

Baier et al. (2013);

® a cluster availability management system Haverkort et al. (2000).

system described in

system used by Google’s search engine

We have already presented the PC system in Examples 1-5. In the
following paragraphs, we introduce the other systems, provide a de-
scription of their stochastic models and present the objectives and
constraints used to synthesise robust Pareto optimal designs. Further
information about these systems are available on our project website at
https://www.github.com/gerasimou/RODES/wiki.

Google file system (GFS). GFS partitions files into chunks of equal size,
and stores copies of each chunk on multiple chunk servers. A master
server monitors the locations of these copies and the chunk servers,
replicating the chunks as needed. During normal operation, GFS stores
CMAX copies of each chunk. However, as servers fail and are repaired,
the number c of copies for a chunk may vary from 0 to CMAX.

Previous work modelled GFS as a CTMC with fixed parameters and
focused on the analysis of its ability to recover from disturbances (e.g.
¢ < CMAX) or disasters (e.g. master server down) (Baier et al., 2013). In
our work, we adapt the CTMC of the lifecycle of a GFS chunk from
Baier et al. (2013) by considering several continuous and discrete
parameters that a designer of the system has to decide. Fig. 6 shows the
resulting model, encoded in the PRISM modelling language extended
with the evolve constructs from (4). As in Baier et al. (2013), we model
separately the software and hardware failures and repairs, for both the
master server (lines 22-25) and the chunk servers (lines 26-31), and
assume that loss of chunk copies due to chunk server failures leads to
further chunk replications, which is an order of magnitude slower if
¢ =0 and a backup of the chunk must be used (line 32).

To evaluate RODES, we assume that GFS designers must select the
hardware failure and repair rates cHardFail and cHardRepair of the
chunk servers, and the maximum number of chunks NC stored on a
chunk server within the ranges indicated in Fig. 6. These parameters
reflect the fact that designers can choose from a range of physical ser-
vers, can select different levels of service offered by a hardware repair
workshop, and can decide a maximum workload for chunk servers. We
consider an initial system state modelling a severe hardware disaster
with all servers down due to hardware failures and all chunk copies
lost, and we formulate a pCTMC synthesis problem for quality re-
quirements given by two maximising objective functions and one con-
straint:

fir Py [ = SL1 U8l SL1], where SL1=Mup A c> 0 holds in
states where service level 1 (master up and at least one chunk copy
available) is provided;

for R{“active™ }_, [C<=%°], where a reward of 1 is assigned to the
states with a number of running chunk servers of at least 0.5M (i.e.,
half of the total number of chunk servers);

cq: R{“'replicates™ }<s [C<=%], where a transition reward of 1 is as-
signed to each chunk replication transition.

Objective f; maximises the probability that the system recovers
service level 1 in the time interval [10,60] hours. Objective f,
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1 ctmc

// Failure rates

const double mSoftFail .000475;
const double mHardFail = 0.000025;
const double cSoftFail = 0.475;
evolve double cHardFail [0.25..4.0];

// Repair rates
4 const double mSoftRepair = 12;
5 const double mHardRepair = 6;
8 const double cSoftRepair = 12;
9 evolve double cHardRepair [0.5..4.0];
10 const int N=100000;
11 const int M=20;
12 evolve int NC [5000..20000];
13 const int CMAX=3;

// master software
// master hardware
'/ chunk server software
// chunk server hardware

~own

// master software
'// master hardware
// chunk server software
// chunk server hardware

// total number of GFS chunks
// number of chunk servers

'// max chunks per chunk server
// optimal number of chunk copies

14 module GFS_Chunk

15 M_up : bool init false; // master is up

16 M_sdown : bool init false; // master is down with SW problem

17 M_hdown : bool init true; // master is down with HW problem

18 Cup : [0..M] init O; // number of chunk servers up

19 Csdown : [0..M] init O;  // number of chunk servers down (SW problem)
20 Chdown : [0..M] init 20; // number of chunk servers down (HW problem)
21 c: [0.CMAX] init 0; // number of chunk copies available

// Master server failure and repair
22 ] M_up — mSoftFail : (M_up'=false)&(M_sdown'=true);
23 [] M_up — mHardFail : (M_up'=false)&(M_hdown'=true);
24 [] M_sdown — mSoftRepair : (M_up'=true)&(M_sdown’'=false);
25 [] M_hdown — mHardRepair : (M_up’'=true)&(M_hdown'=false);

// Chunk servers failure and repair

26 [] Cup>08&c>08& Csdown<M — (c/Cup)*cSoftFail :
(Cup'=Cup-1)&(Csdown'=Csdown+1)&(c'=c-1);

27 [] Cup>0& Cup>c& Csdown<M — (1-(c/Cup))*cSoftFail :
(Cup'=Cup-1)&(Csdown'=Csdown-+1);

28 [] Cup>08&c>08& Chdown<M — (c/Cup)*cHardFail :
(Cup'=Cup-1)&(Chdown’=Chdown+1)&(c'=c-1);

29 [] Cup>0& Cup>c& Chdown<M — (1-(c/Cup))*cHardFail :
(Cup'=Cup-1)&(Chdown'=Chdown+1);

30 [] Cup<M & Csdown>0— Csdown*cSoftRepair :
(Csdown’=Csdown-1)&(Cup'=Cup-+1);

31 [] Cup<M & Chdown>0 — cHardRepair
(Chdown’'=Chdown-1)&(Cup'=Cup+1);

32 [ M_up&c<CMAX & Cup>c& Cup*NC>=(c+1)*N —

((€>0)720:2):(c’'=c+1);

33 endmodule

Fig. 6. pCTMC model of the Google file system.

maximises the expected time the system stays in (optimal) states with at
least 0.5M chunk servers up in the first 60 hours of operation. Finally,
constraint ¢, restricts the number of expected chunk replications over
60 h of operations.

Workstation cluster (WC). We extend the CTMC of a cluster
availability management system from Haverkort et al. (2000). This
CTMC models a system comprising two sub-clusters, each with N
workstations and a switch that connects the workstations to a central
backbone. For each component, we consider failure, inspection and
repair rates (where repairs are initiated only after an inspection detects
failures), and we assume that designers must decide these rates for
workstations—i.e., the real-valued parameters wsFail, wsCheck and
wsRepair for our pCTMC, respectively. Additionally, we assume that
designers must select the sub-cluster size N, and must choose between
an expensive repair implementation (i.e., pCTMC module) with a 100%
success probability and a cheaper repair module with 50% success
probability—i.e., two discrete parameters for the pCTMC. We made this
model available on our repository of case studies.

For an initial system state with 5 workstations active in each sub-
cluster and switches and backbone working, we formulate a pCTMC
synthesis problem for quality requirements given by two maximising
objective functions and one constraint:

fi: By [ = premium U [20, 100] premium], where premium denotes a
system service where at least 1.25N workstations are connected and
operating;

far R{“operational™ }_,[C=<1], where a reward of 1 is assigned to
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Fig. 7. Sensitivity-aware Pareto fronts for the producer-consumer model. Boxes represent quality-attribute regions, coloured by sensitivity (yellow: sensitive, blue:
robust). Red-bordered boxes indicate sub-optimal robust designs. Designs are compared based on the worst-case quality attribute value (i.e. lower-left corner of each
box). Statistics are: sens, average sensitivity of the front; suboptSols, number of suboptimal solutions; vol, average volume of the front. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)

states with a number of operating clusters between 1.2N and 1.6N;

R{“repair’} - go [C = 1001 " where transition rewards are asso-
ciated with repair actions of the workstations, backbone and
switches.

Objective f; maximises the probability that the system recovers the
premium service in the time interval [20,100] hours. Objective f,
maximises the expected time the system spends in cost-optimal states
during the first 100 hours of operation. Constraint c; restricts the cost of
repair actions during this time (the definition of the cost is provided on
our project website).

6.3. Evaluation methodology

We used the following configuration to evaluate RODES: NSGA-II
MOGA, 10,000 evaluations, initial population of 20 individuals, and
default values for single-point crossover probability p, =0.9 and single-
point mutation probability p,, =1/(|K| + |D|), with [K| + |D| the number
of (continuous and discrete) design-space parameters. We examine the
behaviour of the sensitivity-aware Pareto dominance relation using
different combinations of tolerance values y € {0.005, 0.01, 0.025} and
sensitivity-awareness coefficients ¢; € {0.00, 0.05, 0.10}.

For each experiment, we report the sensitivity-aware Pareto fronts
(Figs. 7, 9, 12 and 14). The Pareto-optimal designs are depicted as
boxes in the quality-attribute space and coloured by sensitivity, using
the same representation as in Figs. 1 and 4. We also show the synthe-
sised designs in the design space, given by the continuous and discrete
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parameters of the system. In this case, designs are represented as boxes
in the continuous parameter space, representing the extent of the
parameter variation under the given tolerance. The third dimension
(vertical axis) in Figs. 10 and 13 gives the value of the discrete para-
meter.

6.4. Results and discussion

RQ1 (Decision support). We analysed the designs synthesised by
RODES in order to identify actionable insights regarding the tradeoffs
between the QoS attributes and sensitivity of alternative architecture
designs. For each system, we present our findings independently.

Producer-consumer system (PC). First, we present the results for the
producer consumer system introduced in Examples 1-5, obtained by
running our RODES tool with tolerances y € {0.005, 0.01, 0.025} for
both continuous parameters (r_slow_rate and delta_rate). The resulting
Pareto fronts are shown in Fig. 7, for objectives f; (number of requests
transferred to the consumer within 25 minutes) and f, (probability of
adequate buffer utilization) and sensitivity-awareness parameters
g=g=c€ {0, 0.05,0.1}. The corresponding synthesised designs are
presented in Fig. 8.

These Pareto fronts provide a wealth of information supporting the
evaluation of the optimality and robustness of alternative designs. In
particular, the Pareto front for ¢ =0 and y = 0.005 contains several
large (yellow) boxes that correspond to highly sensitive designs.
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Increasing e produces a number of robust sub-optimal designs (red-
bordered) with slightly sub-optimal quality attributes but improved
robustness. Such designs represent valuable alternatives to the highly
sensitive solutions obtained using the classical, sensitivity-agnostic,
dominance relation. This ability to identify poor (i.e. highly sensitive)
designs and then alternative robust designs with similar quality attri-
butes is a key and unique benefit of our design synthesis method.
Consider for instance the results for € = 0.05 and y = 0.005. There are
several sensitive designs at high f; values (see Fig. 7), which correspond
to designs with rslowrate above 15 and low values deltarate (below
2.5), see Fig. 8. Through our method, we found that there exist alter-
native sub-optimal designs with improved robustness (highlighted
green boxes), corresponding to higher deltarate and lower rslowrate
values, i.e, to designs with a slower slow buffer and a faster fast buffer.

Furthermore, we observe that the overall sensitivity improves as the
tolerance y increases, meaning that the uncertainty (volume) of the
quality attribute regions grows proportionally smaller than the un-
certainty of the corresponding parameter regions, see (10). This ex-
plains why we observe fewer sub-optimal robust designs for higher
tolerances (y = 0.01, 0.025). Increasing parameter tolerances also affects
the quality attribute profiles as it leads to larger ranges for objective f;
(i.e., more sensitive) and to smaller ranges for f, (i.e., more robust). As a
consequence, RODES tends to favour Pareto-optimal solutions with
better f, and worse f; values as the tolerance increases. In particular, for
¥ = 0.025 all designs with ff‘ > 300 are excluded (corresponding to the
most sensitive designs for y = 0.005, 0.01), which yields regions with
average volume comparable to those for y = 0.025.

The synthesised parameter regions (Fig. 8) indicate that redirection
(second module — ‘mod2’) is always preferred to non-redirection. Also,
the generated designs select values for the continuous parameters from
the lower-end of their respective range, with rslowrate € [5.00, 15.650]
and deltarate € [0.242, 4.489]. In other words, our algorithm found
Pareto-optimal designs where both buffers have slow transmission rates
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(with the fast buffer being slightly faster), while solutions where the
fast buffer has a sensibly higher transmission rate, but a proportional
packet loss rate, are excluded. In particular, configurations with slow
transmission rates have associated good robustness, with very little
ranges for objective fo.

We also observe an interesting relationship between the Pareto-
optimal fronts and the Pareto-optimal designs for different values of the
sensitivity-awareness parameter € € {0, 0.05, 0.1}. The average values
for both objectives f; and f, experience only little variation as e in-
creases for a fixed tolerance value. For instance, when y = 0.01, on
average f; €[369.37, 372.40] and f,€[0.974, 0.98], and when
y = 0.05, f; € [284.94, 285.48] and f, € [0.995, 0.996]. Conversely, the
average values for the continuous parameters rslowrate and deltarate
experience more significant variation and present an interesting nega-
tive relationship. More specifically, for any y value and as the € para-
meter becomes larger, rslowrate shows a decreasing trend while
deltarate shows an increasing trend. We used the Pearson correlation
test to analyse this observation and received a strong negative corre-
lation with the coefficient R € [—0.992, —0.988]". This result indicates
that as e increases, the sensitivity-aware Pareto-optimal set includes
designs in which the transmission rate difference between the slow and
fast buffers grows. Although unexpected, this observation is very useful.

Producer-consumer variant. We further analyze a variant of the
producer-consumer model, illustrated in Fig. 11. In this version, we
assume a different redirection strategy (lines 10 and 11) that yields a
100% probability of redirection when the slow buffer is full, while in
the original variant the maximum redirection probability is limited to
0.1. We also consider different continuous parameters: the request

“ This result should not be confused with the correlation between the continuous
parameters rslowrate and deltarate for fixed y and e values which ranges from zero to
weak, i.e., Re [0, 0.3].
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Fig. 9. Sensitivity-aware Pareto fronts for the second variant of the producer-consumer model. Legend and colour code are as in Fig. 7. Designs are compared based

on the worst-case quality attribute value (i.e. lower-left corner of each box).

production rate (p_rate) and the packet transmission rate for the fast
buffer (r_fastrate). The synthesized Pareto fronts and designs are
reported in Figs. 9 and 10, respectively.

We observe that the obtained Pareto-optimal set is substantially
different from the one obtained in the first variant of the model (Fig. 7).
Solutions in this variant are generally more robust, demonstrated by the
fact that at most one suboptimal solution is synthesised for each con-
figuration. A common trait is that favouring objective f, leads to robust
designs, while robustness is penalized for high f; values. Comparing the
two PC variants, whose pCTMC models are shown Figs. 3 and 11, we
observe that most of the solutions of the second variant are dominated
by the Pareto front of the first variant for y € {0.005, 0.01} and all e
values, which therefore provides the best performance.

The synthesized parameter regions (Fig. 10) confirm the results of
the first variant: redirection is always preferred (for all but one design),
and the fast buffer rate is not too far from that of the slow buffer
(rfastrate = 13.03). Similarly, all synthesized values for parameter
p_rate are very close to the fixed value (40) used for the same parameter
in the first variant of the model. In the Pareto front, we can observe an
outlier yielding the highest system throughput (f;). This design is ob-
tained when redirection is disabled (see Fig. 10). Notably, no other
designs with no redirection are present in the Pareto front which pro-
vides evidence that redirection is essential to achieve a well-balanced
utilisation of the buffers.

Google file system (GFS). Given the pCTMC model, the two
maximisation objectives and one constraint of the GFS system, we
used RODES to generate Pareto-optimal design sets with tolerances
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y €{0.005, 0.01, 0.025} for both continuous parameters (cHardFail and
cHardRepair) of our pCTMC. Fig. 12 shows the Pareto fronts obtained
using the “lower bound” definition from Table 1 for the objective
functions f; and f, over candidate designs, and parameters
g=6=c€ {0, 0.05, 0.1} for the sensitivity-aware Pareto dominance
relation (12). The design-space representation is given in Fig. 13. We
observe that the Pareto front for ¢ = 0 and y = 0.005 contains several
large (yellow) boxes that correspond to highly sensitive designs. For
€€{0.05, 0.1} and y = 0.005, these poor designs are “replaced” by
robust designs — surrounded by red borders - with very similar quality
attributes but slightly sub-optimal. The same pattern occurs for y = 0.01
and (to a lesser extent because of the overall lower sensitivity) for
y = 0.025. For instance, consider the sensitive design obtained for
€=0.1 and y = 0.005 characterized by low hardware fail and repair
rates and high number of chunks (yellow bar on Fig. 13). Our method
found that a more robust solution is possible (highlighted green region),
with lower NC and higher cHardFail and cHardRepair.

We also observe that favouring objective f; over f, generally yields
more robust designs (i.e., smaller quality-attribute regions towards the
right end of the Pareto fronts) for all combinations of € and y.

The design-space view of Fig. 13 evidences a trade-off between
cHardFail and cHardRepair, i.e., optimal designs tend to have either
high failure rates and high repair rates, or low failure and repair rates.
Results for y = 0.025 reveal that there is actually an ideal ratio between
the two parameters as the corresponding optimal design appear to keep
a relatively constant proportion between cHardFail and cHardRepair.
This result was unexpected, yet very useful, since it indicates that de-
signs not satisfying this trade-off yield excessively fast or slow recovery
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1 ctmc

// buffer capacities
const int slow_max = 31;
const int fast_ max = 21;

evolve double p_rate [20..40];
const double s_rate = 30;

//request production rate
//request transmission rate

s wn

// packet transmission rates
const double rslow_rate = 10;  //slow buffer
evolve double r_fast_rate [10..30]; //fast buffer

8 const double c_rate = 40;

~ o

//packet consumption rate

// redirection
9 evolve module Buffer

//send
10 [ (slow=1) & (buffer s<slow_max) — s_rate *(1-buffer_s/slow_max) :
(slow'=0) & (buffers’ = buffers +1);
11 [ (slow=1) & (buffers>0) & (buffer f<fast max) — s_rate *buffer s /slow max :
(slow'=0) & (buffer ' = bufferf -+1);
12 [ (fast=1) & (buffer f<fast max) — s rate :
(fast'=0) & (buffer_f' = buffer_f +1);

13 endmodule

Fig. 11. Variant of the producer-consumer model introduced in Section 2.

times, and thus are far from the optimal f; values.

Further, we observe that the maximum number of chunks per
server, NC, has a major influence on the design robustness, with high
NC values leading to highly sensitive designs. These designs should be
avoided in favour of the alternative designs with low NC values de-
picted in Fig. 13 (for € > 0).
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Workstation cluster (WC). Fig. 14 depicts the Pareto fronts obtained for
all y, e combinations of the WC pCTMC model. These Pareto fronts show
again how the large quality-attribute regions (corresponding to high-
sensitivity designs) obtained for e=0 are “replaced” by much smaller
quality-attribute regions on the Pareto fronts obtained for both ¢ > 0
values. For instance, the fronts produced for y=0.005 and ¢ € {0.05,
0.10}, include sub-optimal robust designs in the objective space [0.6,
0.8] X [40, 50] that do not exist for ¢ =0. Further, the Pareto front for
y=0.005, €=0.10 includes a sub-optimal robust design in the objective
space [0.3, 0.5] x [45, 70] to support the Pareto-optimal but volatile
(i.e., highly sensitive) designs within that space. Similar observations
can be made for other y values.

With respect to the system dynamics, our sensitivity-aware synthesis
method reveals that the most robust solutions correspond to the ob-
jective-function “extrema” from the Pareto front, i.e., to quality-attri-
bute regions in which either f; is very high and f, is very low, or vice
versa. In particular, solutions in the middle of quality-attribute regions
are highly sensitive as indicated by the yellow-green boxes for y = 0.005
and € € {0.00, 0.05, 0.10}. The equivalent solutions are absent from the
Pareto fronts for y = 0.01 indicating that they are replaced by more
robust solutions whose quality attributes are close to the low- and high-
end of their respective ranges. Thus, if designers seek robust solutions
they need to select designs that favour one of the quality attributes,
since solutions with balanced trade-off between the quality attributes
lead to either sensitive or sub-optimal robust designs.

We also identified an interesting property of the synthesized de-
signs. Although they cover the entire design space for the real-valued
parameters wsFail, wsCheck and wsRepair, the synthesized designs
select very few values for the sub-cluster size N. In particular, in more
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than 95% of the experiments N € {10, 15} and in the remaining N € {9,
12}. We analysed further this observation and ran another experiment
by setting the possible range for sub-cluster size N € {11, .., 14}. Table 2
compares the average sensitivity between these two experiments for all
vy, € combinations. Our results validate that the ‘ideal’ values of the
parameter N for the synthesised robust designs are 10 or 15. This
finding demonstrates an unexpected and interesting relationship be-
tween the size of the cluster and robustness, impossible to derive
through existing analysis methods.

RQ2 (Performance). Since the synthesis process is computationally
demanding (see Appendix B), we evaluated the performance of RODES
to analyse multiple candidate designs in parallel using the two-level
parallelisation architecture described in Section 5.2. By employing the
two-level parallelisation, we are able to partially alleviate the CPU
overheads incurred not only due to the complexity of evaluating a
candidate design but also due to the high number of evaluations. All
experiments were run on a CentOS Linux 6.5 64bit server with two
2.6GHz Intel Xeon E5-2670 processors and 64GB memory. For the ex-
periments involving GPU parallelisation, we used two nodes using ei-
ther an nVidia K40 GPGPU card or an nVidia K80 GPGPU card.

The key results of our performance evaluation are described in
Tables 3 and 4. The tables show the design synthesis run-times for
k=500 and N=20 (i.e. for kN=10, 000 design evaluations), for our
three case studies. Run-time statistics are computed over more than 30
independent runs, obtained using all combinations of ¢ € {0, 0.05, 0.1}
and y € {0.005, 0.01, 0.025}. Note that 10,000 evaluations, for which
we obtained high quality sensitivity-aware Pareto fronts, are still
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negligible with respect to the size of the design space that an exhaustive
search would need to explore (theoretically the design space is un-
countable). To demonstrate this difference, we list the number of can-
didate designs required to “cover” the design space for a given tolerance
value y (this number is indeed much smaller than the total number of
candidate designs). For PC model (y = 0.005) it is around 20,000 de-
signs, but for WC and GFS (y = 0.01) it is more than 3 millions designs.

Results in Table 3 confirm that performance of the synthesis process
is affected mainly by the size of the underlying pCTMC and by the
average number of the discretisation steps required to evaluate parti-
cular quantitative attributes (around 4000 steps are required for WC
and PC, 160,000 for GFS v1, and 46,000 for GFS v2). Note that this
number depends on the highest time bound appearing in the properties
and on the highest rate appearing in the transition matrix. This ob-
servation also explains the significant slowdown of the synthesis pro-
cess when switching from v1 to v2 of GFS.

First, we evaluate the performance of CPU-only paralellisation at
different numbers of cores. The results clearly confirm the scalability
with respect to the number of cores. We can also observe that a better
scalability is obtained for more complicated synthesis problems (i.e.
5.5-times speed for 10 cores on GFS v1 versus 7.9-times speed up for 10
core on GFS v2).

Second, we evaluate the performance of the two-level parallelisa-
tion. Table 4 compares the run-times for different number of CPU cores
and GPU devices. In this configuration, we obtain a significant reduc-
tion of runtimes, e.g. for GFS v2 we obtain 8.4-times speedup with one
GPU and one CPU core, and 7.6-times speedup with two GPUs and two
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CPU cores. The slightly worse speedup observed in the latter case is due
to the increased CPU-GPU communication overhead when more devices
are employed.

Finally, we see that evaluating more that one candidate solutions
(generated using several CPU cores) on a single GPU further improves
the performance until the GPU is fully utilised (i.e. the maximal number
of active threads that can be dispatched is reached and thus some
parallel evaluations has to be serialised). The performance is also af-
fected by the memory access pattern that depends on the concrete
candidate solutions evaluated in parallel. In particular, the performance
degrades when the memory access locality is decreased. Note that the
maximal number of candidate solutions that can be evaluated in par-
allel on a single GPU is also limited by the GPU memory that has to
accommodate the underlying pCTMC.

RQ3 (Metaheuristic effectiveness). To answer this research
question, we analysed the goodness of the Pareto-optimal designs of the
GFS model obtained with our NSGA-II-based RODES against a variant
that uses random search (RS). For each variant and combination of
e €10, 0.05, 0.10} and y € {0.005, 0.01} we carried out 30 independent
runs, in line with standard SBSE practice (Harman et al., 2012b). As
building the actual Pareto front for large design spaces is challenging
and computationally expensive (GFS has |#x 2| >24E10 assuming a
three-decimal precision for continuous parameters), we again followed
the standard practice and combined the sensitivity-aware Pareto fronts
from all 60 RODES and RS runs for each ¢, y combination into a re-
ference Pareto front (Zitzler et al., 2003). We then compared the Pareto
fronts achieved by each variant against this reference front by using the
metrics

M =wl,,,,, + (1 —W)5eMSnorm
and
My=wligp,, .+ (1 —W)SeRSomm

norm
which use a weight w € [0, 1] to combine normalised versions of the

established (but sensitivity-agnostic) Pareto-front quality metrics I. and
Iigp (Zitzler et al., 2003) with the normalised design sensitivity. The
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unary additive epsilon (I.) gives the minimum additive term by which
the objectives of a particular design from a Pareto front must be altered
to dominate the respective objectives from the reference front. The
inverted generational distance (I;gp) measures the shortest Euclidean
distance from each design in the Pareto front to the closest design in the
reference front. These indicators show convergence and diversity to the
reference front (smaller is better).

Fig. 15 compares RODES and RS across our ¢, y combinations using
metrics M; and M, with w=0.5. The RODES median is consistently
lower than that of RS for all €, y combinations with the exception of
€=0, y=0.01 (which ignores design sensitivity) for M,. For a given v,
RODES results improve as e increases, unlike the corresponding RS
results. Thus, the difference between RODES and RS increases with
larger ¢ for both metrics. This shows that RODES drives the search using
sensitivity (10), and thus it can identify more robust designs. We con-
firmed these visual inspection findings using the non-parametric Man-
n-Whitney test with 95% confidence level (¢ =0.05). We obtained sta-
tistical significance (p-value < 0.05) for all €, y combinations except for
€=0, y=0.005, with p-value in the range [1.71E-06, 0.0026] and
[1.086E-10, 0.00061] for M; and M,, respectively.

Considering these results, we have sufficient empirical evidence that
RODES synthesises significantly more robust designs than RS. These
results are also in line with our previous work which demonstrated
through extensive evaluation that probabilistic model synthesis using
MOGAs achieves significantly better results that RS (Gerasimou et al.,
2015). Hence, the problem of synthesising sensitivity-aware Pareto
optimal sets (13) is challenging, as expected for any well-defined SBSE
problem.

6.5. Threats to validity

Construct validity threats may arise due to assumptions made when
modelling the three systems. To mitigate these threats, we used models
and quality requirements based on established case studies from the
literature (Ghemawat et al., 2003; Haverkort et al., 2000).

Internal validity threats may correspond to bias in establishing cause-
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Table 2

Average design sensitivity for two variants of the workstation cluster synthesis problem, given by different ranges for parameter N. Sensitivity-aware designs (i.e.

where € > 0) for N € {10..15} have lower sensitivity than for Ne {11..14}.

Average sensitivity

7=0.005, 7=0.005, 7=0.005, y=001, 7=001, y=001, 7=0.025, 7=0.025, sy =0.025,
N €=0.00 €=0.05 €=0.10 €=0.00 €=0.05 €=0.10 €=0.00 €=0.05 €=0.10
{1015} 1.6E6 7.86E5 6.58E5 2.1E5 2.49E5 2.19E5 6.45E4 6.68E4 7.56E4
1114} 1.33E6 1.3E6 1.22E6 5.2E5 5.28E5 4.77E5 2E5 1.93E5 1.87E5

effect relationships in our experiments. We limit them by examining
instantiations of the sensitivity-aware Pareto dominance relation (12)
for multiple values of the sensitivity-awareness ¢; and tolerance level yj.
To alleviate further the risk of biased results due to the MOGAs being
stuck at local optimum and not synthesising a global optimum Pareto

Table 3

front, we performed multiple independent runs. Although this scenario
never occurred in our experiments, when detected, it can be solved by
re-initialising the sub-population outside the Pareto front. Also,
Algorithm 1 ensures that the Pareto front monotonically improves at
each iteration. Finally, we enable replication by making all

Time (mean =+ SD) in minutes for the synthesis using 10,000 evaluations for one-level CPU parallelisation. #states (#trans.): number of states (transitions) of the

underlying pCTMC. |K|: number of continuous parameters.

Model #states #trans. CPU (#cores)

1 2 5 10
WC (K| = 3) 3440-8960 18,656-49424 394 + 25 217 £ 29 118 + 14 68 = 8
PC (K| = 2) 5632 21,968-24572 251 + 46 131 + 33 50 + 2 315
GFS vl (|K| = 2) 1323-2406 7825-15545 390 + 27 267 * 49 125 + 19 71 = 10
GFS v2 (K| = 2) 21,606 145,335-148245 19,011 = 400 8207 + 361 4562 + 36 2399 + 9
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Table 4
Time (mean =
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SD) in minutes for the synthesis using 10,000 evaluations for two-level CPU + GPU parallelisation.

CPU (#cores)

CPU (#cores)/GPU (#devices)

Model 1 2 5
GFS v2 19,011 + 400 8207 + 361 4562 + 36
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experimental results publicly available on the project webpage.

External validity threats might exist if the search for robust designs
for other systems cannot be expressed as a pCTMC synthesis problem
using objective functions (8) and constraints (9). We limit these threats
by specifying pCTMCs in an extended variant of the widely used mod-
elling language of PRISM (Kwiatkowska et al., 2011), with objective
functions and constraints specified in the established temporal logic
CSL. PRISM parametric Markov models are increasingly used to model
software architectures, e.g. in the emerging field of self-adaptive soft-
ware (Calinescu and Kwiatkowska, 2009; Calinescu et al., 2015;
Moreno et al., 2015; Gerasimou et al., 2014). Another threat might
occur if our method generated a Pareto front that approached the actual
Pareto front insufficiently, producing only low quality designs or de-
signs that did not satisfy the required quality constraints. We mitigated
this threat by using established Pareto-front performance indices to
confirm the quality of the Pareto fronts from our case studies. Never-
theless, additional experiments are needed to establish the applicability
and feasibility of the method in domains with characteristics different
from those used in our evaluation.

7. Related work

RODES builds on the significant body of software performance and
reliability engineering research that employs formal models to analyse
the quality attributes of alternative software designs (e.g. Balsamo
et al., 2004; Bondy, 2014; Becker et al., 2009; Fiondella and Puliafito,
2016; Stewart, 2009; Woodside et al., 2014). Approaches based on
formal models such as queueing networks (Balsamo et al., 2003), Petri
nets (Lindemann, 1998), stochastic models (Calinescu et al., 2016;
Sharma and Trivedi, 2007) and timed automata (Hessel et al., 2008;
Larsen, 2014), and tools for their simulation (e.g. Palladio
(Becker et al., 2009)) and verification (e.g. PRISM (Kwiatkowska et al.,
2011) and UPPAAL (Hessel et al., 2008)) have long been used for this
analysis. However, unlike RODES, these approaches can only analyse
alternative models through a tedious iterative process carried out
manually by experts.

Performance antipatterns can be used to speed up this process by
avoiding the analysis of poor designs (Arcelli et al., 2012; Smith and
Williams, 2000; Cortellessa et al., 2010), but approaches that automate
the search for correct or optimal designs have only been proposed re-
cently. Three types of such approaches are related to RODES. Given a
Markov model that violates a quality requirement, the first ap-
proach—called probabilistic model repair (Bartocci et al., 2011; Chen
et al., 2013)—automatically adjusts its transition probabilities to
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produce a “repaired” model that meets the requirement. The second
approach is called precise parameter synthesis (Ceska et al., 2017), and
works by identifying transition rates that enable continuous-time
Markov models to satisfy a quality requirement or to optimise a quality
attribute of the system under development. Finally, our previous work
on probabilistic model synthesis (Gerasimou et al., 2015) applies multi-
objective optimisation and genetic algorithms to a design template that
captures alternative system designs, and generates the Pareto-optimal
set of Markov models associated with the quality optimisation criteria
of the system. While these approaches represent a significant advance
over the previously manual methods of alternative design analysis, they
do not take into account the robustness of their repaired or synthesised
models. Likewise, the approach from Martens et al. (2010) employs
evolutionary algorithms to search the configuration space of Palladio
Component Models, but the synthesis process does not reflect the sen-
sitivity of the candidate models.

Syntax-guided synthesis has been used to find probabilistic programs
that best match the available data (Nori et al,, 2015), including
synthesis from “sketches”, i.e. partial programs with incomplete details
(Solar-Lezama et al., 2005). In Solar-Lezama et al. (2006), counter-ex-
ample guided inductive synthesis (CEGIS) has been introduced as an
SMT-based synthesiser for sketches and, due to the enormous im-
provement of SMT solvers in the last decade, CEGIS is currently able to
find deterministic programs for a variety of challenging problems
(Solar-Lezama et al., 2005; 2008). Very recently, the concept of meta-
sketches introducing the “optimal synthesis problem” has been pro-
posed (Bornholt et al., 2016) and adapted for synthesis of stochastic
reaction networks (Cardelli et al., 2017). These solutions are com-
plementary to RODES, as they explore other aspects of design alter-
natives, and do not take robustness into account.

Methods that rigorously evaluate how the transition probabilities
affect the satisfiability of temporal properties (expressed as probabil-
istic temporal logic formulae) have been studied in the context of
parameter synthesis. The methods either construct symbolic expres-
sions describing the satisfaction probability as a function of the model
parameters (Dehnert et al., 2015; Hahn et al., 2011), or compute—for
given intervals of parameter values—safe bounds on the satisfaction
probability (Quatmann et al., 2016). In contrast to this work, our robust
design synthesis directly integrates sensitivity analysis into the auto-
mated design process.

Another research area related to RODES is sensitivity analysis, which
analyses the impact of parameter changes on the performance, relia-
bility, cost and other quality attributes of the system under develop-
ment (e.g. Gokhale and Trivedi, 2002; Lo et al., 2005; Huang and Lyu,
2005). However, sensitivity analysis typically operates by sampling the
parameter space and evaluating the system quality attributes for the
sampled values. As such, the result is not guaranteed to reflect the
whole range of quality-attribute values for the parameter region of in-
terest. RODES does not have this drawback, as it operates with close
over-approximations of the quality-attribute regions for the synthesised
robust designs. The perturbation theory for Markov processes has been
applied to analysing the sensitivity of software operational profiles
(Kamavaram and Goseva-Popstojanova, 2003). However, this approach
quantifies the effect of variations in model transition probabilities
without synthesising the analysed solutions. Furthermore, RODES
supports a wide range of continuous and discrete parameters that
cannot be used with the approach from Kamavaram and Goseva-
Popstojanova (2003). Stochastic analysis of architectural models was
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used for early predictions of system component reliability and sensi- software designs, as it can mitigate the unavoidable discrepancies be-
tivity with respect to different operational profiles (Cheung et al., tween real systems and their models. We presented RODES, a tool-
2008). Unlike RODES, the research from Cheung et al. (2008) focuses supported method for the automated synthesis of Pareto-optimal
on exploiting different architectural models and associated analysis probabilistic models corresponding to robust software designs.
techniques, and is therefore complementary to the work presented in RODES integrates for the first time search-based synthesis and
our paper. parameter analysis for parametric Markov chains. Our RODES tool
The smoothed model checking technique from Bortolussi automates the application of the method, and provides multi-core as
et al. (2016a) computes an analytical approximation of the satisfaction well as GPU-based parallelisation that significantly speeds up the design
probability of a formula over a parametric CTMC. While not providing synthesis process. We performed an extensive experimental evaluation
the same guarantees as the safe over-approximation method from of RODES on three case studies from different application domains.
RODES, the technique was experimentally shown to be highly accurate, These experiments showed that the sensitivity-aware Pareto-optimal
so it can be used to estimate the sensitivity of a probabilistic temporal design sets synthesised by RODES enable the selection of robust designs
logic property to variations in the CTMC parameters. with a wide range of quality-attribute values and provide insights into
Finally, the problem of parameter synthesis of stochastic reaction the system dynamics. The experiments also demonstrate that the par-
networks with respect to multi-objective specification has been recently allelisation ensures scalability with respect to the complexity of the
considered in Bortolussi et al. (2016b). The authors employ statistical systems under development.
methods to estimate how kinetic parameters affect the satisfaction In our future work, we will assess the effectiveness of Pareto-dom-
probability and average robustness of Signal Temporal Logic inance relations defined over intervals, and we will augment RODES
properties. In contrast to our approach, a candidate solution from with alternative multiobjective optimisation techniques such as particle
Bortolussi et al. (2016b) has all parameters fixed and the robustness swarm optimisation Reyes-Sierra and Coello (2006). In addition, we are
captures how far the candidate is from violating the particular prop- planning to extend the RODES modelling language (and the under-
erties. pinning search method) with support for syntax-based synthesis
Alur et al. (2013) of robust designs from partial pCTMC specifications,
8. Conclusion including sketches of chemical reaction networks Cardelli et al. (2017).

Robustness is a key and yet insufficiently explored characteristic of
Appendix A. Proof of theorem 1

We show that the sensitivity-aware Pareto dominance relation defined in Definition 4 is a strict order.

Proof. We need to show that relation < from (12) is irreflexive and transitive. For any d € .#, d<d would require that f(d) < (1 + ¢)f;(d) or
f{d) < f(d) for some i € I, which is impossible. Thus, < is irreflexive. To show that < is transitive, consider three designs d, d’, d" € .# such that d<d’
and d’<d”. According to (12), we have Vi € Lf(d) < f{d") and Vi € Lf(d") < f(d"), so Vi€ Lf(d) < f(d”) due to the transitivity of < . Furthermore, at
least one half of the disjunction from definition (12) must hold for each of d’<d” and d’<d”. We have three cases. Assume first that the left half holds
for d<d', i.e. that (1 + ¢;)f, (d) < f; (d') for some i, €I; as f, (d') < f, (d"), we also have (1 + ¢;)f, (d) < f; (d"), so d<d” in this case. Assume now that
left half of disjunction (12) holds for d’<d”, i.e., that (1 + €,)f;, (d") < f, (d") for some i; €I; as f; (d) < f, (d'), we again have (1 + ¢;)f, (d) < f; (d") and
d<d”. Finally, consider that only the right half of disjunction (12) holds for both d<d” and d<d'. In this last case, sens(d) < sens(d’) < sens(d”) and
there is an i; €1 such that f; (d) < f; ) < (d"), so also d<d”, and therefore < is transitive. []

Appendix B. Complexity analysis

The time complexity of Algorithm 1 representing the synthesis process is
O(k-N-(lI| + 1)t + k-|I|-N?),

where k is the number of iterations of the (MOGA) while loop (i.e. the number of generations); N = |CD| is the size of the candidate design
population; |I| + |J] is the overall number of objective functions and constraints; and t is the time required to analyse a quality attribute of a candidate
design. The term k-N-(|I| + |J|)-t quantifies the overall complexity of evaluating candidate designs, while k- |I| - N? corresponds to comparing designs
and building the front in lines 7-14 of Algorithm 1.

The factor t depends on the size of the underlying state space and on the number of discrete-time steps required to evaluate the particular quality
attributes. As shown in Ceska et al. (2017), t = O(tesi-tpesy)- The factor teg, = |¢|-M-q-tmax is the worst-case time complexity of time-bounded CSL
model checking Kwiatkowska et al. (2007), where |¢| is the length of the input CSL formula ¢, tmax is the highest time bound occurring in it, M is the
number of non-zero elements in the rate matrix and q is the highest rate in the matrix. The factor t,cs;, is due to the parametric analysis of the design
and depends on the form of polynomials appearing in the parametric rate matrix Z5. Models of software systems typically include only linear
polynomials, for which t,cs; = ¢(n), where n is the number of continuous parameters.
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Abstract

. Ondrej Lengal’

. Toméas Vojnar'

We consider the problem of approximate reduction of non-deterministic automata that appear in hardware-accelerated network
intrusion detection systems (NIDSes). We define an error distance of a reduced automaton from the original one as the
probability of packets being incorrectly classified by the reduced automaton (wrt the probabilistic distribution of packets in
the network traffic). We use this notion to design an approximate reduction procedure that achieves a great size reduction
(much beyond the state-of-the-art language-preserving techniques) with a controlled and small error. We have implemented
our approach and evaluated it on use cases from SNORT, a popular NIDS. Our results provide experimental evidence that the
method can be highly efficient in practice, allowing NIDSes to follow the rapid growth in the speed of networks.

Keywords Reduction - Nondeterministic finite automata - Deep packet inspection - High-speed network monitoring

1 Introduction

The recent years have seen a boom in the number of secu-
rity incidents in computer networks. In order to alleviate the
impact of network attacks and intrusions, Internet service
providers want to detect malicious traffic at their network’s
entry points and on the backbones between sub-networks.
Software-based network intrusion detection systems (NID-
Ses), such as the popular open-source system SNORT[50],
are capable of detecting suspicious network traffic by testing

Ondfej Lengal

lengal @fit.vutbr.cz
http://www.fit.vutbr.cz/~lengal
Milan Cegka

ceskam @fit.vutbr.cz
http://www.fit.vutbr.cz/~ceskam

Vojtéch Havlena
ihavlena@fit.vutbr.cz
http://www.fit.vutbr.cz/~ihavlena

Lukas Holik

holik @fit.vutbr.cz
http://www.fit.vutbr.cz/~holik
Tomas Vojnar

vojnar @fit.vutbr.cz
http://www.fit.vutbr.cz/~vojnar

IT4Innovations Centre of Excellence, FIT, Brno University of
Technology, Brno, Czech Republic

Published online: 24 May 2019

(among others) whether a packet payload matches a regular
expression (regex) describing known patterns of malicious
traffic. NIDSes collect and maintain vast databases of such
regexes that are typically divided into groups according to
types of the attacks and target protocols.

Regex matching is the most computationally demanding
task of a NIDS as its cost grows with the speed of the net-
work traffic as well as with the number and complexity
of the regexes being matched. The current software-based
NIDSes cannot perform the regex matching on networks
beyond 1 Gbps [5,28], so they cannot handle the current speed
of backbone networks ranging between tens and hundreds
of Gbps. A promising approach to speed up NIDSes is to
(partially) offload regex matching into hardware [27,28,36].
The hardware then serves as a pre-filter of the network traffic,
discarding the majority of the packets from further process-
ing. Such pre-filtering can easily reduce the traffic the NIDS
needs to handle by two or three orders of magnitude [28].

Field-programmable gate arrays (FPGAs) are the lead-
ing technology in high-throughput regex matching. Due to
their inherent parallelism, FPGAs provide an efficient way
of implementing non-deterministic finite automata (NFAs),
which naturally arise from the input regexes. Although
the amount of available resources in FPGAs is continually
increasing, the speed of networks grows even faster. Work-
ing with multi-gigabit networks requires the hardware to
use many parallel packet processing branches in a single

@ Springer
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FPGA [36]; each of them implementing a separate copy of
the concerned NFA, and so reducing the size of the NFAs
is of the utmost importance. Various language-preserving
automata reduction approaches exist, mainly based on com-
puting (bi)simulation relations on automata states (cf. the
related work). The reductions they offer, however, do not sat-
isfy the needs of high-speed hardware-accelerated NIDSes.

Our answer to the problem is approximate reduction of
NFAs, allowing for a trade-off between the achieved reduc-
tion and the precision of the regex matching. To formalize
the intuitive notion of precision, we propose a novel proba-
bilistic distance of automata. It captures the probability that
a packet of the input network traffic is incorrectly accepted
or rejected by the approximated NFA. The distance assumes
a probabilistic model of the network traffic. (We show later
how such a model can be obtained.)

Having formalized the notion of precision, we specify the
target of our reductions as two variants of an optimization
problem: (1) minimizing the NFA size given the maximum
allowed error (distance from the original), or (2) minimiz-
ing the error given the maximum allowed NFA size. Finding
such optimal approximations is, however, computationally
hard (PSPACE-complete, the same as precise NFA mini-
mization).

Consequently, we sacrifice the optimality and, motivated
by the typical structure of NFAs that emerge from a set
of regexes used by NIDSes (a union of many long “tenta-
cles” with occasional small strongly connected components),
we limit the space of possible reductions by restricting the
set of operations they can apply to the original automaton.
Namely, we consider two reduction operations: (i) collapsing
the future of a state into a self-loop (this reduction over-
approximates the language), or (ii) removing states (such
a reduction is under-approximating).

The problem of identifying the optimal sets of states on
which these operations should be applied is still PSPACE-
complete. The restricted problem is, however, more amenable
to an approximation by a greedy algorithm. The algorithm
applies the reductions state-by-state in an order determined
by a pre-computed error labelling of the states. The process
is stopped once the given optimization goal in terms of the
size or error is reached. The labelling is based on the proba-
bility of packets that may be accepted through a given state
and hence over-approximates the error that may be caused by
applying the reduction at a given state. As our experiments
show, this approach can give us high-quality reductions while
ensuring formal error bounds.

Finally, it turns out that even the pre-computation of
the error labelling of the states is costly (again PSPACE-
complete). Therefore, we propose several ways to cheaply
over-approximate it such that the strong error bound guaran-
tees are still preserved. In particular, we are able to exploit
the typical structure of the “union of tentacles” of the hard-
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ware NFA in an algorithm that is exponential in the size of
the largest “tentacle” only, which gives us a method that is
indeed much faster in practice.

We have implemented our approach and evaluated it on
regexes used to classify malicious traffic in SNORT. We obtain
quite encouraging experimental results demonstrating that
our approach provides a much better reduction than lan-
guage-preserving techniques with an almost negligible error.
In particular, our experiments, going down to the level of an
actual implementation of NFAs in FPGAs, confirm that we
can squeeze into an up-to-date FPGA chip real-life regexes
encoding malicious traffic, allowing them to be used with a
negligible error for filtering at speeds of 100 Gbps (and even
400Gbps). This is far beyond what one can achieve with
current exact reduction approaches.

This paper is an extended version of the paper that
appeared in the proceedings of TACAS’18 [12], containing
complete proofs of the presented lemmas and theorems.
Related Work Hardware acceleration for regex matching
at the line rate is an intensively studied technology that
uses general-purpose hardware [3,4,29-33,49,53] as well
as FPGAs [8,14,25,27,28,36,39,45,47]. Most of the works
focus on DFA implementation and optimization techniques.
NFAs can be exponentially smaller than DFAs but need,
in the worst case, O(n) memory accesses to process each
byte of the payload where n is the number of states. In
most cases, this incurs an unacceptable slowdown. Several
works alleviate this disadvantage of NFAs by exploiting
reconfigurability and fine-grained parallelism of FPGAs,
allowing one to process one character per clock cycle (e.g.
[8,27,28,36,39,45,47]).

In [33], which is probably the closest work to ours,
the authors consider a set of regexes describing network
attacks. They replace a potentially prohibitively large DFA
by a tree of smaller DFAs, an alternative to using NFAs
that minimizes the latency occurring in a non-FPGA-based
implementation. The language of every DFA-node in the tree
over-approximates the languages of its children. Packets are
filtered through the tree from the root downwards until they
belong to the language of the encountered nodes, and may
be finally accepted at the leaves, or are rejected otherwise.
The over-approximating DFAs are constructed using a simi-
lar notion of probability of an occurrence of a state as in our
approach. The main differences from our work are that (1) the
approach targets approximation of DFAs (not NFAs), (2) the
over-approximation is based on a given traffic sample only (it
cannot benefit from a probabilistic model), and (3) no prob-
abilistic guarantees on the approximation error are provided.

Approximation of DFAs was considered in various other
contexts. Hyper-minimization is an approach that is allowed
to alter language membership of a finite set of words [21,35].
A DFA with a given maximum number of states is constructed
in [20], minimizing the error defined either by (i) counting
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prefixes of misjudged words up to some length, or (ii) the sum
of the probabilities of the misjudged words wrt the Poisson
distribution over X*. Neither of these approaches considers
reduction of NFAs nor allows to control the expected error
with respect to the real traffic.

In addition to the metrics mentioned above when dis-
cussing the works [20,21,35], the following metrics should
also be mentioned. The Cesaro—Jaccard distance studied in
[44] is, in spirit, similar to [20] and does also not reflect
the probability of individual words. The edit distance of
weighted automata from [41] depends on the minimum edit
distance between pairs of words from the two compared
languages, again regardless of their statistical significance.
One might also consider using the error metric on a pair of
automata introduced by Angluin in the setting of PAC (prob-
ably approximately correct) learning of DFAs [1], where
n words are sampled from a given distribution and their (non-
)acceptance tested in the two automata. If the outputs of both
automata agree on all n words, one can say that with confi-
dence § the distance between the two automata is at most €,
where § and € can be determined from n. None of these
notions is suitable for our needs.

Language-preserving minimization of a given NFA is
a PSPACE-complete problem [26,34]. More feasible (poly-
nomial time) is language-preserving size reduction of NFAs
based on (bi)simulations [9,13,24,42], which does not aim for
a truly minimal NFA. A number of advanced variants exist,
based on multi-pebble or look-ahead simulations, or on com-
binations of forward and backward simulations [15,18,37].
The practical efficiency of these techniques is, however, often
insufficient to allow them to handle the large NFAs that occur
in practice and/or they do not manage to reduce the NFAs
enough. Finally, even a minimal NFA for the given set of
regexes is often too big to be implemented in the given FPGA
operating on the required speed (as shown even in our exper-
iments). Our approach is capable of a much better reduction
for the price of a small change of the accepted language.

2 Preliminaries

We use (a, b) to denote the set {x € R |a < x < b} and N
to denote the set {0, 1,2, ...}. Given a pair of sets X; and
X5, we use X1 A X, to denote their symmetric difference,
ie. the set {x | Ali € {1,2} : x € X;}. We use the notation
[v1, ..., v,] to denote a vector of n elements, 1 to denote
the all 1’s vector [1, ..., 1] (the dimension of 1 is always
clear from the context), A to denote a matrix, and A" for its
transpose, and I for the identity matrix.

In the following, we fix a finite non-empty alphabet X'.
A non-deterministic finite automaton (NFA) is a quadru-
ple A = (Q,8,1,F) where Q is a finite set of states,
§: Q0 x ¥ — 22 is a transition function, I C Q is a set

of initial states, and F € Q is a set of accepting states. We
use Q[A], 8[A], I[.A], and F[A] to denote Q, 3, I, and F,
respectively, and ¢ > ¢’ to denote that ¢’ € 8(g, a). Often,
we abuse notation and treat § as a subset of O x X x 29.
A sequence of states p = qo---g, is a run of A over
aword w = aj---a, € X* from a state ¢ to a state q’,
denoted as ¢ pele q,iftvVl <i <n:q N qi» 40 = q,
and g, = q'. Sometimes, we use p in set operations where it
behaves as the set of states it contains. We also use ¢ & q
to denote that 3p € Q* : ¢ ¥ ¢’ and ¢ ~ ¢’ to denote
that Jw : ¢ & q'. The language of a state g is defined as
La(g)={w|3greF:q ed gr} and its banguage (back-
language) is defined as Lit(q) ={w|3gr €l :q 5 q}.
Both notions can be naturally extended to a set S € Q:
La(S) = UyesLalg) and L4(S) = Uyes Ly(q). We
drop the subscript A when the context is obvious. A accepts
the language L(A) defined as L(A) = L 4(I). A is called
deterministic (DFA) if |I| = l and Vg € Q and Va € X :
18(g,a)] < 1, and unambiguous (UFA) if Yw € L(A) :
ANgrel.peQ*.qreF:q ¥ qp.

The restriction of Ato § € Q is an NFA Ajg given
as Ajg = (5,8N (S x ¥ x 2%),INS, FNS). We define
the trim operation as trim(A) = Ajc where C = {¢q | 3q; €
I,qr € F : q; ~ q ~ qr}. For a set of states R € Q, we
use reach(R) to denote the set of states reachable from R,
reach(R) = {r' | 3r € R : r ~ r'}. We use the number of
states of 4 as a measure of its size, i.e. |[A| = |Q].

A (discrete probability) distribution over a countable set X
is a mapping Pr : X — (0, 1) such that 3~ v Pr(x) = I.
An n-state probabilistic automaton (PA) over X is a triple
P = (e, y,{An}uex) where a € (0, 1)" is a vector of initial
weights,y € (0, 1)" is a vector of final weights, and for every
a€ X, A, € (0,1)" is a transition matrix for symbol a.
We abuse notation and use Q[P] to denote the set of states
QO[P]={1, ..., n}. Moreover, the following two properties
need to hold: (i) > {a[i] | i € Q[P]} = 1 (the initial prob-
ability is 1) and (ii) for every state i € Q[P] it holds that
S {Auli, j11j € Q[Pl,a € £} + pli]l = 1. (The probabil-
ity of accepting or leaving a state is 1.) We define the support
of P as the NFA supp(P) = (Q[P], 8[P], I[P], F[P]) s.t.

S[P1={G.a,j) | Adli, j1> O},
I[P] = {i | [i] > 0},
F[P]1={i|yli]> 0}

Let us assume that every PA P is such that supp(P) =
trim(supp(P)). For a word w = aj...ar € X*, we use
Ay to denote the matrix A, - - - Ay, . For the empty word
e, we define A, = I. It can be easily shown that P
represents a distribution over words w € X* defined as
Prp(w) =a' - Ay - y. We call Prp(w) the probability of w
in P. Given a language L € X*, we define the probability
of Lin PasPrp(L) =), ., Prp(w).
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In some of the proofs later, we use the PA Py, defined as
Pey = (1 (1], ([1la)aex) where jt = riry. Pry models
a distribution over the words from X* using a combination
of an exponential distribution (for selecting the length / of
a word) and the uniform distribution (for selecting symbols
in a word of the length 7). In particular, the purpose of Pgy,
is to assign every word w € X* the (nonzero) probability
Prp,, (w) = "I+ any other PA assigning nonzero prob-
abilities to all words would work as well.

If Conditions (i) and (ii) from the definition of PAs are
dropped, we speak about a pseudo-probabilistic automaton
(PPA), which may assign a word from its support a quantity
that is not necessarily in the range (0, 1), denoted as the sig-
nificance of the word below. PPAs may arise during some of
our operations performed on PAs. Note that PPAs can be seen
as instantiations of multiplicity or weighted automata [46].

3 Approximate reduction of NFAs

In this section, we first introduce the key notion of our
approach: a probabilistic distance of a pair of finite automata
wrt a given probabilistic automaton that, intuitively, repre-
sents the significance of particular words. We discuss the
complexity of computing the probabilistic distance. Finally,
we formulate two problems of approximate automata reduc-
tion via probabilistic distance.

3.1 Probabilistic distance

We start by defining our notion of a probabilistic distance
of two NFAs. Assume NFAs A; and A, and a probabilistic
automaton P specifying the distribution Prp : X* — (0, 1).
The probabilistic distance dp(Ay, Az) between A; and A
wrt Prp is defined as

dp (A, Ay) = Prp(L(Ar) A L(Ay)).

Intuitively, the distance captures the significance of the words
accepted by one of the automata only. We use the distance
to drive the reduction process towards automata with small
errors and to assess the quality of the result. (The distance is
sometimes called the symmetric difference semi-metric [17].)

The value of Prp(L(A;) A L(Az)) can be computed as
follows. Using the fact that (1) L1 A Ly = (L1\L2) W(L2\
Ll) and (2) L1\L2 = L]\(L] N Lz), we get

dp(Ay, A2)
= Prp(L(AN\L(A2)) + Prp(L(A2)\L(A1))
=Prp(LAD\(L(A1) N L(A2)))
+ Prp(L(A2)\(L(A2) N L(A}))
= Prp(L(A))+Prp(L(A2) — 2 - Prp(L(A1) N L(A2)).
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Hence, the key step is to compute Prp (L (A)) for an NFA A
and a PA P. Problems similar to computing such a probability
have been extensively studied in several contexts including
verification of probabilistic systems [2,6,52].

In our approach, we apply the method of [6] and compute
Prp(L(A)) in the following way. We first check whether
the NFA A is unambiguous. This can be done by using the
standard product construction (denoted as M) for comput-
ing the intersection of the NFA A with itself and trimming
the result, formally B = trim(A N A), followed by a check
whether there is some state (p, g) € Q[B] s.t. p # q [40].
If A is ambiguous, we either determinize it or disambiguate
it [40], leading to a DFA/UFA A’, respectively.! Then, we
construct the trimmed product of A" and P (this can be
seen as computing A" N supp(P) while keeping the prob-
abilities from P on the edges of the result), yielding a PPA
R = (@R, YRr- {AZ}}HE;).Z Intuitively, R represents not
only the words of L(.A) but also their probability in P (we
give the formal definition of R inside the proof of Lemma 2).
Now, let A = Zae 5; A, be the matrix that expresses, for any
P, q € Q[R], the significance of getting from p to g via any
a € X. Further, it can be shown (cf. the proof of Lemma 1)
that the matrix A*, representing the significance of going
from p to ¢ viaany w € *, can be computed as (I — A) ™.
Then, to get Prp(L(A)), it suffices to take o' - A* - p.
Note that, due to the determinization/disambiguation step,
the obtained value indeed is Prp(L(A)) despite R being
a PPA. The two lemmas below summarize the complexity of
this step for NFAs and UFAs, respectively.

Lemma1 Let P be a PA and A an NFA. The problem of

computing Prp(L(A)) is PSPACE-complete.

Proof The membership in PSPACE can be shown as follows.
The computation described above corresponds to solving
a linear equation system. The system has an exponential
size because of the blowup caused by the determiniza-
tion/disambiguation of .4 required by the product construc-
tion. The equation system can, however, be constructed by
a PSPACE transducer M,,. Moreover, as solving linear
equation systems can be done using a polylogarithmic-space
transducer M gyszin, One can combine these two transducers
to obtain a PSPACE algorithm. Details of the construction
follow:

First, we construct a transducer M., that, given an NFA
A=(04.54.14. Fa) and aPAP = (e, y. {Au}gex) on
its input, constructs a system of m = 214l .| Q[P]] linear
equations S(A, P) of m unknowns &[Rr,p] for R € Q 4 and
p € Q[P] representing the product of A" and P, where A’

' In theory, disambiguation can produce smaller automata, but, in our
experiments, determinization proved to work better.

2 R is not necessarily a PA since there might be transitions in P that
are either removed or copied several times in the product construction.

181



182

Approximate reduction of finite automata for high-speed network intrusion detection

is a deterministic automaton obtained from A using the stan-
dard subset construction. The system of equations S(A, P)
is defined as follows (cf. [6]):

0 if L4(R) N Lp(p) =9,

> Y (Addp. P EBaR.p) + ¥IP]
acX p'eQ[P]

E[R,pl= ifRNFq#0,
> Adp, p'l-EBaRa),p
aeX p'eQ[P]
otherwise,

such that P' = supp(P) and §4(R,a) = |J,cx8(r.a).
The test L 4(R) N Lp/(p) = ¥ can be performed by check-
ing3r € R : L 4(r) N Lp(p) = ¥, which can be done in
polynomial time.

It holds that Prp(L(A)) = ZPEQ[’PI alpl - El1a.p.
Although the size of S(A, P) (which is the output of M.,) is
exponential in the size of the input of My, the internal con-
figuration of M, only needs to be of polynomial size, i.e.
M4 works in PSPACE. Note that the size of each equation
is at most polynomial.

Given a system S of m linear equations with m unknowns,
solving S can be done in the time O(log? m) using O(m*)
processors for a fixed k [16, Corollary 2] (i.e. it is in the
class NC).> According to [19, Lemma 1b], an O(log? m)
time-bounded parallel machine can be simulated by an
O(log* m) space-bounded Turing machine. Therefore, there
exists an (9(10g4 m) space-bounded Turing machine M gysz,n
that solves a system of m linear equations with m unknowns.
As a consequence, Myrin can solve S(A, P) using the
space

O(log*(2!941 - |Q[P]])) = O(log* 224! +10g* | O[P1]))
=0(Q4I* +1og* |QIPIN).

The missing part is how to combine M., and Mgysrin
to avoid using the exponential-size output tape of M. . For
this, we use the following standard technique for combining
reductions [43, Proposition 8.2].

We take turns in simulating Mysrin and M,,. We start
with simulating M gyszin. When Mgy i moves its head right,
we pause it and simulate M, until it outputs the correspond-
ing bit, which is fed into the input of Mgysin. Then we
pause M, and resume the run of Mgyiy. On the other
hand, when Mz, moves its head left (from the k-th posi-
tion on the tape), we pause it, restart M, fromits initial state,
and simulate it until it outputs the (k — 1)-st bit of its output
tape, and then pause M., and return the control to Mgysrin.
In order to keep track of the position k of the head of MgysLin
on its tape, we use a binary counter.

3 We use log k to denote the base-2 logarithm of k.

The internal configuration of both M., and Msysrin is of
a polynomial size and the overhead of keeping track of the
position of the head of M gyszin also requires only polynomial
space. Therefore, the whole transducer runs in a polynomially
bounded space.

The PSPACE-hardness is obtained by a reduction from
the (PSPACE-complete) universality of NFAs: using the
PA Pgy, defined in Sect. 2, which assigns every word a
nonzero probability. it holds that

L(A) = 5* iff Prp, (L(A)=1.
[m]

Lemma 2 Let P be a PA and A a UFA. The problem of com-
puting Prp(L(A)) is in PTIME.

Proof We modify the proof from [6] into our setting. First,
we give a formal definition of the product of a PA P =
(o, ¥, {Ay}uey) and an NFA A = (Q,6,1, F) as the
(0[Pl - 1Q])-state PPA R = (R, ¥, {A }aex) where?

arlgp, g0 =arlgrl - l{ga} N 1|,
yrl@p. g0 =yrlgpl-l{ga} N Fl,
AR[(qp. 4.0 (@p, 4. D1=Adlap. @p] - 1{d4}N3(g.a, @)l.

Note that R is not necessarily a PA any more because for w €
X*suchthat Prp(w) > 0,()ifw ¢ L(A),thenPrg(w) =0
and (i) if w € L(A) and A can accept w using n different
runs, then Prg(w) = n - Prp(w). As a consequence, the
probabilities of all words from X* are no longer guaranteed to
add up to 1. If A is unambiguous, the second issue is avoided
and R preserves the probabilities of words from L(A), i.e.
Prr (w) = Prp(w) forallw € L(A),so R canbe seen as the
restriction of Prp to L(A). In the following, we assume R
is trimmed.

In order to compute Prp(L(A)), we construct a matrix E
defined as E = ), 5 Azlz‘ Because R is trimmed, the
spectral radius of E, denoted as p(E), is less than one, i.e.
p(E) < 1. (The proof of this fact can be found, for example,
in [6].) Intuitively, p(E) < 1 holds because we trimmed
the redundant states from the product of P and A. We fur-
ther use the following standard result in linear algebra: if
p(E) < 1, then (i) the matrix I — E is invertible and (ii)
the sum of powers of E, denoted as E*, can be computed
as E* = Y 7%, E' = (I — E)~" [23]. Moreover, note that
matrix inversion can be done in polynomial time [48].

E* represents the reachability between nodes of R, i.e.
E*[r, r']is the sum of significances of all (possibly infinitely

4 We assume an implicit bijection between states of the product R and

{L.... IQ[RII}.
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many) paths from r to r’ in R. When related to P and A, the
matrix E* represents the reachability in P wrt L(A), i.e.

E*[(qp, q.4); (@p, 4y)]
=Z{Aw[qvmqéﬂ\m&q}4,w S E*l. 1)

We prove Equation (1) using the following reasoning. First,
we show that

E"[(qP, q.4): (4ps 4p)]

= {Aular.apl | aa % g we ="}, @
i.e. E" represents the reachability in P wrt L(.A) for words of
length n. We prove Equation (2) by induction on n: Forn = 0,
the equation follows from the fact that E°=1.Forn= 1,
the equation follows directly from the definition of R and
A. Next, suppose that Equation (2) holds for n > 1; we

show that it holds also for n + 1. We start with the following
reasoning:

bE" M [(gp. q.4). (g 4y)]
= E"E)l(qp. q.4). (@p. 4]

= sum{E"[(ap. 4.0, @p. a )] El@p. a/y),

@p- a1 | @ € eI},

The last line is obtained via the definition of matrix multipli-
cation. Further, using the induction hypothesis, we get

bE" ' [(gp. q.0). (@p. a')]

=sum{ > iAw[qP,q%] | qa > g we E”} :
> [Aa[q%yqéa] ‘ a4 S dae 2} ‘

@ alp) € Q[R]}

=y { > {Aw[qp, a1 Alap, ap] ‘ a4~ ),
n a ’ n " "

G dpacswes }‘(qp,we Q[R]}

=3 [Auu[cm ap) | qa~s g w' e E”“}.

Since E* = Y 7%, E', Equation (1) follows. Using the
matrix E*, it remains to compute Prp(L(A)) as

Prp(L(A) =afp - E* - yp.
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3.2 Automata reduction using probabilistic distance

We now exploit the probabilistic distance introduced above
to formulate the task of approximate reduction of NFAs as
two optimization problems. Given an NFA A and a PA P
specifying the distribution Prp : X* — (0, 1), we define

— size-driven reduction: for n € N, find an NFA A’ such
that |A’| < n and the distance dp (A, A’) is minimal,

— error-driven reduction: for € € (0, 1), find an NFA A’
such that dp (A, A’) < € and the size |A’| is minimal.

The following lemma shows that the natural decision prob-
lem underlying both of the above optimization problems is
PSPACE-complete, which matches the complexity of com-
puting the probabilistic distance as well as that of the exact
reduction of NFAs [26].

Lemma 3 Consider an NFA A, a PA P, a bound on the
number of states n € N, and an error bound € € (0, 1).
It is PSPACE-complete to determine whether there exists
an NFA A’ with n states s.t. dp(A, A') < e.

Proof Membership in PSPACE: We non-deterministically
generate an automaton A’ with n states and test (in PSPACE,
as shown in Lemma 1) that dp (A, A’) < €. This shows the
problem is in NPSPACE = PSPACE.

PSPACE-hardness: We use a reduction from the problem
of checking universality of anNFA A = (Q, 8, I, F) over X,
i.e. from checking whether L(A) = X*, which is PSPACE-
complete. First, for a reason that will become clear later, we
testif A accepts all words over X' of length 0 and 1, which can
be done in polynomial time. It holds that L(A) = X* iff there
is a 1-state NFA A’ s.t. dp,,, (A, A') < 0. (P is defined
in Sect. 2.) The implication from left to right is clear: A’ can
be constructed as A" = ({g}, {¢ 5 g lae X}, {q}, {g)).
To show the reverse implication, we note that we have tested
that {e}U X C L(A). Since the probability of any word from
{e}JUX C L(A) in Pgy, is nonzero, the only 1-state NFA that
processes those words with zero error is the NFA A’ defined
above. Because the language of A’ is L(A’) = X*, it holds
that dp,,, (A, A) < 0iff L(A) = Z*. u}

The notions defined above do not distinguish between
introducing a false positive (A’ accepts a word w ¢
L(A)) or a false negative (A’ rejects a word w € L(A))
answers. To this end, we define over-approximating and
under-approximating reductions as reductions for which the
conditions L(A) € L(A") and L(A) 2 L(A’) hold.

A naive solution to the reductions would enumerate all
NFAs A’ of sizes from O up to k (resp. |.A|), for each of
them compute dp (A, A'), and take an automaton with the
smallest probabilistic distance (resp. a smallest one satisfying
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Algorithm 1: A greedy size-driven reduction
Input :NFAA=(Q,8,1,F),PAP,n>1
Output: NFA A", e e Rs.t. |[A| <nanddp(A, A) <€
1V <0
2 for g € Q in the order < A japei( A, P) dO
3 | V<« VU({gh A <« reduce(A,V);
4 | if |A'| < n then break
5 return A', € = error(A, V, label(A, P));

the restriction on dp(A, A’)). Obviously, this approach is
computationally infeasible.

4 A heuristic approach to approximate
reduction

In this section, we introduce two techniques for approxi-
mate reduction of NFAs that avoid the need to iterate over
all automata of a certain size. The first approach is based on
under-approximating the automata by removing states—we
call it the pruning reduction—while the second approach
is based on over-approximating the automata by adding
self-loops to states and removing redundant states—we call
it the self-loop reduction. Finding an optimal automaton
using these reductions is also PSPACE-complete, but more
amenable to heuristics like greedy algorithms. We start with
introducing two high-level greedy algorithms, one for the
size- and one for the error-driven reduction, and follow by
showing their instantiations for the pruning and the self-loop
reduction. A crucial role in the algorithms is played by a func-
tion that labels states of the automata by an estimate of the
error that will be caused when some of the reductions is
applied at a given state.

4.1 A general algorithm for size-driven reduction

Algorithm 1 shows a general greedy method for performing
the size-driven reduction. In order to use the same high-
level algorithm in both directions of reduction (over-/under-
approximating), it is parameterized with the functions: label,
reduce, and error. The real intricacy of the procedure is
hidden inside these three functions. Intuitively, label(A, P)
assigns every state of an NFA A an approximation of the error
that will be caused wrt the PA P when a reduction is applied
at this state, while the purpose of reduce(.A, V) is to create
anew NFA A’ obtained from .4 by introducing some error at
states from V.5 Further, error(A, V, label(A, P)) estimates

5 We emphasize that this does not mean that states from V will be simply
removed from .A—the performed operation depends on the particular
reduction.

the error introduced by the application of reduce(A, V), pos-
sibly in a more precise (and costly) way than by just summing
the concerned error labels: Such a computation is possible
outside of the main computation loop. We show instantia-
tions of these functions later, when discussing the reductions
used. Moreover, the algorithm is also parameterized with
a total order < 4 apei(4,P) that defines which states of A are
processed first and which are processed later. The ordering
may take into account the pre-computed labelling. The algo-
rithm accepts an NFA A4, a PA P, and n € N and outputs
a pair consisting of an NFA A’ of the size | A’| < n and an
error bound € such that dp (A, A') <e.

The main idea of the algorithm is that it creates a set V/
of states where an error is to be introduced. V is constructed
by starting from an empty set and adding states to it in the
order given by =< 4 japei( A, P)» until the size of the result of
reduce(A, V) has reached the desired bound n (in our set-
ting, reduce is always antitone, i.e. for V. C V', it holds
that [reduce(A, V)| > |reduce(A, V')|). We now define the
necessary condition for label, reduce, and error that makes
Algorithm 1 correct.

Condition C1 holds if for every NFA A, PAP, and a set V C
Q[Al, we have that

(a) error(A, V,label(A, P)) > dp(A, reduce(A, V)),
(b) |reduce(A, Q[A))| < 1, and
(c) reduce(A, ) = A.

C1(a) ensures that the error computed by the reduction
algorithm indeed over-approximates the exact probabilistic
distance, C1(b) is a boundary condition for the case when the
reduction is applied at every state of A, and C1(c) ensures
that when no error is to be introduced at any state, we obtain
the original automaton.

Lemma 4 Algorithm 1 is correct if CI holds.

Proof Follows straightforwardly from Condition C1. u]
4.2 A general algorithm for error-driven reduction

In Algorithm 2, we provide a high-level method of com-
puting the error-driven reduction. The algorithm is in many
ways similar to Algorithm 1; it also computes a set of
states V where an error is to be introduced, but an impor-
tant difference is that we compute an approximation of the
error in each step and only add ¢ to V' if it does not raise the
error over the threshold €. Note that the error does not need
to be monotone, so it may be advantageous to traverse all
states from Q and not terminate as soon as the threshold is
reached. The correctness of Algorithm 2 also depends on C1.

Lemma5 Algorithm 2 is correct if CI holds.

Proof Follows straightforwardly from Condition C1. o
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Algorithm 2: A greedy error-driven reduction.
Input :NFA A= (0,8,1,F),PAP,ec(0,1)
Output: NFA A s.t. dp(A, A) <€

1 £ < label(A, P);

2V« 0

3 for g € Q in the order < A japei( A, P) dO
4 | e <error(A,V Ul{q},0);

5 | ife<ethen V « VU{q}

6 return A" = reduce(A, V);

4.3 Pruning reduction

The pruning reduction is based on identifying a set of states
to be removed from an NFA A, under-approximating the
language of A. In particular, for A = (Q, 8, I, F), the prun-
ing reduction finds a set R C Q and restricts A to Q\R,
followed by removing useless states, to construct a reduced
automaton A’ = trim(A|g\r). Note that the natural decision
problem corresponding to this reduction is also PSPACE-
complete.

Lemma 6 Consider an NFA A, a PA P, a bound on the
number of states n € N, and an error bound € € (0, 1).
It is PSPACE-complete to determine whether there exists
a subset of states R € Q[A] of size |R| = n such that
dp(A, AjR) < e.

Proof Membership in PSPACE: We non-deterministically
generate a subset R of Q[A] having n states and test (in
PSPACE, as shown in Lemma 1) that dp (A, Ajg) < €. This
shows the problem is in NPSPACE = PSPACE.

PSPACE-hardness: We use areduction from the PSPACE-
complete problem of checking universality of an NFA A =
(Q,48,1, F)over X. Consider a symbol x ¢ X'. Let us con-
struct an NFA A" over ¥ U {x} s.t. L(A) = x*.L(A).
A’ is constructed by adding a fresh state gy, to A that
can loop over x and make a transition to any initial state
of Aover xt A = (QW{gnen} 8 U {gnew — q 1 ¢ €
I U {qnew}}, I U {quew}, F). We set n = |A’| + 1. Fur-
ther, we also construct an (n + 1)-state NFA B accepting
the language x".X* defined as B = (0B, 83, {q1}, {qn+1})
where O = {q1, .., gnt1} and 65 = {g; > gir1 | 1 <
i < n}U{qns1 N qn+1 | a € X}. Moreover, let P be
a PA representing a distribution Prp that is defined for each
w e (X U{x}*as

/ .
u I forw = x"w', w' € T*,

and p = 3)

Prp(w) = DESE

0 otherwise.
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Note that Prp(x".w) = Prp,,, (w) for w € X*, and
Prp(u) = 0 for u ¢ x".X* (P can be easily con-
structed from Pgy,.) Also note that B accepts exactly those
words w such that Prp(w) # 0 and that Prp(L(B)) =
1. Using the automata defined above, we construct an
NFA C A" U B where the union of two NFAs is
defined as A; U Ay = (Q[A11W Q[ A2], S[A1]WE[AL],
I[A]WI[Ay], F[A]W F[A;z]). NFA C has 2n states, the
language of C is L(C) = x*.L(A) Ux™.X* and its probabil-
ity is Prp(L(C)) = 1.

The important property of C is that if there exists a set
R C QI[C] of the size |R| = n s.t. dp(C,Cjg) < 0, then
L(A) = X*. The property holds because since |Q[A']] =
n—1, when we remove n states from C, at least one state from
Q|[B] is removed, making the whole subautomaton of C cor-
responding to 53 useless, and, therefore, L(Cjg) € x*.L(A).
Because dp(C, C|r) < 0, we know that Prp(L(C|r)) = 1,50
X" 2% € x*.L(A) = L(Cr) and, therefore, L(A) = X*.
For the other direction, if L(A) = X*, then there exists a set
R C Q[A'1U Q[B] of the size |R| = n s.t. dp(C, Cjr) < 0.
(In particular, R can be such that R € Q[B].) O

Although Lemma 6 shows that the pruning reduction is as
hard as a general reduction (cf. Lemma 3), the pruning reduc-
tion is more amenable to using heuristics like the greedy
algorithms from Sects. 4.1 and 4.2. We instantiate reduce,
error, and label in these high-level algorithms in the follow-
ing way (the subscript p stands for pruning):

reducep(.A, V)= trim(A\Q\V)’
AV, 0= min ¢ eV},
error( ) v’eLlVJpZ{ @laq }

where |V |, is defined in the rest of this paragraph: Because
of the use of frim in reduce,, for a pair of sets V,V’
s.t. V. C V', it holds that reduce, (A, V) may, in general,
yield the same automaton as reduce (A, V’). Therefore, in
order to obtain a tight approximation, we wish to compute
the least error that is obtained when removing the states
in V. We define a partial order =, on 22 as Vv, Ep, V2
iff reduce, (A, V1) = reduce,(A, V) and Vi C Vs, and use
LV, to denote the set of minimal elements of the set of
elements that are smaller than V (wrt C,). The value of the
approximation error, (A, V, £) is therefore the minimum of
the sum of errors over all sets from [V | .

Note that the size of |V ], can again be exponential, and
thus we employ a greedy approach for guessing an opti-
mal V’'. Clearly, this cannot affect the soundness of the
algorithm, but only decreases the precision of the bound
on the distance. Our experiments indicate that for automata
appearing in NIDSes, this simplification has typically only a
negligible impact on the precision of the bounds.

For computing the state labelling, we provide the follow-
ing three functions, which differ in the precision they provide
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and the difficulty of their computation (naturally, more pre-
cise labellings are harder to compute): lubel}y, lubelé, and
labelf,. Given an NFA A and a PA P, they generate the
labellings e, Zf,, and ZZ, respectively, defined as

eh@) = Y {ProLly@ | ¢ € reach(tgh N FY,
() =Prp (LfA(F n reach(q))) ,
6@ =Prp (Ly(@)-La@) -

A state label €(q) approximates the error of the words
removed from L(A) when ¢ is removed. More concretely,
Z},(q) is a rough estimate saying that the error can be
bounded by the sum of probabilities of the banguages of
all final states reachable from g. (In the worst case, all those
final states might become unreachable.) Note that (Z},(q) (D)
counts the error of a word accepted in two different final
states of reach(q) twice and (2) it also considers words that
are accepted in some final state in reach(g) without going
through g. The labelling E%, deals with (1) by computing
the total probability of the banguage of the set of all final
states reachable from ¢, and the labelling Zi in addition
also deals with (2) by only considering words that traverse
through ¢. (They can, however, be accepted in some final
state not in reach(q) by a run completely disjoint from ¢ and
reach(q) N F, so even (i?, can still be imprecise.) Note that if
A is unambiguous, then Z}D = Zi.

Each state labelling is given as the probability (or the sum
of probabilities in the case of (3},) of the language related to g.
Therefore, when computing the particular label of g, we first
modify A to obtain A" accepting the language related to the
labelling. Then, we compute the value of Prp(L(A')) using
the algorithm from Sect. 3.1. Recall that this step is in general
costly, due to the determinization/disambiguation of .A’. The
key property of the labelling computation resides in the fact
that if A is composed of several disjoint sub-automata, the
automaton A’ is typically much smaller than A and thus
the computation of the label is considerably less demanding.
Since the automata appearing in regex matching for NIDS
are composed of the union of “tentacles”, the particular A’s
are very small, which enables an efficient component-wise
computation of the labels.

The following lemma states the correctness of using the

pruning reduction as an instantiation of Algorithms 1 and 2
and also the relation among le, Z?,, and Z?,.
Lemma?7 For every x € {1,2,3}, the functions reduce,,
errorp, and label; satisfy C1. Moreover, consider an NFA A,
a PA P, and let Z’I‘) = label;(A, P) for x € {1,2,3}. Then,
for each q € Q[.A], we have llp(q) > Zi(q) > l;(q).

Proof We start by proving the inequalities K;(q) > éf,(q) >
Z?,(q) for each ¢ € Q[A], which will then help us prove

the first part of the lemma. The first inequality follows from
the fact that if the banguages of reachable final states are not
disjoint, in the case of Z;,, we may sum probabilities of the
same words multiple times. The second inequality follows
from the inclusion L’y (¢).L.a(q) € L’y (F N reach(q)).

Second, we prove that the functions reduce,, error,, and
label'; satisfy the properties of C1:

— Cl1(a): In order to show the inequality
errorp(A, V, label’{,(.A, P)) = dp(A, reduce, (A, V)),

we prove it for Z?, = label?, (A, P); the rest follows from
£3,(q) = £2(q) = £3(q), which is proved above.
Consider some set of states V C Q[.A] and a set V' €
LV]pst.forany V" € |V ],,itholds that (€3 (q) | g €
V= Z{Z%(‘I) | g € V"}. We have

L(A) A L(reduce, (A, V))
= L(A) A L(reduce, (A, V")
= langof A\L(reduce,(A, V"))
{L(A) 2 L(reduce,(A, V'))§

c U L@ La@).
qeVv’

{def. of &, §

{def. of reduce, §
)
Finally, using (4), we obtain

dp (A, reduce, (A, V))
= Prp(L(A) A L(reduce,(A, V"))
{def. of dp§
< Z Prp(Li‘(q).LA(q))
qeV’
=Y W @lgeV)
6@ 1qeVvh

@5

{def. of Zf,)’

= min
V7elV],

=errory(A, V, £3).

{def. of V'§

{def. of error,§

C1(b): |reduce, (A, Q[A])| < 1 because

|reduce, (A, Q[A])| = |trim(Ajp)| = 0.

C1(c): reduce, (A, #) = Asince
reduce, (A, ¥) = trim(Ajgra)) = A.

(We assume that A is trimmed at the input.) O
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4.4 Self-loop reduction

The main idea of the self-loop reduction is to over-approxi-
mate the language of A by adding self-loops over every
symbol at selected states. This makes some states of A redun-
dant, allowing them to be removed without introducing any
more error. Given an NFA A = (Q, 6, I, F), the self-loop
reduction searches for a set of states R € Q, which will have
self-loops added, and removes other transitions leading out of
these states, making some states unreachable. The unreach-
able states are then removed.

Formally, let s/(A, R) be the NFA (QU{s}, 8, I, FU{s})
where s ¢ Q and the transition function &’ is defined such
that §'(s,a) = {s} and, for all states p € Q and symbols
ae€ X, 8(p,a)=B(p,a)\R) U {s}if§(p,a)NR # @
and §'(p, a) = 8(p, a) otherwise. Similarly to the pruning
reduction, the natural decision problem corresponding to the
self-loop reduction is also PSPACE-complete.

Lemma 8 Consider an NFA A, a PA P, a bound on the
number of states n € N, and an error bound € € (0, 1).
It is PSPACE-complete to determine whether there exists
a subset of states R < Q[A] of size |R| = n such that
dp(A,sl(A, R)) < e.

Proof Membership in PSPACE can be proved in the same
way as in the proof of Lemma 6.

PSPACE-hardness: We reduce from the PSPACE-comp-
lete problem of checking universality of an NFA A =
(Q, 8,1, F). First, we check whether I[A] # (. We have
that L(A) = X* iff there exists a set of states R C Q of the
size |R| = | Q| such that dpEW (A, sl(A, R)) < 0. (Note that
this means that a self-loop is added to every state of A.) O

The required functions in the error- and size-driven reduc-
tion algorithms are instantiated in the following way (the
subscript s/ stands for self-loop):

reduceg (A, V) = trim(sl(A, V)),

errorg(A, V., 6) =Y (£(q) | g € min (LV )},
where |V ]y is defined in a similar manner as |V |, in the
previous section (using a partial order =g defined similarly
to £ the difference is that in this case, the order Cy has
a single minimal element, though).

The functions labelll » labelf,, and label?l compute the state
labellings ¢!, €2, and £3, for an NFA A and a PA P, which
are defined as follows:

. b
£4(g) = weightp (L’ (9)),
b
gy = Prp (L'y(@).57).

@) = @) = Prp (L@ La@) -
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In the definitions above, the function weightp(w) for
aPAP = (o, y,{As}aex) andaword w € X* is defined as
weightp(w) = a' - A, -1 (ie. similarly as Prp(w) but with
the final weights y discarded), and weightp (L) for L € X*
is defined as weightp (L) = Y, o; weightp(w).

Intuitively, the state labelling 41(‘7) computes the proba-
bility that g is reached from an initial state, so if ¢ is pumped
up with all possible word endings, this is the maximum possi-
ble error introduced by the added word endings. This has the
following sources of imprecision: (1) the probability of some
words may be included twice, e.g. when Li‘(q) = {a, ab},
the probabilities of all words from {ab}.X™* are included
twice in 41(‘1) because {ab}.X* C {a}.X*, and (2) Ksll(q)
can also contain probabilities of words already accepted on
a run traversing g. The state labelling Zfl deals with (1) by
considering the probability of the language L;‘(q)‘E*, and
Zf, deals also with (2) by subtracting from the result of Ef,
the probabilities of the words that pass through ¢ and are
accepted.

The computation of the state labellings for the self-loop
reduction is done in a similar way as the computation of the
state labellings for the pruning reduction (cf. Sect. 4.3). Fora
computation of weightp (L), one can use the same algorithm
as for Prp(L), only the final vector for PA P is set to 1. The
correctness of Algorithms 1 and 2 when instantiated using
the self-loop reduction is stated in the following lemma.

Lemma9 For every x € {l1,2,3}, the functions reducey,
errorg, and lubel;'I satisfy C1. Moreover, consider an NFA A,
a PA'P, and let £, = labely (A, P) for x € {1,2, 3}. Then,
for each g € Q[A, we have £!(q) > €(q) > 3(q).

Proof First, we prove the inequalities Kll(q) > K?,(q) >
K?I(q) foreach g € Q[.A], which we then use to prove the first
part of the lemma. We start with the equality weightp (w) =
Prp(w.X*), which follows from the fact that for each state
p of P the sum of probabilities of all words, when consider-
ing p as the only initial state of P, is 1. Then, we obtain the
equality

> weightp(w) = Y Prp(w.5*),

wel’; (q) weL’y (@)

which, in turn, implies
£(q) = weightp(L'y(@) = Y Prp (w.57)

wel,(q) )

= Prp (Ly(@).5%) = ().

For example, for Li‘(q) = {w, wa} where w € X* and
a € ¥, we have
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weightp(La(q)) = weightp({w, wa})
= weightp(w) + weightp(wa) (6)
=Prp(w.X*) + Prp(wa.X™),

while
Prp (L';l(q).l*) = Prp ({w, wa}.X*) = Prp (w.2%).

The inequality €2 > €3, holds trivially.
Second, we prove that the functions reducey;, errorg, and

label}; satisfy the properties of C1:

- Cl(a): To show that errorg(A, V, labelj (A, P)) =

dp(A, reduceg(A, V)), we prove that the inequality
holds for K?, = label?,(A, P); the rest follows from
K;,(q) > Kfl(q) > Z?l(q) proved above.
Consider some set of states V' C Q[A] and the set
V' = min(|V]g). We can estimate the symmetric dif-
ference of the languages of the original and the reduced
automaton as

L(A) A L(reduceg (A, V))
= L(A) A L(reduceg(A, V"))
= L(reduceg(A, V'))\L(A)
{L(A) C L(reducegy(A, V'))§
c U @2\ LY@ -La@).
qev’ qev’
(def. of reducey§

{def. of Ty§

()]

The last inclusion holds because sI(A, V') adds self-loops
to the states in V, so the newly accepted words are for
sure those that traverse through V, and they are for sure
not those that could be accepted by going through V
before the reduction (but they could be accepted without
touching V, hence the inclusion). We can estimate the
probabilistic distance of A and reduceg (A, V) as

dp (A, reduceg(A, V))

< Prp( U@ LQ(q),LAw)) s

qeV’ qeV’
< Prp( U (L&(q).x*\qu).LA(q)))
qeV’

{properties of union and set difference §

= Y Prp (L@ E\Ly@)-La@)
qeV’

{union bound §

=3 (Pre (La@.27) = Prp (L4@.L4@))

qeV’

{prop. of Pr and the fact that L', (q).L 4(q) € L’4(q).=*§
=Y {€(9) 1 g € min(LV])
{def. of 3 and V'§

= errorg(A, V, l?,l). (8)

— C1(b): |reduceg (A, Q[A])| < 1 because, from the defi-
nition, |reduceg (A, Q[A]| = |trim(sl(A, Q[A])| < 1.
— Cl(c): reduceg(A, #) = A since

reduceg (A, #) = trim(sl(A, ) = A.

(We assume that A is trimmed at the input.) O

5 Reduction of NFAs in network intrusion
detection systems

We have implemented our approach in a Python prototype
named APPREAL (APProximate REduction of Automata and
Languages)® and evaluated it on the use case of network
intrusion detection using SNORT [50], a popular open-source
NIDS. The version of APPREAL used for the evaluation in
the current paper is available as an artefact [11] for the
TACAS’ 18 artefact virtual machine [22].

5.1 Network traffic model

The reduction we describe in this paper is driven by a prob-
abilistic model representing a distribution over the words
from X*, and the formal guarantees are also wrt this model.
We use learning to obtain a model of network traffic over the
8-bit ASCII alphabet at a given network point. Our model is
created from several gigabytes of network traffic from a mea-
suring point of the CESNET Internet provider connected to a
100 Gbps backbone link. (Unfortunately, we cannot provide
the traffic dump since it may contain sensitive data.)

Learning a PA representing the network traffic faithfully
is hard. The PA cannot be too specific—although the number
of different packets that can occur is finite, it is still extremely
large. (A conservative estimate assuming the most com-
mon scenario Ethernet/IPv4/TCP would still yield a number
over 210000 ) If we assigned nonzero probabilities only to
the packets from the dump (which are less than 220)  the
obtained model would completely ignore virtually all pack-
ets that might appear on the network, and, moreover, the
model would also be very large (millions of states), making
it difficult to use in our algorithms. A generalization of the
obtained traffic is therefore needed.

A natural solution is to exploit results from the area of
PA learning, such as [10,51]. Indeed, we experimented with

6 https:/github.com/vhavlena/appreal/tree/tacas18
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the use of ALERGIA [10], a learning algorithm that constructs
a PA from a prefix tree (where edges are labelled with multi-
plicities) by merging nodes that are “similar.” The automata
that we obtained were, however, too general. In particular,
the constructed automata destroyed the structure of network
protocols—the merging was too permissive and the general-
ization merged distant states, which introduced loops over a
very large substructure in the automaton. (Such a case usually
does not correspond to the design of network protocols.) As
aresult, the obtained PA more or less represented the Poisson
distribution, having essentially no value for us.

In Sect. 5.2, we focus on the detection of malicious traffic
transmitted over HTTP. We take advantage of this fact and
create a PA representing the traffic while taking into account
the structure of HTTP. We start by manually creating a DFA
that represents the high-level structure of HTTP. Then, we
proceed by feeding 34,191 HTTP packets from our sample
into the DFA, at the same time taking notes about how many
times every state is reached and how many times every tran-
sition is taken. The resulting PA Pyrrp (of 52 states) is then
constructed from the DFA and the labels in the obvious way.

The described method yields automata that are much
better than those obtained using ALERGIA in our exper-
iments. A disadvantage of the method is that it is only
semi-automatic—the basic DFA needed to be provided by
an expert. We have yet to find an algorithm that would suit
our needs for learning more general network traffic.

5.2 Evaluation

We start this section by introducing the experimental setting,
namely, the integration of our reduction techniques into the
tool chain implementing efficient regex matching, the con-
crete settings of APPREAL, and the evaluation environment.
Afterwards, we discuss the results evaluating the quality of
the obtained approximate reductions as well as of the pro-
vided error bounds. Finally, we present the performance of
our approach and discuss its key aspects. We selected the
most interesting results demonstrating the potential as well
as the limitations of our approach.

General setting. SNORT detects malicious network traffic
based on rules that contain conditions. The conditions take
into consideration, among others, network addresses, ports,
or Perl compatible regular expressions (PCREs) that the
packet payload should match. In our evaluation, we select
a subset of SNORT rules, extract the PCREs from them, and
use NETBENCH [45] to transform them into a single NFA A.
Before applying APPREAL, we use the state-of-the-art NFA
reduction tool REDUCE [38] to reduce .A4. REDUCE per-
forms a language-preserving reduction of A using advanced
variants of simulation [37]. (In the experiment reported in
Table 3, we skip the use of REDUCE at this step as discussed
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later in the performance evaluation.) The automaton ARFP
obtained as the result of REDUCE is the input of APPREAL,
which performs one of the approximate reductions from Sect.
4 wrt the traffic model Pyrrp, yielding AAPP. After the
approximate reduction, we, one more time, use REDUCE and
obtain the result A’.

Settings of APPREAL In the use case of NIDS pre-filtering,
it may be important to never introduce a false negative, i.e.
to never drop a malicious packet. Therefore, we focus our
evaluation on the self-loop reduction (Sect.4.4). In particular,
we use the state labelling function lubelfl, since it provides a
good trade-off between the precision and the computational
demands. (Recall that the computation of labelfl can exploit
the “tentacle” structure of the NFAs we work with.) We give
more attention to the size-driven reduction (Sect. 4.1) since,
in our setting, a bound on the available FPGA resources is
typically given and the task is to create an NFA with the
smallest error that fits inside. The order < A over states
used in Sect. 4.1 and Sect. 4.2 is defined as s ﬁA.é%, s &

£2(s) < 2(s).

Evaluation environment All experiments ran on a 64-bit
LINUX DEBIAN workstation with the Intel Core(TM) i5-661
CPU running at 3.33 GHz with 16 GiB of RAM.

Description of tables In the caption of every table, we pro-
vide the name of the input file (in the directory regexps/
tacas18/ of the repository of APPREAL) with the selection
of SNORT regexes used in the particular experiment, together
with the type of the reduction (size- or error-driven). All
reductions are over-approximating (self-loop reduction). We
further provide the size of the input automaton |.Al, the size
after the initial processing by REDUCE (] AR®|), and the time
of this reduction (time(REDUCE)). Finally, we list the times of
computing the state labelling labelf, on AREP (time(labelfl)),
the exact probabilistic distance (time(Exact)), and also the
number of look-up tables (LUTs(AR®)) consumed on the
targeted FPGA (Xilinx Virtex 7 H580T) when ARE® was
synthesized (more on this in Sect. 5.3). The meaning of the
columns in the tables is the following:

k/e is the parameter of the reduction. In partic-
ular, k is used for the size-driven reduction
and denotes the desired reduction ratio k =
ﬁ for an input NFA AR™ and the
desired size of the output n. On the other
hand, € is the desired maximum error on
the output for the error-driven reduction.
shows the number of states of the automa-
ton AAPP after the reduction by APPREAL
and the time the reduction took. (We omit it
when it is not interesting.)

I AA]’]’ I
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Table 1 Results for the

http-maliciousrger, ¥ A2 | Error Exact Traffie  LUTs
[ Ana1| = 249, | AR | = 98,
;ﬁ:’;ifiﬁi;‘?ﬂ_j;';:v (a) Size-driven reduction
ﬁme(ExaC{; 38655, and 0.1 9(0.65s) 9 (0.45) 0.0704 0.0704 0.0685 -
LUTs(ARR) = 382 0.2 19 (0.665) 19 (0.5s) 0.0677 0.0677 0.0648 -
0.3 29 (0.69s) 26 (0.9s) 0.0279 0.0278 0.0598 154
0.4 39 (0.68s) 36 (1.1s) 0.0032 0.0032 0.0008 -
0.5 49 (0.685) 44 (1.4s) 2.8e—05 2.8e—05 4.1e—06 -
0.6 58 (0.695) 49 (1.7s) 8.7e—08 8.7e—08 0.0 224
0.8 78 (0.69s) 75(2.7s) 2.4e—17 2.4e—17 0.0 297
€ AP AL Error Exact Traffic
bound error error
(b) Error-driven reduction
0.08 3 3 0.0724 0.0724 0.0720
0.07 4 4 0.0700 0.0700 0.0683
0.04 35 32 0.0267 0.0212 0.0036
0.02 36 33 0.0105 0.0096 0.0032
0.001 41 38 0.0005 0.0005 0.0003
le—04 47 41 7.7e—05 7.7e—05 1.2e—-05
le—05 51 47 6.6e—06 6.6e—06 0.0

contains the number of states of the NFA A’
obtained after applying REDUCE on AA™
and the time used by REDUCE at this step
(omitted when not interesting).

shows the estimation of the error of A’ as
determined by the reduction itself, i.e. it is
the probabilistic distance computed by the
corresponding function error from Sect. 4.
contains the values of dp,,, (A, A") that
we computed after the reduction in order
to evaluate the precision of the result given
in Error bound. The computation of this
valueis very expensive (time(Exact)) since
it inherently requires determinization of the
whole automaton .A. We do not provide it
in Table 3 (presenting the results for the
automaton Apg with 1,352 states) because
the determinization ran out of memory. (The
step is not required in the reduction pro-
cess.)

shows the error that we obtained when
compared A" with A on an HTTP traffic
sample, in particular the ratio of packets
misclassified by A’ to the total number of
packets in the sample (242,468). Compar-
ing Exact error with Traffic error gives
us a feedback about the fidelity of the traf-

I Al

Error bound

Exact error

Traffic error

fic model Pyrrp. We note that there are
no guarantees on the relationship between
Exact error and Traffic error.

is the number of LUTs consumed by A’
when synthesized into the target FPGA.
Hardware synthesis is a costly step, there-
fore we provide this value only for selected
interesting NFAs.

LUTs

5.2.1 Approximation errors

Table 1 presents the results of the self-loop reduction for the
NFA Ap.; describing regexes from http-malicious.
We can observe that the differences between the upper
bounds on the probabilistic distance and its real value are
negligible (typically in the order of 10~* or less). We can also
see that the probabilistic distance agrees with the traffic error.
This indicates a good quality of the traffic model employed in
the reduction process. Further, we can see that our approach
can provide useful trade-offs between the reduction error and
the reduction factor. Finally, Table 1b shows that a significant
reduction is obtained when the error threshold € is increased
from 0.04 to 0.07.

Table 2 presents the results of the size-driven self-
loop reduction for NFA A, describing http-attacks
regexes. We can observe that the error bounds provide again
a very good approximation of the real probabilistic distance.
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Table2 Results for the ht tp-attacks regex, size-driven reduction,
[Aate] = 142, |ARE?| = 112, time(REDUCE) = 7.95, time(label’) =
28.3 min, time(Exact) = 14.0-16.4 min

k AL ALl Error Exact Traffic
bound error error

0.1 11(1.1s)  5(0.4s) 1.0 0.9972 0.9957
02 22(l.1s) 14 (0.6s) 1.0 0.8341 0.2313
0.3 33 (1.1s) 24 (0.7s) 0.081 0.0770 0.0067
04 44(1.1s) 37(1.6s)  0.0005 0.0005 0.0010
0.5 56 (1.1s) 49 (1.2s) 3.3e—06 3.3e—06 0.0010
0.6 67 (1.1s) 61 (1.9s) 1.2e—09 1.2e—09 8.7e—05
0.7 78 (1.1s) 72 (2.4s) 4.8e—12 4.8e—12 1.2e—05
0.9 100(1.1s) 93(47s) 37e—16 ILle—15 0.0

On the other hand, the difference between the probabilistic
distance and the traffic error is larger than that for Ayg;.
Since all experiments use the same probabilistic automaton
and the same traffic, this discrepancy is accounted to the dif-
ferent set of packets that are incorrectly accepted by AREP.
If the probability of these packets is adequately captured in
the traffic model, the difference between the distance and
the traffic error is small and vice versa. This also explains
an even larger difference in Table 3 (presenting the results
for Apg constructed from http-backdoor regexes) for
k € (0.2, 0.4). Here, the traffic error is very small and caused
by a small set of packets (approx. 70), whose probability is
not correctly captured in the traffic model. Despite this prob-
lem, the results clearly show that our approach still provides
significant reductions while keeping the traffic error small:
about a fivefold reduction is obtained for the traffic error
0.03 % and a tenfold reduction is obtained for the traffic error
6.3 %. We discuss the practical impact of such a reduction in
Sect. 5.3.

5.2.2 Performance of the approximate reduction

In all our experiments (Tables 1, 2, 3), we can observe that
the most time-consuming step of the reduction process is
the computation of state labellings. (It takes at least 90 % of
the total time.) The crucial observation is that the structure
of the NFAs fundamentally affects the performance of this
step. Although after REDUCE, the size of Apg is very sim-
ilar to the size of A,¢¢, computing labelfl takes more time
(28.3min vs. 38.7s). The key reason behind this slowdown
is the determinization (or alternatively disambiguation) pro-
cess required by the product construction underlying the state
labelling computation (cf. Sect. 4.4). For A+, the process
results in a significantly larger product when compared to the
product for Apa1 . The size of the product directly determines
the time and space complexity of solving the linear equation
system required for computing the state labelling.

@ Springer

Table 3 Results for http-backdoor, size-driven reduction,

|Apal = 1,352, time(label‘z.l) = 19.9min, LUTS(.A‘;:;D) = 2,266
k AN [AL Error Traffic  LUTs
bound error

01 135(12m)
02 270 (1.2m)

8(2.65) 1.0 0.997 202
111 (5.25) 0.0012 0.0631 579

03 405(1.2m) 233 (9.85) 3.4e—08  0.0003 894

04 540 (1.3m) 351 (21.7s) 1.0e—12  0.0003 1,063
05 676 (1.3m) 473 (41.85) 12e—17 0.0 1,249
0.7 946 (1.4m) 739 (2.1m) 8.3e—30 0.0 1,735
0.9 1216 (1.5m) 983 (5.6m) 1.3e-52 0.0 2,033

As explained in Sect. 4, the computation of the state
labelling label?, can exploit the “tentacle” structure of the
NFAs appearing in NIDSes and thus can be done component-
wise. On the other hand, our experiments reveal that the
use of REDUCE typically breaks this structure and thus the
component-wise computation cannot be effectively used.
For the NFA Apai, this behaviour does not have any
major performance impact as the determinization leads to
a moderate-sized automaton and the state labelling compu-
tation takes less than 40s. On the other hand, this behaviour
has a dramatic effect for the NFA A, . By disabling the ini-
tial application of REDUCE and thus preserving the original
structure of A,cr, we were able to speed up the state label
computation from 28.3 to 1.5min. Note that other steps of
the approximate reduction took a similar time as before dis-
abling REDUCE and also that the trade-offs between the error
and the reduction factor were similar. Surprisingly, disabling
REDUCE caused that the computation of the exact probabilis-
tic distance became computationally infeasible because the
determinization ran out of memory.

Due to the size of the NFA Apg, the impact of disabling
the initial application of REDUCE is even more fundamen-
tal. In particular, computing the state labelling took only
19.9min, in contrast to running out of memory when the
REDUCE is applied in the first step. (Therefore, the input
automaton is not processed by REDUCE in Table 3; we still
give the number of LUTSs of its reduced version for compari-
son, though.) Note that the size of Apg also slows down other
reduction steps (the greedy algorithm and the final REDUCE
reduction). We can, however, clearly see that computing the
state labelling is still the most time-consuming step of the
process.

5.3 The real impact in an FPGA-accelerated NIDS
To demonstrate the practical usefulness and impact of the

proposed approximation techniques, we employ the reduced
automata in a real use case from the area of HW-accelerated
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deep packet inspection. We consider the framework of [36]
implementing a high-speed NIDS pre-filter in an FPGA. The
crucial challenge is to obtain a pre-filter with a sufficiently
small false positive rate (and no false negatives), while being
able to handle the traffic of current networks operating on
100 Gbps and beyond. The implementation of NFAs per-
forming regex matching in FPGAs uses two types of HW
resources: LUTS, which are used to build the combinational
circuit representing the NFA transition function, and flip-
flops, representing NFA states. In our use case, we omit the
analysis of flip-flop consumption because it is always domi-
nated by the LUT consumption.

In our setting, the amount of resources available for the
FPGA-based regex matching engine is 15,000 LUTs and the
frequency of the engine is 200 MHz using a 32-bit-wide data
path. As explained in [36], the engine containing a single unit
(i.e. the single NFA implementation) can achieve the through-
put of 6.4Gbps (200MHz x 32b). Therefore, 16 units are
required for the desired link speed of 100 Gbps and 63 units
are needed to handle 400 Gbps. With the given amount of
LUTs, the size of a single NFA is thus bounded by 937
LUTs (15,000/16) for 100 Gbps and 238 LUTs for 400 Gbps,
respectively. These bounds directly limit the complexity of
regexes the engine can handle.

We now analyse the resource consumption of the match-
ing engine for two automata, ht tp-backdoor (AREP) and
http-malicious ( Rg'{), and evaluate the impact of the
reduction techniques. Recall that the automata represent two
important sets of know network attacks from SNORT [50].

— 100Gbps: For this speed, AREY can be used without
any approximate reduction as it is small enough (it has
382 LUTSs) to fitin the available space. On the other hand,
AREP without the approximate reduction is way too large
to fit. (It has 2,266 LUTs and thus at most 6 units fit
inside the available space, yielding the throughput of only
38.4 Gbps, which is unacceptable.) The column LUTS in
Table 3 shows that using our framework, we are able to
reduce AREP such that it uses 894 LUTSs (for k = 0.3), and
so all of the 16 needed units fit into the FPGA, yielding
the throughput over 100 Gbps and the theoretical error
bound of a false positive < 3.4 x 1078 wrt the network
traffic model Pyrrp.

— 400 Gbps: Regex matching at this speed is extremely
challenging. In the case of AESD, the reduction k = 0.1
is required to fit 63 units in the available space. As such
a reduction has error bound almost 1, this solution is
not useful due to a prohibitively high false positive rate.
The situation is better for AREP. In the exact version,
at most 39 units can fit inside the FPGA with the maxi-
mum throughput of 249.6 Gbps. On the other hand, when
using our reduced automata, we are able to place 63 units

into the FPGA, each of the size 224 LUTs (k = 0.6), and
achieve a throughput of over 400 Gbps with the theoret-
ical error bound of a false positive < 8.7 x 1078 wrt the
model PHTTP-

6 Conclusion

We have proposed a novel approach for approximate reduc-
tion of NFAs used in network traffic filtering. Our approach
is based on a proposal of a probabilistic distance of the origi-
nal and reduced automaton using a probabilistic model of the
input network traffic, which characterizes the significance of
particular packets. We characterized the computational com-
plexity of approximate reductions based on the described
distance and proposed a sequence of heuristics allowing one
to perform the approximate reduction in an efficient way. Our
experimental results are quite encouraging and show that we
can often achieve a very significant reduction for a negligi-
ble loss of precision. We showed that using our approach,
FPGA-accelerated network filtering on large traffic speeds
can be applied on regexes of malicious traffic where it could
not be applied before.

In the future, we plan to investigate other approximate
reductions of the NFAs, maybe using some variant of abstrac-
tion from abstract regular model checking [7], adapted for the
given probabilistic setting. Another important issue for the
future is to develop better ways of learning a suitable proba-
bilistic model of the input traffic.
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Abstract. Analysis of large continuous-time stochastic systems is a
computationally intensive task. In this work we focus on population mod-
els arising from chemical reaction networks (CRNs), which play a funda-
mental role in analysis and design of biochemical systems. Many relevant
CRNs are particularly challenging for existing techniques due to complex
dynamics including stochasticity, stiffness or multimodal population dis-
tributions. We propose a novel approach allowing not only to predict,
but also to explain both the transient and steady-state behaviour. It
focuses on qualitative description of the behaviour and aims at quanti-
tative precision only in orders of magnitude. First we build a compact
understandable model, which we then crudely analyse. As demonstrated
on complex CRNs from literature, our approach reproduces the known
results, but in contrast to the state-of-the-art methods, it runs with vir-
tually no computational cost and thus offers unprecedented scalability.

1 Introduction

Chemical Reaction Networks (CRNs) are a versatile language widely used for
modelling and analysis of biochemical systems [12] as well as for high-level pro-
gramming of molecular devices [8,40]. They provide a compact formalism equiv-
alent to Petri nets [37], Vector Addition Systems (VAS) [29] and distributed
population protocols [3]. Motivated by numerous potential applications ranging
from system biology to synthetic biology, various techniques allowing simulation
and formal analysis of CRNs have been proposed [2,9,21,24,39], and embodied
in the design process of biochemical systems [20,25,32]. The time-evolution of
CRNs is governed by the Chemical Master Equation (CME), which describes the
probability of the molecular counts of each chemical species. Many important
biochemical systems lead to complex dynamics that includes state space explo-
sion, stochasticity, stiffness, and multimodality of the population distributions
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[23,44], and that fundamentally limits the class of systems the existing techniques
can effectively handle. More importantly, biologist and engineers often seek for
plausible explanations why the system under study has or has not the required
behaviour. In many cases, a set of system simulations/trajectories or population
distributions is not sufficient and the ability to provide an accurate explanation
for the temporal or steady-state behaviour is another major challenge for the
existing techniques.

In order to cope with the computational complexity of the analysis and in
order to obtain explanations of the behaviour, we shift the focus from quanti-
tatively precise results to a more qualitative analysis, closer to how a human
would behold the system. Yet we insist on providing at least rough timing infor-
mation on the behaviour as well as rough classification of probability of differ-
ent behaviours at the extent of “very likely”, “few percent”, “barely possible”,
so that we can conclude on issues such as time to extinction or bimodality of
behaviour. This gives rise to our semi-quantitative approach. We stipulate that
analyses in this framework reflect quantities in orders of magnitude, both for
time duration and probabilities, but not more than that. This paradigm shift is
reflected on two levels: (1) We abstract systems into semi-quantitative models.
(2) We analyse systems in a semi-quantitative way. While each of the two can
be combined with a traditional abstraction/analysis, when combined together
they provide powerful means to understand systems’ behaviour with virtually
no computational cost.

Semi-quantitative Models. The states of the models contain information on
the current amount of objects of each species as an interval spanning often sev-
eral orders of magnitude, unless instructed otherwise. For instance, if an amount
of a certain species is to be closely monitored (as a part of the input speci-
fication/property of the system) then this abstraction can be finer. Similarly,
whenever the analysis of a previous version of the abstraction points to the lack
of precision in certain states, preventing us to conclude which of the possible
behaviours is prevalent, the corresponding refinement can take place. Further,
the rates of the transitions are also captured only with such imprecision. The
crucial point allowing for existence of such models that are small, yet faithful,
is our concept of acceleration. It captures certain sequences of transitions. It
eliminates most of the non-determinism that paralyses other types of abstrac-
tions, which are too over-approximative, unable to conclude anything, but safety
properties.

Semi-quantitative Analysis. Instead of performing exact transient or steady-
state analysis, we can consider most probable transitions and then carefully lift
this to most probable temporal behaviours. Technically, this is done by alter-
nating between transient and steady-state analysis where only some rates and
transitions are taken into account at different stages. In order to further facili-
tate the resulting insight of the human on the result of the analysis, we provide an
algorithm to perform this analysis with virtually no computation effort and thus
possibly manually. The trivial computations immediately pinpoint why certain
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behaviours occur. Moreover, less likely behaviours can also be identified easily,
to any desired degree of improbability (dozens of percent, promilles etc.).

To summarise, the first step yields tiny models, allowing for a synoptic obser-
vation of the model; due to their size these models can be either analysed easily
using standard means, or can be subject to the second step. The second step
provides an efficient approximative analysis, which is also very illustrative due
to the limited use of quantities. It can be applied to any system; however, it is
particularly interesting in connection with the models coming from the first step
since (i) no extra effort (size, computation) is wasted on overly precise treatment
that is ignored by the other step, and (ii) together they yield an understandable
explanation of the behaviour. An entertaining feature of this paradigm is that
the stiffer (with rates at hugely different time scales) the system is the easier it
is to analyse.

To demonstrate the capabilities of our approach, we consider three chal-
lenging and biologically relevant case studies that have been used in literature
to evaluate state-of-the-art methods for the CRN analysis. It has been shown
that many approaches fail, either due to time-outs or incapability to capture
differences in behaviours, and some tailored ones require considerable compu-
tational effort, e.g. an hour of computation. Our experiments clearly show that
the proposed approach can deliver results that yield qualitatively same informa-
tion, more understanding and can be computed in minutes by hand (or within
a fraction of a second by computer).

Our contribution can be summarized as follows:

— We propose a novel semi-quantitative framework for analysis of CRN and
similar population models, focusing on explainability of the results and low
complexity, with quantitative precision limited to orders of magnitude.

— An algorithm for abstracting CRNs into semi-quantitative models based on
interval abstraction of the species population and on transition acceleration.

— An algorithm for semi-quantitative analysis that replaces exact numerical
computation by exploring the most probable transitions and alternating tran-
sient and steady-state analysis.

— We consider three challenging CRNs thoroughly studied in literature and
demonstrate that the semi-quantitative abstraction and analysis gives us a
unique tool that is able to accurately predict and explain both transient and
steady-state behaviour of complex CRNs in a fraction of a second.

Related Work

To the best of our knowledge, there does not exist any abstraction of CRNs
similar to the proposed approach. Indeed, there exist various abstraction and
approximation schemes for CRNs that improve the performance and scalability
of both the simulation-based and the numerical-based techniques. In the fol-
lowing paragraphs, we discuss the most relevant directions and the links to our
approach.
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Approximate Semantics for CRNs. For CRNs including large populations
of species, fluid (mean-field) approximation techniques can be applied [5] and
extended to approximate higher-order moments [15]: these deterministic approx-
imations lead to a set of ordinary differential equations (ODEs). An alternative
is to approximate the CME as a continuous-state stochastic process. The Linear
Noise Approximation (LNA) is a Gaussian process which has been derived as an
approximation of the CME [16,44] and describes the time evolution of expec-
tation and variance of the species in terms of ODEs. Recently, an aggregation
scheme over ODEs that aims at understanding the dynamics of large CRNs has
been proposed in [10]. In contrast to our approach, the deterministic approx-
imations cannot adequately capture the stochasticity of CRNs caused by low
population species.

To mitigate this drawback, various hybrid models have been proposed. The
common idea of these models is as follows: the dynamics of low population species
is described by the discrete stochastic process and the dynamics of large pop-
ulation species is approximated by a continuous process. The particular hybrid
models differ in the approximation of the large population species. In [27], a pure
deterministic semantics for large population species is used. The moment-based
description for medium/high-copy number species was used in [24]. The LNA
approximation and an adaptive partitioning of the species according to leap con-
ditions (that is more general than partitioning based on population thresholds)
was proposed in [9]. All hybrid models have to deal with interactions between
low and large population species. In particular, the dynamics of the stochastic
process describing the low-population species is conditioned by the continuous-
state describing the concentration of the large-population species. The numeri-
cal analysis of such conditioned stochastic process is typically a computationally
demanding task that limits the scalability.

In contrast, our approach does not explicitly partition the species, but rather
abstracts the concrete species population using an interval abstraction and tries
to effectively capture both the stochastic and the deterministic behaviour with
the help of the accelerated transitions. As we already emphasised, the proposed
abstraction and analysis avoids any numerical computation of precise quantities.

Reduction Techniques for Stochastic Models. A widely studied reduc-
tion method for Markov models is state aggregation based on lumping [6] or
(bi-)simulation equivalence [4], with the latter notion in its exact [33] or approx-
imate [13] form. Approximate notions of equivalence have led to new abstrac-
tion/refinement techniques for the numerical verification of Markov models over
finite [14] as well as uncountably-infinite state spaces [1,41,42]. Several approx-
imate aggregation schemes leveraging the structural properties of CRNs were
proposed [17,34,45]. Abate et al. proposed an adaptive aggregation that gives
formal guarantees on the approximation error, but typically provide lower state
space reductions [2]. Our approach shares the idea of abstracting the state space
by aggregating some states together. Similarly to [17,34,45], we partition the
state space based on the species population, i.e. we also introduce the popula-
tion levels. In contrast to the aforementioned aggregation schemes, we propose a
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novel abstraction of the transition relation based on the acceleration. It allows us
to avoid the numerical solution of the approximate CME and thus achieve a bet-
ter reduction while providing an accurate predication of the system behaviour.

Alternative methods to deal with large/infinite state spaces are based on a
state truncation trying to eliminate insignificant states, i.e., states reached only
with a negligible probability. These methods, including finite state projections
[36], sliding window abstractions [26], or fast adaptive uniformisation [35], are
able to quantify the total probability mass that is lost due to the truncation,
but typically cannot effectively handle systems involving a stiff behaviour and
multimodality [9].

Simulation-Based Analysis. Transient analysis of CRNs can be performed
using the Stochastic Simulation Algorithm (SSA) [21]. Note that the SSA
produces a single realisation of the stochastic process, whereas the stochastic
solution of CME gives the probability distribution of each species over time.
Although simulation-based analysis is generally faster than direct solution of the
stochastic process underlying the given CRN, obtaining good accuracy necessi-
tates potentially large numbers of simulations and can be very time consuming.

Various partitioning schemes for species and reactions have been proposed
for the purpose of speeding up the SSA in multi-scale systems [23,38,39]. For
instance, Yao et al. introduced the slow-scale SSA [7], where they distinguish
between fast and slow species. Fast species are then treated assuming they reach
equilibrium much faster than the slow ones. Adaptive partitioning of the species
has been considered in [19,28]. In contrast to the simulation-based analysis, our
approach (i) provides a compact explanation of the system behaviour in the form
of tiny models allowing for a synoptic observation and (ii) can easily reveal less
probable behaviours.

2 Chemical Reaction Networks

In this paper, we assume familiarity with standard verification of (continuous-
time) probabilistic systems, e.g. [4]. For more detail, see [11, Appendix].

CRN Syntax. A chemical reaction network (CRN) N = (A, R) is a pair of finite
sets, where A is a set of species, |A| denotes its size, and R is a set of reactions.
Species in A interact according to the reactions in R. A reaction 7 € R is a
triple 7 = (77, pr, k7), where r. € NIl is the reactant compler, p, € NIl is the
product complex and k, € Ry is the coefficient associated with the rate of the
reaction. 7, and p, represent the stoichiometry of reactants and products. Given

a reaction 7 = ([1,1,0],[0,0,2], k1), we often refer to it as 71 : Ay + Ao LN 2)A3.

CRN Semantics. Under the usual assumption of mass action kinetics, the
stochastic semantics of a CRN A is generally given in terms of a discrete-state,
continuous-time stochastic process X(t) = (X1(t), Xa(t),..., X 4/(t),t > 0) [16].
The state change associated to the reaction 7 is defined by v, = p, —r, i.e. the
state X is changed to X’ = X 4 v, which we denote as X = X'. For example,
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for 71 as above, we have v, = [—1, —1,2]. For a reaction to happen in a state X,
all reactants have to be in sufficient numbers. The reachable state space of X(t),
denoted as S, is the set of all states reachable by a sequence of reactions from
a given initial state Xgy. The set of reactions changing the state X; to the state
X, is denoted as reac(X;, X;) = {7 | X; = X;1}.

The behaviour of the stochastic system X (t) can be described by the (possi-
bly infinite) continuous-time Markov chain (CTMC) v(N) = (S, Xy, R) where
the transition matrix R(4, j) gives the probability of a transition from X; to X;.
Formally,

N
R(Z,]) = Z ]{:T . Cr,i where CTJ' = H (Xij) (R)

Te
T€reac(X;,X;) =1

corresponds to the population dependent term of the propensity function where
Xi,¢ is £th component of the state X; and 7 is the stoichiometric coefficient of the
{-th reactant in the reaction 7. The CTMC ~(/N) is the accurate representation
of CRN N, but—even when finite—not scalable in practice because of the state
space explosion problem [25,31].

3 Semi-quantitative Abstraction

In this section, we describe our abstraction. We derive the desired CTMC con-
ceptually in several steps, which we describe explicitly, although we implement
the construction of the final system directly from the initial CRN.

3.1 Over-Approximation by Interval Abstraction and Acceleration

Given a CRN NV = (A, R), we first consider an interval continuous-time Markov
decision process (interval CTMDP!), which is a finite abstraction of the infi-
nite v(N). Intuitively, abstract states are given by intervals on sizes of popu-
lations with an additional specific that the abstraction captures enabledness of
reactions. The transition structure follows the ideas of the standard may abstrac-
tion and of the three-valued abstraction of continuous-time systems [30]. A tech-
nical difference in the latter point is that we abstract rates into intervals instead
of uniformising the chain and then only abstracting transition probabilities into
intervals; this is necessary in later stages of the process. The main difference is
that we also treat certain sequences of actions, which we call acceleration.

Abstract Domains. The first step is to define the abstract domain for the
population sizes. For every species A € A, we define a finite partitioning A, of
N into intervals, reflecting the rough size of the population. Moreover, we want
the abstraction to reflect whether a reaction is enabled. Hence we require that

! Interval CTMDP is a CTMDP with lower/upper bounds on rates. Since it serves only
as an intermediate formalism to ease the presentation, we refrain from formalising
it here.
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{0} € A, for the case when the coeflicients of this species as a reactant is always
0 or 1; in general, for every ¢ < max,cg 7-(A) we require {i} € A,.

The abstraction ay(n) of a number n of a species A is then the I € Ay for
which n € I. The state space of a(N) is the product [, , Ax of the abstract
domains with the point-wise defined abstraction a(n)y = ax(ny).

The abstract domain for the rates according to (R) is the set of all real
intervals.

Transitions from an abstract state are defined as the may abstraction as
follows. Since our abstraction reflect enabledness, the same set of action is
enabled in all concrete states of a given abstract state. The targets of the action
in the abstract setting are abstractions of all possible concrete successors, i.e.
succ(s,a) := {a(n) | m € s,m % n}, in other words, the transitions enabled in
at least one of the respective concrete states. The abstract rate is the smallest
interval including all the concrete rates of the respective concrete transitions.
This can be easily computed by the corner-points abstraction (evaluating only
the extremum values for each species) since the stoichiometry of the rates is
monotone in the population sizes.

High-Level of Non-determinism. The (more or less) standard style of the
abstraction above has several drawbacks—mostly related to the high degree of
non-determinism for rates—which we will subsequently discuss.

Firstly, in connection with the abstract population sizes, transitions to dif-
ferent sizes only happen non-deterministically, leaving us unable to determine
which behaviour is probable. For example, consider the simple system given by

A% 0 with kg = 10~ so the degradation happens on average each 10* seconds.
Assume population discretisation into [0], [1..5], [6..20], [21..00) with abstraction
depicted in Fig.1. While the original system obviously moves from [6..20] to
[1..5] very probably in less than 15-10* seconds, the abstraction cannot even say
that it happens, not to speak of estimating the time.

d, 10% () 4.6 10* d,21-10*
[0] [1..5] ’ [6..20] [21, 00)
Dd, [2-10%,5-10" Vd,[7-10%20-10" Vd,[22-10% o)

@d,.44.104 @d,[.?&lO“,f}-lO]m d, (0,21 - 10%] @

Fig.1. Above: Interval CTMDP abstraction with intervals on rates and non-
determinism. Below: Interval CTMC abstraction arising from acceleration.

Acceleration. To address this issue, we drop the non-deterministic self-loops
and transitions to higher/lower populations in the abstract system.? Instead,

2 One can also preserve the non-determinism for the special case when one of the
transitions leads to a state where some action ceases to be enabled. While this adds
more precision, the non-determinism in the abstraction makes it less convenient to
handle.
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we “accelerate” their effect: We consider sequences of these actions that in the
concrete system have the effect of changing the population level. In our example
above, we need to take the transition 1 to 13 times from [6..20] with various
rates depending on the current concrete population, in order to get to [1..5].
This makes the precise timing more complicated to compute. Nevertheless, the
expected time can be approximated easily: here it ranges from % -10* =0.17-104
(for population 6) to roughly (g5 + 15+ -+3)-10* = 1.3-10* (for population 20).
This results in an interval CTMC.?

Concurrency in Acceleration. The accelerated transitions can due to higher
number of occurrences be considered continuous or deterministic, as opposed to
discrete stochastic changes as distinguished in the hybrid approach. The usual
differential equation approach would also take into account other reactions that
are modelled deterministically and would combine their effect into one equation.
In order to simplify the exposition and computation and—as we see later—
without much loss of precision, we can consider only the fastest change (or
non-deterministically more of them if their rates are similar).*

3.2 Operational Semantics: Concretisation to a Representative

The next disadvantage of classical abstraction philosophy, manifested in the
interval CTMC above is that the precise-valued intervals on rates imply high
computational effort during the analysis. Although the system is smaller, stan-
dard transient analysis is still quite expensive.

Concretisation. In order to deal with this issue, the interval can be approxi-
mated roughly by the expected time it would take for an average population in
the considered range, in our example the “average” representative is 13. Then
the first transition occurs with rate 13- 10™* = 102 and needs to happen 7
times, yielding expected time 7/13 - 10* = 0.5 - 10* (ignoring even the precise
slow downs in the rates as the population decreases). Already this very rough
computation yields relative precision with factor 3 for all the populations in this
interval, thus yielding the correct order of magnitude with virtually no effort.
We lift the concretisation naturally to states and denote the concretisation of
abstract state s by v(s). The complete procedure is depicted in Algorithm 1.
The concretisation is one of the main points where we deliberately drop a
lot of quantitative information, while still preserving some to conclude on big
quantitative differences. Of course, the precision improves with more precise
abstract domains and also with higher differences on the original rates.

3 The waiting times are not distributed according to the rates in the intervals. It is only
the expected waiting time (reciprocal of the rate) that is preserved. Nevertheless, for
ease of exposition, instead of labelling the transitions with expected waiting times
we stick to the CTMC style with the reciprocals and formally treat it as if the label
was a real rate.

4 Typically the classical concurrency diamond appears and the effect of the other
accelerated reactions happen just after the first one.
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Algorithm 1. Semi-quantitative abstraction CTMC «a(N)

10 A Tlxea Ax > States
2: for a € A do > Transitions
3: ¢+ v(a) > Concrete representative
4: for each 7 enabled in ¢ do

5: r «rate of 7 in ¢ > According to (R)
6: a’ + alc+vr) > Successor
7 set a = a’ with rate r

8: for self-loop a — a do > Accelerate self-loops
9: nr < min{n | a(c +n-vr) #a} > the number of 7 to change the abstract state
10: a’ +— alc+nr vr) > Acceleration successor
11: instead of the self-loop with rate r, set @ — a’ with rate nr - r

It remains to determine the representative for the unbounded interval. In
order to avoid infinity, we require an additional input for the analysis, which are
deemed upper bounds on possible population of each species. In cases when any
upper bound is hard to assume, we can analyse the system with a random one
and see if the last interval is reachable with significant probability. If yes, then
we need to use this upper bound as a new point in the interval partitioning and
try a higher upper bound next time. In general, such conditions can be checked
in the abstraction and their violation implies a recommendation to refine the
abstract domains accordingly.

Orders-of-Magnitude Abstraction. Such an approximation is thus sufficient
to determine most of the time whether the acceleration (sequence of actions)
happens sooner or later than e.g. another reaction with rate 107¢ or 1072, Note
that this decision gets more precise not only as we refine the population levels,
but also as the system gets stiffer (the concrete values of the rates differ more),
which are normally harder to analyse. For the ease of presentation in our case
studies, we shall depict only the magnitude of the rates, i.e. the decadic logarithm
rounded to an integer.

Non-determinism and Refinement. If two rates are close to each other, say
of the same magnitude (or difference 1), such a rough computation (and rough
population discretisation) is not precise enough to determine which of the reac-
tions happens with high probability sooner. Both may be happening roughly at
the same pace, or with more information we could conclude one of them is con-
siderably faster. This introduces an uncertainty, showing different behaviours are
possible depending on the exact quantities. This indicates points where refine-
ment might be needed if more precise results are required. For instance, with
rates of magnitudes 2 and 3, the latter should be happing most of the time, the
former only with a few percent chance. If we want to know whether it is rather
tens of percent or tenths of percent, we should refine the abstraction.
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4 Semi-quantitative Analysis

In this section, we present an approximative analysis technique that describes
the most probable transient and steady-state behaviour of the system (also with
rough timing) and on demand also the (one or more orders of magnitude) less
probable behaviours. As such it is robust in the sense that it is well suited to work
with imprecise rates and populations. It is computationally easy (can be done
in hand in time required for a computer by other methods), while still yielding
significant quantitative results (“in orders of magnitude”). It does not provide
exact error guarantees since computing them would be almost as expensive as
the classical analysis. It only features trivial limit-style bounds: if the population
abstraction gets more and more refined, the probabilities converge to those of the
original system; further, the higher the separation between the rate magnitudes,
the more precise the approximation is since the other factors (and thus the
incurred imprecisions) play less significant role.

Intuitively, the main idea—similar to some multi-rate simulation techniques
for stiff systems—is to “simulate” “fast” reactions until the steady state and
then examine which slower reactions take place. However, “fast” does not mean
faster than some constant, but faster than other transitions in a given state.
In other words, we are not distinguishing fast and slow reactions, but tailor
this to each state separately. Further, “simulation” is not really a stochastic
simulation, but a deterministic choice of the fastest available transition. If a
transition is significantly faster than others then this yields what a simulation
would yield. When there are transitions with similar rates, e.g. with at most one
order of magnitude difference, then both are taken into account as described in
the following definition.

Pruned System. Consider the underlying graph of the given CTMC. If we keep
only the outgoing transitions with the maximum rate in each state, we call the
result pruned. If there is always (at most) one transition then the graph consists
of several paths leading to cycles. In general when more transitions are kept, it
has bottom strongly connected components (bottom SCCs, BSCCs) and some
transient parts.

We generalise this concept to n-pruning that preserves all transitions with
a rate that is not more than n orders of magnitude smaller than the maximum
rate in the state. Then the pruning above is 0-pruning, 1-pruning preserves also
transitions happening up to 10 times slower, which can thus still happen with
dozens of percent, 2-pruning is relevant for analysis where behaviour occurring
with units of percent is also tracked etc.

Algorithm Idea. Here we explain the idea of Algorithm 2. The transient parts
of the pruned system describe the most probable behaviour from each state until
the point where visited states start to repeat a lot (steady state of the pruned
system). In the original system, the usual behaviour is then to stay in this SCC
C' until one of the pruned (slower) reactions occurs, say from state s to state ¢.
This may bring us to a different component of the pruned graph and the analysis
process repeats. However, t may also bring us back into C, in which case we stay



Semi-quantitative Abstraction and Analysis of Chemical Reaction Networks 485

in the steady-state, which is basically the same as without the transition from
s to t. Further, ¢ might be in the transient part leading to C, in which case
these states are added to C and the steady state changes a bit, spreading the
distribution slightly also to the previously transient states. Finally, ¢ might be
leading us into a component D where this run was previous to visiting C. In
that case, the steady-state distribution spreads over all the components visited
between D and C, putting a probability mass to each with a different order of
magnitude depending on all the (magnitudes of) sojourn times in the transient
and steady-state phases on the way.

Using the macros defined in the algorithm, the correctness of the compu-
tations can be shown as follows. For the time spent in the transient phase
(line 16), we consider the slowest sojourn time on the way times the number
of such transitions; this is accurate since the other times are by order(s) of mag-
nitude shorter, hence negligible. The steady-state distribution on a BSCC of the

Algorithm 2. Semi-quantitative analysis

1: W0 > worklist of SCCs to process
2: add {initial state} to W and assign iteration 0 to it > artificial SCC to start the process
3: while W # () do

4: C <pop W

> Compute and output steady state or its approximation
5: steady-state of C' is approximately minStayingRate/(m - stayingRate(-))

6: if C has no exits then continue > definitely bottom SCC, final steady state
> Compute and output exiting transitions and the time spent in C

7 exitStates < arg ming (stayingRate(-)/ exitingRate(-)) > Probable exit points

8: minStayingRate <—minimum rate in C', m <—#occurrences there

9 timeToExit < stayingRate(s) - m/(|exitStates| - minStayingRate - exitingRate(s))

for (arbitrary) s € exitStates

10: for all s € exitsStates do > Transient analysis
11: t «<target of the exiting transition
12: T +-SCCs reachable in the pruned graph from ¢
13: thereby newly reached transitions get assigned iteration of C' + 1
14: for D € T do
> Compute and output time to get from ¢ to D
15: minRate < minimum rate on the way from ¢ to D, m < #occurrences there
16: transTime < m/minRate
> Determine the new SCC
17: if D = C then > back to the current SCC
18: add to W the union of C and the new transient path 7 from ¢t to C'
19: in later steady-state computation, the states of 7 will have probability
smaller by a factor of stayingRate(s)/ezitingRate(s)
20: else if D was previously visited then > alternating between different SCCs
21: add to W the merge of all SCCs visited between D and C' (inclusively)
22: in later steady-state computation, reflect all timeToFEzit and transTime
between D and C
23: else > new SCC
24: add D to W
MACROS:

stayingRate(s) is the rate of transitions from s in the pruned graph
exitingRate(s) is the maximum rate of transitions from s not in the pruned graph
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pruned graph can be approximated by the minStayingRate/(m - stayingRate(-))
on line 5. Indeed, it corresponds to the steady-state distribution if the BSCC is a
cycle and the minStayingRate significantly larger than other rates in the BSCC
since then the return time for the states is approximately m/minStayingRate
and the sojourn time 1/stayingRate(-). The component is exited from s with
the proportion given by its steady-state distribution times the probability to
take the exit during that time. The former is approximated above; the latter
can be approximated by the density in 0, i.e. by ezitingRate(s), since the stay-
ing rate is significantly faster. Hence the candidates for exiting are maximising
exitingRate(-)/stayingRate(-) as on line 7. There are |exitStates| candidates for
exit and the time to exit the component by a particular candidate s is the
expected number of visits before exit, i.e. stayingRate(s) - exitingRate(s) times
the return time m - minStayingRate, hence the expression on line 9.

1 l 100 1

(O (B o)

! (Gl Ry )
R T

* *

Fig. 2. Alternating transient and steady-state analysis.

For example, consider the system in Fig.2. Iteration 1 reveals the part
with solid lines with two (temporary) BSCCs {t} and {s1,s2,ss}. The for-
mer turns out definitely bottom. The latter has a steady state proportional to
(1071,1071,10071). Its most probable exits are the dashed ones, identified in the
subsequent iteration 2, probable proportionally to (1/10,10/100); the expected
time to take them is 10-2/(2-10-1) =1=100-2/(2-10-10). The latter leads
back to the current SCC and does not change the set of BSCCs (hence in our
examples below we often either skip or merge such iterations for the sake of read-
ability). In contrast, the former leads to a previous SCC; thereafter {s, s2, s3} is
no more a bottom SCC and consequently the third exit to u is not even analysed.
Nevertheless, it could still happen with minor probability, which can be seen if
we consider 1-pruning instead.

5 Experimental Evaluation and Discussion

In order to demonstrate the applicability and accuracy of our approach, we
selected the following three biologically relevant case studies. (1) stochastic
model of gene expression [22,24], (2) Goutsias’s model [23] describing transcrip-
tion regulation of a repressor protein in bacteriophage A and (3) viral infection
model [43].

Although the underlying CRNs are quite small (up to 5 species and 10 reac-
tion), their analysis is very challenging: (i) the stochasticity has a strong impact
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on the dynamics of these systems and thus purely deterministic approximations
via ODEs are not accurate, (ii) the systems include species with low, medium,
and high populations and thus the resulting state space of the stochastic process
is prohibitively large to perform precise numerical analysis and existing reduc-
tion/approximation techniques are not sufficient (they are either too imprecise
or do not provide sufficient reduction factors), and (iii) the system dynamics
leads to bi-modal distributions and/or is affected by stiff reactions.

These models thus represent perfect candidates for evaluating advanced
approximation methods including various hybrid approaches [9,24,27]. Although
these approaches can handle the models, they typically require tens of minutes
or hours of computation time. Similarly simulation-based methods are very time
consuming especially in case of very stiff CRN, represented by the viral infection
model. We demonstrate that our approach provides accurate predications of the
system behaviour and is feasible even when performed manually by a human.

Recall that the algorithm that builds the abstract model of the given CRN
takes as input two vectors representing the population discretisation and pop-
ulation bounds. We generally assume that these inputs are provided by users
who have a priori knowledge about the system (e.g. in which orders the species
population occurs) and that the inputs also reflect the level of details the users
are interested in. In the following case studies, we, however, set the inputs only
based on the rate orders of the reactions affecting the particular species (unless
mentioned otherwise).

5.1 Gene Expression Model

The CRN underlying the gene expression model is described in Table 1. As dis-
cussed in [24] and experimentally observed in [18], the system oscillates between
two phases characterised by the D,y state and the Dg state, respectively. Biol-
ogists are interested in how the distribution of the D, and D.g states is aligned
with the distribution of RNA and proteins P, and how the correlation among
the distributions depends on the DNA switching rates.

The state vector of the underlying CTMC is given as [P, RNA, Dy, D). We
use very relaxed bounds on the maximal populations, namely the bound 1000
for P and 100 for RNA. Note the DNA invariant Doy, + Dog = 1. As in [24], the
initial state is given as [10,4,1,0].

We first consider the slow switching rates that lead to a more compli-
cated dynamics including bimodal distributions. In order to demonstrate the
refinement step and its effect on the accuracy of the model, we start with a
very coarse abstraction. It distinguishes only the zero population and the non-
zero populations and thus it is not able to adequately capture the relationship
between the DNA state and RNA/P population. The pruned abstract model
obtained using Algorithm 1 and 2 is depicted in Fig. 3 (left). The full one before
pruning is shown in Fig. 6 [11, Appendix].

The proposed analysis of the model identifies the key trends in the system
dynamic. The red transitions, representing iterations 1-3, capture the most prob-
able paths in the system. The green component includes states with DNA on
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Table 1. Gene expression. For slow DNA switching, r1 = r2 = 0.05. For fast DNA
switching, 71 = r2 = 1. The rates are in h™'.

Dot = Don Don 2% Dot Do ~% Don + RNA RNA 5 0
RNALRNA+P PLO P 4 Dog 295, p 4 Dy

[<pd, 1>, <Apd, 1>]

<22>/ 10,001
[0,0,1,0]

[<pd, 1>, <Apd, 1>] [<rs, 2> <de, 25",

[<rd, 1> <Ard\\1>]

“f<rd, 1>, kArd, 1>

[1,0,1,0] l [0,1,0,1]

l 0,2,0,1] 4 2,1,0,1]

ps, 3> . 2> |<pd, 1>] <Apd, 1>]

<Ars, 1>

[<pd, 1>, RApd, 1>1| <ps, 3> ['<Ard, 1>
[<rd, 1>| <Ard, 1>]

¥Aps, 1ss>

[1,1,1,0] Yaoreerermsfenennnn] [1,1,0,1]

[1.1,01] [1.2,0,1) 22,01

<Aps, 1>
l [0,2,1,0] [<ps, 2> [1,2,1,0] [2,2,1,0]

[<pd, 1>, <Apd, 1>] <Apd, 1>

<rs, 2>,

rd, 1>,|<Ard, 1>]

ps, 3> |[<pd. 1>, <Ap{, 1>]

0,1,1,0] [1,0,0,1]

[<pd, 1/<Apd, 1>]

<Ard, 1>

Fig. 3. Pruned abstraction for the gene expression model using the coarse population
discretisation (left) and after the refinement (right). The state vector is [P, RNA, Dog,
Don].

(i.e. Don = 1) where the system oscillates. The component is reached via the
blue state with Dog and no RNAs/P. The blue state is promptly reached from
the initial state and then the system waits (roughly 100h according our rate
abstraction) for the next DNA activation. The oscillation is left via a deactiva-
tion in the iteration 4 (the blue dotted transition)®. The estimation of the exit
time computed using Algorithm 2 is also 100 h. The deactivation is then followed
by fast red transitions leading to the blue state, where the system waits for the
next activation. Therefore, we obtain an oscillation between the blue state and
the green component, representing the expected oscillation between the D, and
Dog states.

As expected, this abstraction does not clearly predict the bimodal distri-
bution on the RNA/P populations as the trivial population levels do not bear
any information beside reaction enabledness. In order to obtain a more accurate
analysis of the system, we refine the population discretisation using a single level
threshold for P and DNA, that is equal to 100 and 10, respectively (the rates in
the CRN indicate that the population of P reaches higher values).

Figure 3 (right) depicts the pruned abstract model with the new discretisa-
tion (the full model is depicted in Fig.7 [11, Appendix]. We again obtain the
oscillation between the green component representing DNA,, states and the
blue DNA, ¢ state. The states in the green component more accurately predicts

5 In Fig. 3, the dotted transitions denote exit transitions representing the deactiva-
tions.
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that in the DNA,, states the populations of RNA and P are high and drop
to zero only for short time periods. The figure also shows orange transitions
within the iteration 2 that extend the green component by two states. Note that
the system promptly returns from these states back to the green component.
After the deactivation in the iteration 4, the system takes (within the same
iteration) the fast transitions (solid blue) leading to the blue component where
system waits for another activation and where the mRNA /protein populations
decrease. The expected time spent in states on blue solid transitions is small and
thus we can reliably predict the bimodal distribution of the mRNA/P popula-
tions and its correlation with the DNA state. The refined abstraction also reveals
that the switching time from the DNA,, mode to the DNA,s mode is lower.
These predications are in accordance with the results obtained in [24]. See Fig. 8
[11, Appendix] that is adopted from [24] and illustrates these results.

To further test the accuracy of our approach, we consider the fast switching
between the DNA states. We follow the study in [24] and increase the rates by
two orders of magnitude. We use the refined population discretisation and obtain
a very similar abstraction as in Fig.3 (right). We again obtain the oscillation
between the green component (DNA,, states and nonzero RNA /protein popu-
lations) and the blue state (DNA,g and zero RNA /protein populations). The
only difference is in fact the transition rates corresponding to the activation and
deactivation causing that the switching rate between the components is much
faster. As a consequence, the system spends a longer period in the blue transient
states with Dog and nonzero RNA /protein populations. The time spent in these
states decreases the correlation between the DNA state and the RNA/protein
populations as well as the bimodality in the population distribution. This is
again in the accordance with [24].

To conclude this case study, we observe a very aligned agreement between the
results obtained using our approach and results in [24] obtained via advanced
and time consuming numerical methods. We would like to emphasise that our
abstraction and its solution is obtained within a fraction of a second while the
numerical methods have to approximate solutions of equations describing high-
order conditional moments of the population distributions. As [24] does not
report the runtime of the analysis and the implementation of their methods is
not publicly available, we cannot directly compare the time complexity.

5.2 Goutsias’s Model

Goutsias’s model illustrated in Table2 is widely used for evaluation of various
numerical and simulation based techniques. As showed e.g. in [23], the system
has with a high probability the following transient behaviour. In the first phase,
the system switches with a high rate between the non-active DNA (denoted
DNA) and the active DNA (DNA.D). During this phase the population of RNA,
monomers (M) and dimers (D) gradually increase (with only negligible oscilla-
tions). After around 15 min, the DNA is blocked (DNA.2D) and the population
of RNA decreases while the population of M and D is relatively stable. After
all RNA degrades (around another 15min) the system switches to the third
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Table 2. Goutsias’ Model. The rates are in s~1
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RNA 0.043 RNA - M M 7x10 0 RNA 4x1073 0
DNA + D 2% DNA.D DNA.D 2% DNA |+ D
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9x10~ 12 0.072

DNA.2D ——— DNA.D + D DNA.D —= RNA + DNA.D
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Fig. 4. Pruned abstraction for the Goutsias’ model. The state vector is [M + D, RNA,
DNA, DNA.D, DNA.2D]

phase where the population of M and D slowly decreases. Further, there is a
non-negligible probability that the DNA is blocked at the beginning while the
population of RNA is still small and the system promptly dies out.

Although the system is quite suitable for the hybrid approaches (there is
no strong bimodality and only a limited stiffness), the analysis still takes 10
to 50 min depending on the required precision [27]. We demonstrate that our
approach is able to accurately predict the main transient behaviour as well as
the non-negligible probability that the system promptly dies out.

The state vector is given as [M, D, RNA, DNA, DNA.D, DNA.2D] and the
initial state is set to [2, 6, 0, 1, 0, 0] as in [27]. We start our analysis with a
coarse population discretisation with a single threshold 100 for M and D and a
single threshold 10 for RNA. We relax the bounds, in particular, 1000 for M and
D, and 100 for RNA. Note that these numbers were selected solely based on the
rate orders of the relevant reactions. Note the DNA invariant DNA + DNA.D
+ DNA.2D = 1.

Figure4 illustrates the pruned abstract model we obtained (the full model
is depicted in Fig.9 [11, Appendix]. For a better visualisation, we merged the
state components corresponding to M and D into one component with M + D.
As there is the fast reversible dimerisation, the actual distributions between the
population of M and D does not affect the transient behaviour we are inter-
ested in.

The analysis of the model shows the following transient behaviour. The pur-
ple dotted loop in the iteration il represents (de-)activation of the DNA. The
expected exit time of this loop is 100 s. According to our abstraction, there are
two options (with the same probability) to exit the loop: (1) the path a rep-
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resents the DNA blocking followed by the quick extinction and (2) the path b
corresponds to the production of RN A and its followed by the red loop in the
i2 that again represents (de-)activation of the DNA. Note that according our
abstraction, this loop contains states with the populations of M/D as well as
RNA up to 100 and 10, respectively.

The expected exit time of this loop is again 100 s and there are two options
how to leave the loop: (1) the path within the iteration i3 (taken with roughly
90%) represents again the DNA blocking and it is followed by the extension of
RNA and consequently by the extension of M/D in about 1000s and (2) the
path within the iteration 5 (shown in the full graph in Fig.9 [11, Appendix])
taken with roughly 10% represents the series of protein productions and leads
to the states with a high number of proteins (above 100 in our population dis-
cretisation). Afterwards, there is again a series of DNA (de-)activations followed
by the DNA blocking and the extinction of RNA. As before, this leads to the
extinction of M/D in about 1000 s.

Although this abstraction already shows the transient behaviour leading
to the extinction in about 30 min, it introduces the following inaccuracy with
respect to the known behaviour: (1) the probability of the fast extinction is
higher and (2) we do not observe the clear bell-shape pattern on the RNA (i.e.
the level 2 for the RNA is not reached in the abstraction). As in the previous
case study, the problem is that the population discretisation is too coarse. It
causes that the total rate of the DNA blocking (affected by the M/D population
via the mass action kinetics) is too high in the states with the M/D population
level 1. This can be directly seen in the interval CTMC representation where
the rate spans many orders of magnitude, incurring too much imprecision. The
refinement of the M/D population discretisation eliminates the first inaccuracy.
To obtain the clear bell-shape patter on RNA, one has to refine also the RNA
population discretisation.

5.3 Viral Infection

The viral infection model described in Table 3 represents the most challenging
system we consider. It is highly stochastic, extremely stiff, with all species pre-
senting high variance and some also very high molecular populations. Moreover,
there is a bimodal distribution on the RNA population. As a consequence, the
solution of the full CME, even using advanced reduction and aggregation tech-
niques, is prohibitive due to state-space explosion and stochastic simulation are
very time consuming. State-of-the-art hybrid approaches integrating the LNA
and an adaptive population partitioning [9] can handle this system but also
need a very long execution time. For example, a transient analysis up to time
t = 50 requires around 20 min and up to ¢ = 200 more than an hour.

To evaluate the accuracy of our approach on this challenging model, we also
focus on the same transient analysis, namely, we are interested in the distribution
of RNA at time ¢ = 200. The analysis in [9] predicts a bimodal distribution where,
the probability that RNA is zero in around 20% and the remaining probability
has Gaussian distribution with mean around 17 and the probability that there
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Table 3. Viral Infection. The rates are day !
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Fig. 5. Pruned abstraction for the viral infection model. The state vector is [P, RNA,
DNA].

is more than 30 RNAs is close to zero. This is confirmed by simulation-based
analysis in [23] showing also the gradual growth of the RNA population. The
simulation-based analysis in [43], however, estimates a lower probability (around
3%) that RNA is 0 and higher mean of the remaining Gaussian distribution
(around 23). Recall that obtaining accurate results using simulations is extremely
time consuming due to very stiff reactions (a single simulation for ¢ = 200 takes
around 20s).

In the final experiments, we analyse the distribution of RNA at time ¢ = 200
using our approach. The state vector is given as [P, RNA, DNA] and we start
with the concrete state [0, 1, 0]. To sufficiently reason about the RNA population
and to handle the very high population of the proteins, we use the following
population discretisation: thresholds {10, 1000} for P, {10, 30} for RNA, and
{10, 100} for DNA. As before, we use very relaxed bounds 10000, 100, and 1000
for P, RNA, and D, respectively. Note that we ignore the population of the virus
V as it does not affect the dynamics of the other species. This simplification
makes the visualisation of our approach more readable and has no effect on the
complexity of the analysis.

Figure 5 illustrates the obtained abstract model enabling the following tran-
sient analysis (the full model is depicted in Fig. 10 [11, Appendix]. In a few days
the system reaches from the initial state the loop (depicted by the purple dashed
ellipse) within the iteration 1. The loop includes states where RNA has level 1,
DNA has level 2 and P oscillates between the levels 2 and 3. Before entering
the loop, there is a non-negligible probability (orders of percent) that the RNA
drops to 0 via the full black branch that returns to transient part of the loop
in ¢1. In this branch the system can also die out (not shown in this figure, see
the full model) with probability in the order of tenths of percent.
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The average exit time of the loop in i is in the order of 10 days and the
system goes to the yellow loop within the iteration 2, where the DNA level is
increased to 3 (RNA level is unchanged and P again oscillates between the levels
2 and 3). The average exit time of the loop in i2 is again in the order of 10
days and systems goes to the dotted red loop within iteration 3. The transition
represents the sequence of RNA synthesis that leads to RNA level 2. P oscillates
as before. Finally, the system leaves the loop in % (this takes another dozen
days) and reaches RNA level 3 in iterations 4/ and 5 where the DNA level
remains at the level 3 and P oscillates. The iteration i/ and i5 thus roughly
correspond to the examined transient time ¢ = 200.

The analysis clearly demonstrates that our approach leads to the behaviour
that is well aligned with the previous experiments. We observed growth of the
RNA population with a non-negligible probability of its extinction. The concrete
quantities (i.e. the probability of the extinction and the mean RNA population)
are closer to the analysis in [43]. The quantities are indeed affected by the popu-
lation discretisation and can be further refined. We would like to emphasise that
in contrast to the methods presented in [9,23,43] requiring hours of intensive
numerical computation, our approach can be done even manually on the paper.
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Abstract. This paper considers large families of Markov chains (MCs)
that are defined over a set of parameters with finite discrete domains.
Such families occur in software product lines, planning under partial
observability, and sketching of probabilistic programs. Simple questions,
like ‘does at least one family member satisfy a property?’, are NP-hard.
We tackle two problems: distinguish family members that satisfy a given
quantitative property from those that do not, and determine a family
member that satisfies the property optimally, i.e., with the highest prob-
ability or reward. We show that combining two well-known techniques,
MDP model checking and abstraction refinement, mitigates the compu-
tational complexity. Experiments on a broad set of benchmarks show that
in many situations, our approach is able to handle families of millions of
MCs, providing superior scalability compared to existing solutions.

1 Introduction

Randomisation is key to research fields such as dependability (uncertain sys-
tem components), distributed computing (symmetry breaking), planning (unpre-
dictable environments), and probabilistic programming. Families of alternative
designs differing in the structure and system parameters are ubiquitous. Software
dependability has to cope with configuration options, in distributed computing
the available memory per process is highly relevant, in planning the observabil-
ity of the environment is pivotal, and program synthesis is all about selecting
correct program variants. The automated analysis of such families has to face
a formidable challenge—in addition to the state-space explosion affecting each
family member, the family size typically grows exponentially in the number of
features, options, or observations. This affects the analysis of (quantitative) soft-
ware product lines [18,28,43,45,46], strategy synthesis in planning under partial
observability [12,14,29,36,41], and probabilistic program synthesis [9,13,27,40].

This paper considers families of Markov chains (MCs) to describe config-
urable probabilistic systems. We consider finite MC families with finite-state
family members. Family members may have different transition probabilities
and distinct topologies—thus different reachable state spaces. The latter aspect
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goes beyond the class of parametric MCs as considered in parameter synthe-
sis [10,22,24,31] and model repair [6,16,42].

For an MC family ® and quantitative specification ¢, with ¢ a reachability
probability or expected reward objective, we consider the following synthesis
problems: (a) does some member in D satisfy a threshold on ¢? (aka: feasibility
synthesis), (b) which members of © satisfy this threshold on ¢ and which ones
do not? (aka: threshold synthesis), and (c) which family member(s) satisfy ¢
optimally, e.g., with highest probability? (aka: optimal synthesis).

The simplest synthesis problem, feasibility, is NP-complete and can naively
be solved by analysing all individual family members—the so-called one-by-one
approach. This approach has been used in [18] (and for qualitative systems in e.g.
[19]), but is infeasible for large systems. An alternative is to model the family ©
by a single Markov decision process (MDP)—the so-called all-in-one MDP [18].
The initial MDP state non-deterministically chooses a family member of ©, and
then evolves in the MC of that member. This approach has been implemented
in tools such as ProFeat [18], and for purely qualitative systems in [20]. The
MDP representation avoids the individual analysis of all family members, but
its size is proportional to the family size. This approach therefore does not scale
to large families. A symbolic BDD-based approach is only a partial solution as
family members may induce different reachable state-sets.

This paper introduces an abstraction-refinement scheme over the MDP repre-
sentation'. The abstraction forgets in which family member the MDP operates.
The resulting quotient MDP has a single representative for every reachable state
in a family member. It typically provides a very compact representation of the
family ® and its analysis using off-the-shelf MDP model-checking algorithms
yields a speed-up compared to the all-in-one approach. Verifying the quotient
MDP yields under- and over-approximations of the min and max probability
(or reward), respectively. These bounds are safe as all consistent schedulers, i.e.,
those that pick actions according to a single family member, are contained in all
schedulers considered on the quotient MDP. (CEGAR-based MDP model check-
ing for partial information schedulers, a slightly different notion than restricting
schedulers to consistent ones, has been considered in [30]. In contrast to our
setting, [30] considers history-dependent schedulers and in this general setting
no guarantee can be given that bounds on suprema converge [29]).

Model-checking results of the quotient MDP do provide useful insights. This
is evident if the resulting scheduler is consistent. If the verification reveals that
the min probability exceeds r for a specification ¢ with a < r threshold, then—
even for inconsistent schedulers—it holds that all family members violate ¢. If
the model checking is inconclusive, i.e., the abstraction is too coarse, we iter-
atively refine the quotient MDP by splitting the family into sub-families. We
do so in an efficient manner that avoids rebuilding the sub-families. Refinement
employs a light-weight analysis of the model-checking results.

! Classical CEGAR for model checking of software product lines has been proposed
in [21]. This uses feature transition systems, is purely qualitative, and exploits exis-
tential state abstraction.
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We implemented our abstraction-refinement approach using the Storm model
checker [25]. Experiments with case studies from software product lines, plan-
ning, and distributed computing yield possible speed-ups of up to 3 orders of
magnitude over the one-by-one and all-in-one approaches (both symbolic and
explicit). Some benchmarks include families of millions of MCs where family
members are thousands of states. The experiments reveal that—as opposed to
parameter synthesis [10,24,31]—the threshold has a major influence on the syn-
thesis times.

To summarise, this work presents: (a) MDP-based abstraction-refinement for
various synthesis problems over large families of MCs, (b) a refinement strategy
that mitigates the overhead of analysing sub-families, and (c) experiments show-
ing substantial speed-ups for many benchmarks. Extra material can be found
in [1,11].

2 Preliminaries
We present the basic foundations for this paper, for details, we refer to [4,5].

Probabilistic models. A probability distribution over a finite or countably infinite
set X is a function p: X — [0,1] with )  _\ u(z) = u(X) = 1. The set of
all distributions on X is denoted Distr(X). The support of a distribution p is
supp(p) = {x € X | u(z) > 0}. A distribution is Dirac if |[supp(u)| = 1.

Definition 1 (MC). A discrete-time Markov chain (MC) D is a triple
(S, s0,P), where S is a finite set of states, s9 € S is an initial state, and
P: S — Distr(S) is a transition probability matriz.

MCs have unique distributions over successor states at each state. Adding non-
deterministic choices over distributions leads to Markov decision processes.

Definition 2 (MDP). A Markov decision process (MDP) is a tuple M =
(S, s0, Act, P) where S,so as in Definition 1, Act is a finite set of actions, and
P: S x Act - Distr(S) is a partial transition probability function.

The available actions in s € S are Act(s) = {a € Act | P(s,a) # L}. An
MDP with |Act(s)] =1 for all s € S is an MC. For MCs (and MDPs), a state-
reward function is rew: S — Rx. The reward rew(s) is earned upon leaving s.

A path of an MDP M is an (in)finite sequence 7 = sy —% 51 — - - -, where
s;i €S, a; € Act(s;), and P(s;,a;)(si+1) # 0 for all ¢ € N. For finite 7, last(r)
denotes the last state of 7. The set of (in)finite paths of M is Paths%l (Paths™).
The notions of paths carry over to MCs (actions are omitted). Schedulers resolve
all choices of actions in an MDP and yield MCs.

Definition 3 (Scheduler). A scheduler for an MDP M = (S, sq, Act,P) is a
function o: Pathshl — Act such that o(r) € Act(last(r)) for all ® € Paths%L.
Scheduler o is memoryless if last(r) = last(n’) = o(w) = o(x’) for all
w7 € Paths%l. The set of all schedulers of M is XM,
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Definition 4 (Induced Markov Chain). The MC induced by MDP M and
o€ XM js given by M, = (Paths%l, S0, P7) where:

‘7(77) i

P (r,7) = {PGast(?f)»a(w))(s’) ifr =125

0 otherwise.

Specifications. For a MC D, we consider unbounded reachability specifications
of the form ¢ = P.(0G) with G C S a set of goal states, A € [0,1] C R,
and ~ € {<,<,>,>}. The probability to satisfy the path formula ¢ = OG
in D is denoted by Prob(D, ¢). If ¢ holds for D, that is, Prob(D,¢) ~ A, we
write D = . Analogously, we define expected reward specifications of the form
¢ = E x(0G) with k € R>g. We refer to A/k as thresholds. While we only
introduce reachability specifications, our approaches may be extended to richer
logics like arbitrary PCTL [32], PCTL* [3], or w-regular properties.

For an MDP M, a specification ¢ holds (M | ¢) if and only if
it holds for the induced MCs of all schedulers. The maximum probability
Prob™**(M, ¢) to satisfy a path formula ¢ for an MDP M is given by a max-
imising scheduler o™ ¢ XM that is, there is no scheduler o/ € Y™ such
that Prob(Mymax, ) < Prob(M,,¢). Analogously, we define the minimising
probability Prob™®(M, ¢), and the maximising (minimising) expected reward
ExpRew™™ (M, ¢) (ExpRew™" (M, ¢)).

The probability (expected reward) to satisfy path formula ¢ from state s €
S in MC D is Prob(D, ¢)(s) (ExpRew(D, ¢)(s)). The notation is analogous for
maximising and minimising probability and expected reward measures in MDPs.
Note that the expected reward ExpRew(D, ¢) to satisfy path formula ¢ is only
defined if Prob(D, ¢) = 1. Accordingly, the expected reward for MDP M under
scheduler o € XM requires Prob(M,, ¢) = 1.

3 Families of MCs

We present our approaches on the basis of an explicit representation of a fam-
ily of MCs using a parametric transition probability function. While arbitrary
probabilistic programs allow for more modelling freedom and complex parameter
structures, the explicit representation alleviates the presentation and allows to
reason about practically interesting synthesis problems. In our implementation,
we use a more flexible high-level modelling language, cf. Sect. 5.

Definition 5 (Family of MCs). A family of MCs is defined as a tuple ® =
(S, s0, K,B) where S is a finite set of states, so € S is an initial state, K is a
finite set of discrete parameters such that the domain of each parameter k € K
is T, €S, and P: S — Distr(K) is a family of transition probability matrices.

The transition probability function of MCs maps states to distributions over
successor states. For families of MCs, this function maps states to distributions
over parameters. Instantiating each of these parameters with a value from its
domain yields a “concrete” MC, called a realisation.
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Fig. 1. The four different realisations of ©.

Definition 6 (Realisation). A realisation of a family © = (S, so, K,B) is a
function r: K — S where Vk € K: r(k) € Ty. A realisation r yields a MC
D, = (S, 50, B(r)), where P(r) is the transition probability matriz in which each
k € K in*B is replaced by r(k). Let R® denote the set of all realisations for ©.

As a family © of MCs is defined over finite parameter domains, the number of
family members (i.e. realisations from R®) of © is finite, viz. |D| := |R®| =
[Ticx |Tx|, but exponential in [K|. Subsets of R® induce so-called subfamilies
of ®. While all these MCs share the same state space, their reachable states may
differ, as demonstrated by the following example.

Ezample 1 (Family of MCs). Consider a family of MCs © = (5, so, K,B) where
S ={0,1,2,3}, sp = 0, and K = {ko, k1, ko} with domains Ty, = {0},T%, =
{0,1}, and Ty, = {2, 3}. The parametric transition function P is defined by:

‘B(O) =0.5: ko + 0.5: kl ;B(l) =0.5: k?l + 0.5: kg

Figure 1 shows the four MCs that result from the realisations {ry,rs,rs,r4} =
R® of D. States that are unreachable from the initial state are greyed out.

We state two synthesis problems for families of MCs. The first is to identify the
set of MCs satisfying and violating a given specification, respectively. The second
is to find a MC that maximises/minimises a given objective. We call these two
problems threshold synthesis and mazx/min synthesis.

Problem 1 (Threshold synthesis). Let © be a family of MCs and ¢ a prob-
abilistic reachability or expected reward specification. The threshold synthesis
problem is to partition R® into T and F such that Vr € T: D, E ¢ and
Vre F: D, ¥ .

As a special case of the threshold synthesis problem, the feasibility synthesis
problem is to find just one realisation r € R® such that D, E ¢.
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Problem 2 (Max synthesis). Let © a family of MCs and ¢ = OG for
G C S. The max synthesis problem is to find a realisation r* € R® such that
Prob(D,«, ) = max,cro {Prob(D,, ¢)}. The problem is defined analogously for
an expected reward measure or minimising realisations.

Ezample 2 (Synthesis problems). Recall the family of MCs © from Example 1.
For the specification ¢ = P50.1(0{1}), the solution to the threshold synthesis
problem is T' = {rq, 73} and F = {r1, 74}, as the goal state 1 is not reachable for
D,, and D,,. For ¢ = ({1}, the solution to the max synthesis problem on ® is
ro or r3, as D,, and D,, have probability one to reach state 1.

Approach 1 (One-by-one [18]). A straightforward solution to both synthesis
problems is to enumerate all realisations r € R®, model check the MCs D,., and
either compare all results with the given threshold or determine the mazimum.

We already saw that the number of realisations is exponential in |K].
Theorem 1. The feasibility synthesis problem is NP-complete.

The theorem even holds for almost-sure reachability properties. The proof is a
straightforward adaption of results for augmented interval Markov chains [17,
Theorem 3], partial information games [15], or partially observable MDPs [14].

4 Guided Abstraction-Refinement Scheme

In the previous section, we introduced the notion of a family of MCs, two syn-
thesis problems and the one-by-one approach. Yet, for a sufficiently high number
of realisations such a straightforward analysis is not feasible. We propose a novel
approach allowing us to more efficiently analyse families of MCs.

4.1 All-in-one MDP

We first consider a single MDP that subsumes all individual MCs of a family 2,
and is equipped with an appropriate action and state labelling to identify the
underlying realisations from R®.

Definition 7 (All-in-one MDP [18,28,43]). The all-in-one MDP of a family
D = (S, 50, K,PB) of MCs is given as M® = (S®,s3, Act®, P?) where S° =
SxRPU{sP}, Act® = {a" | r € R®}, and P is defined as follows:

P2(s5,a")((s0,7)) =1 and P?((s,r),a")((s',7)) = B(r)(s)(s").

Ezample 8 (All-in-one MDP). Figure2 shows the all-in-one MDP M® for the
family ® of MCs from Example 1. Again, states that are not reachable from the
initial state sj are marked grey. For the sake of readability, we only include the
transitions and states that correspond to realisations r; and ro.
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Qry 0.5 G, 0,5 G,
Nl

0.5
Fig. 2. Reachable fragment of the all-in-one MDP M® for realisations r; and ra.

From the (fresh) initial state s3 of the MDP, the choice of an action a, cor-
responds to choosing the realisation r and entering the concrete MC D,.. This
property of the all-in-one MDP is formalised as follows.

Corollary 1. For the all-in-one MDP M?® of family ® of MCs*:
(M3

o

0" memoryless deterministic schedulery = {D, | r € R®}.

Consequently, the feasibility synthesis problem for ¢ has the solution r € R® iff
there exists a memoryless deterministic scheduler ¢” such that M2 F ¢.

Approach 2 (All-in-one [18]). Model checking the all-in-one MDP determines
mazx or min probability (or expected reward) for all states, and thereby for all
realisations, and thus provides a solution to both synthesis problems.

As also the all-in-one MDP may be too large for realistic problems, we merely
use it as formal starting point for our abstraction-refinement loop.

4.2 Abstraction

First, we define a predicate abstraction that at each state of the MDP forgets in
which realisation we are, i.e., abstracts the second component of a state (s, r).
Definition 8 (Forgetting). Let M® = (S®,s%, Act®,P®) be an all-in-one
MDP. Forgetting is an equivalence relation ~y C S® x S§® satisfying

(5,7) ~yp (8,1") <= s=s5" and sy ~¢ (s5,r) Vr € R®.
Let [s]~. denote the equivalence class wrt. ~ containing state s € S®.
Forgetting induces the quotient MDP M2 = (52, [s?]N,ActQ,PS), where
P2 ([s]~, ar)([s']~) = B(r)(s)(s).
At each state of the quotient MDP, the actions correspond to any realisation. It

includes states that are unreachable in every realisation.

Remark 1 (Action space). According to Definition 8, for every state [s]., there are
|D| actions. Many of these actions lead to the same distributions over successor
states. In particular, two different realisations r and r’ lead to the same distribu-
tion in s if r(k) = r/(k) for all k € K where B(s)(k) # 0. To avoid this spurious
blow-up of actions, we a-priori merge all actions yielding the same distribution.

2 The original initial state so of the family of MCs needs to be the initial state of M.
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Fig. 3. The quotient MDP M2 for realisations r1 and ra.

The quotient MDP under forgetting involves that the available actions allow to
switch realisations and thereby create induced MCs different from any MC in ©.
We formalise the notion of a consistent realisation with respect to parameters.

Definition 9 (Consistent realisation). For a family © of MCs and k € K,
k-realisation-consistency is an equivalence relation =5, C R® xR?® satisfying:

ray <= r(k) =r'(k).
Let [r]~, denote the equivalence class w.r.t. =, containing r € R®.

Definition 10 (Consistent scheduler). For quotient MDP M? after forget-
ting and k € K, a scheduler o € IMZ s k-consistent if for all m, 7’ € Pathsﬁn :

om)y=a.No(n')=am =1~ .
A scheduler is K-consistent (short: consistent) if it is k-consistent for allk € K.
Lemma 1. For the quotient MDP M? of family ® of MCs:
{(MS)UT* | 0" consistent scheduler} = {D, | r € R®}.

Proof (Idea). For o™ € XM° | we construct o™ € X% such that 0" ([s].) = a,
for all s. Clearly o is conslstent and M2 = (M2 )ar* is obtained via a map
between (s,7) and [s]~. For 6"~ € SM% | we construct " € ZM° such that if
0" ([s]~) = a, then UT(SO ) = a,. For all other states, we define o”((s,r')) = a”

independently of ¢” . Then M2 = (MN@)U is obtained as above.

The following theorem is a direct corollary: we need to consider exactly the
consistent schedulers.

Theorem 2. For all-in-one MDP M?® and specification ¢, there exists a mem-
oryless deterministic scheduler o” € IM® guch that M2 E ¢ iff there exists a
consistent deterministic scheduler 0" € SMZ such that (M?)UT* Eop.
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Ezample 4. Recall the all-in-one MDP M® from Example 3. The quotient MDP
M? is depicted in Fig.3. Only the transitions according to realisations r; and
ro are included. Transitions from previously unreachable states, marked grey in
Example 3, are now available due to the abstraction. The scheduler o € M2
with o([s§]~) = as, and o([1]~) = a,, is not kj-consistent as different values
are chosen for ky by r1 and ry. In the MC M?U induced by ¢ and M2, the
probability to reach state [2]. is one, while under realisation r, state 2 is not
reachable.

Approach 3 (Scheduler iteration). Enumerating all consistent schedulers
for M2 and analysing the induced MC provides a solution to both synthesis
problems.

However, optimising over exponentially many consistent schedulers solves the
NP-complete feasibility synthesis problem, rendering such an iterative approach
unlikely to be efficient. Another natural approach is to employ solving techniques
for NP-complete problems, like satisfiability modulo linear real arithmetic.

Approach 4 (SMT). A dedicated SMT-encoding (in [11]) of the induced MC's
of consistent schedulers from M? that solves the feasibility problem.

4.3 Refinement Loop

Although iterating over consistent schedulers (Approach 3) is not feasible, model
checking of M2 still provides useful information for the analysis of the family .
Recall the feasibility synthesis problem for ¢ = P<y(¢). If Prob™®* (M2, ¢) < A,
then all realisations of ® satisfy . On the other hand, Prob™™ (M2, ¢) > A
implies that there is no realisation satisfying ¢. If A lies between the min and
max probability, and the scheduler inducing the min probability is not consistent,
we cannot conclude anything yet, i.e., the abstraction is too coarse. A natural
countermeasure is to refine the abstraction represented by M?2, in particular,

~

split the set of realisations leading to two synthesis sub-problems.

Definition 11 (Splitting). Let ® be a family of MCs, and R C R® a set of
realisations. For k € K and predicate Ay over S, splitting partitions R into

Rr={reR|Ax(r(k))} and R, ={reR|-Ax(r(k))}.

Splitting the set of realisations, and considering the subfamilies separately, rather
than splitting states in the quotient MDP, is crucial for the performance of the
synthesis process as we avoid rebuilding the quotient MDP in each iteration.
Instead, we only restrict the actions of the MDP to the particular subfamily.

Definition 12 (Restricting). Let M2 = (S2,[s?]~, Act®, P2) be a quotient
MDP and R C R® a set of realisations. The restriction of M2 wrt. R is the
MDP M2 [R] = (52, [s3]~, Act®[R], P2) where Act® [R] = {a, | r € R}.?

3 Naturally, P2 in M2[R] is restricted to Act®[R].

225



226

Shepherding Hordes of Markov Chains 181

Algorithm 1. Threshold synthesis

Input: A family © of MCs with the set R® of realisations, and specification P<a(¢)
Output: A partition of R® into subsets T and F according to Problem 1.
P« 0, T+ 0, U+ {R*}
M?Z < buildQuotientMDP(D, R®, ~ ) > Applying Def. 7 and 8
: while U # () do
select R € U and U «+ U\ {R}
MZ2[R] + restrict(M2,R) > Applying Def. 12
(Max, Omax) < solveMaxMDP(MZ2 [R], ¢)
(Min, omin) ¢ solveMinMDP(MZ2 [R], #)
if max < Athen T+ TUTR
if min > A then F' <+ FUR
10: if min < A\ < max then
11: U + U U split(R, selPredicate(max, Omax, Min, omin)) > See Sect. 4.4

12: return T, F

IS IR

©

The splitting operation is the core of the proposed abstraction-refinement. Due
to space constraints, we do not consider feasibility separately.

Algorithm 1 illustrates the threshold synthesis process. Recall that the goal is
to decompose the set R® into realisations satisfying and violating a given spec-
ification, respectively. The algorithm uses a set U to store subfamilies of R®
that have not been yet classified as satisfying or violating. It starts building the
quotient MDP with merged actions. That is, we never construct the all-in-one
MDP, and we merge actions as discussed in Remark 1. For every R € U, the algo-
rithm restricts the set of realisations to obtain the corresponding subfamily. For
the restricted quotient MDP, the algorithm runs standard MDP model checking
to compute the max and min probability and corresponding schedulers, respec-
tively. Then, the algorithm either classifies R as satisfying/violating, or splits it
based on a suitable predicate, and updates U accordingly. We describe the split-
ting strategy in the next subsection. The algorithm terminates if U is empty,
i.e., all subfamilies have been classified. As only a finite number of subfamilies
of realisations has to be evaluated, termination is guaranteed.

The refinement loop for max synthesis is very similar, cf. Algorithm 2. Recall
that now the goal is to find the realisation r* that maximises the satisfaction
probability max* of a path formula. The difference between the algorithms lies
in the interpretation of the results of the underlying MDP model checking. If
the max probability for R is below max*, R can be discarded. Otherwise, we
check whether the corresponding scheduler o,y is consistent. If consistent, the
algorithm updates r* and max*, and discards R. If the scheduler is not consistent
but min > max* holds, we can still update max* and improve the pruning
process, as it means that some realisation (we do not know which) in R induces
a higher probability than max*. Regardless whether max* has been updated, the
algorithm has to split R based on some predicate, and analyse its subfamilies as
they may include the maximising realisation.
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Algorithm 2. Max synthesis

Input: A family ® of MCs with the set R® of realisations, and a path formula ¢
Output: A realisation r* € R® according to Problem 2.

1: max* « —oo, U «+ {R®}

2: MZ2 + buildQuotientMDP(D,R®,~y) > Applying Def. 7 and 8
3: while U # () do

4: select Re U and U + U\ {R}

5: MZ2[R] + restrict(MZ2,R) > Applying Def. 12
6: (Max, Omax) < solveMaxMDP(MZ2 [R], ¢)

7 (min, omin) solveMinMDP(Mg [R], ¢)

8: if max > max™ then

9: if isConsistent(omax) then r* < gmax, max™ + max

10: else

11: if min > max” then max™ < min

12: U <+ U Usplit(R,selPredicate(max, Omax, Min, omin)) > See Sect. 4.4

13: return r*

4.4 Splitting Strategies

If verifying the quotient MDP MZ®[R] cannot classify the (sub-)realisation R
as satisfying or violating, we split R, while we guide the splitting strategy by
using the obtained verification results. The splitting operation chooses a suitable
parameter k € K and predicate Ay that partition the realisations R into R and
R, (see Definition 11). A good splitting strategy globally reduces the number of
model-checking calls required to classify all r € R.

The two key aspects to locally determine a good k are: (1) the wvari-
ance, that is, how the splitting may narrow the difference between max =
Prob™®*(M2[X],¢) and min = Prob™®(M2[X],¢) for both X = Rt or
X = R, and (2) the consistency, that is, how the splitting may reduce the
inconsistency of the schedulers oyax and opi,. These aspects cannot be eval-
uated precisely without applying all the split operations and solving the new
MDPs M2 [R ] and M2 [R]. Therefore, we propose an efficient strategy that
selects k and A based on a light-weighted analysis of the model-checking results
for M®[R]. The strategy applies two scores variance(k) and consistency(k)
that estimate the influence of k£ on the two key aspects. For any k, the scores are
accumulated over all important states s (reachable via omax OF Omin, respectively)
where PB(s)(k) # 0. A state s is important for R and some § € R>q if

Prob™*(M2[R], §)(s) — Prob™ (M2[R) 6)(s)  ,
Prob™®*(M?2[R],¢) — Prob™*(M2[R],¢)
where Prob™®(.)(s) and Prob™a*(.)(s) is the min and max probability in the
MDP with initial state s. To reduce the overhead of computing the scores, we
simplify the scheduler representation. In particular, for oy, and every k € K,
we extract a map CF__: T}, — N, where C*__(t) is the number of important
states for which oayx(s) = a, with 7(k) = t. The mapping C* . represents opiy.

min
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We define variance(k) = Y_,cq, |Ck. (t) — CEy, ()], leading to high scores if

max m

rnax) .
max (Ck, ) +size (C¥, ) max (CF, ), where size (C) = [{t € Ty, | C(t) > 0}|—1
and max (C') = maxier, {C(t)}, leading to high scores if the parameter has clear
favourites for opax and opmin, but values from its full range are chosen.

As indicated, we consider different strategies for the two synthesis problems.
For threshold synthesis, we favour the impact on the variance as we principally do
not need consistent schedulers. For the max synthesis, we favour the impact on
the consistency, as we need a consistent scheduler inducing the max probability.

Predicate Ay, is based on reducing the variance: The strategy selects T/ C Ty,
with [T7| = 3 [|T%|], containing those ¢ for which C% . (£)—CE, (t) is the largest.
The goal is to get a set of realisations that induce a large probability (the ones
including 7" for parameter k) and the complement inducing a small probability.

the two schedulers vary a lot. Further, we define consistency(k) = size (C’k

Approach 5 (MDP-based abstraction refinement). The methods under-
lying Algorithms 1 and 2, together with the splitting strategies, provide solutions
to the synthesis problems and are referred to as MDP abstraction methods.

5 Experiments

We implemented the proposed synthesis methods as a Python prototype using
Storm [25]. In particular, we use the Storm Python API for model-adaption,
-building, and -checking as well as for scheduler extraction. For SMT solving,
we use Z3 [39] via pySMT [26]. The tool-chain takes a PRISM [38] or JANI [§]
model with open integer constants, together with a set of expressions with possi-
ble values for these constants. The model may include the parallel composition of
several modules/automata. The open constants may occur in guards*, probabil-
ity definitions, and updates of the commands/edges. Via adequate annotations,
we identify the parameter values that yield a particular action. The annota-
tions are key to interpret the schedulers, and to restrict the quotient without
rebuilding.

All experiments were executed on a Macbook MF839LL/A with 8 GB RAM
memory limit and a 12h time out. All algorithms can significantly benefit from
coarse-grained parallelisation, which we therefore do not consider here.

5.1 Research Questions and Benchmarks

The goal of the experimental evaluation is to answer the research question:
How does the proposed MDP-based abstraction methods (Approaches3-5) cope
with the inherent complexity (i.e. the NP-hardness) of the synthesis problems
(cf. Problems1 and 2)? To answer this question, we compare their perfor-
mance with Approaches 1 and 2 [18], representing state-of-the-art solutions and
the base-line algorithms. The experiments show that the performance of the

4 Slight care by the user is necessary to avoid deadlocks.
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Table 1. Benchmarks and timings for Approaches 1-3

Bench. Range | K| |D| | Member size Quotient size Run time
Avg. |S| Avg. |T| |S| |A| |T| | 1-by-1 All-in-1 | Sched.
Enum.
Pole [3.35, 3.82] 17 1327104 5689 16896 | 6793 7897 22416 | 130k™ MO 26k
Maze [9.8, 9800] 20 1048576 134 211 203 277 409 28k* TO 2.7k
Herman [1.86, 2.44] 9 576 5287 6948 | 21313 102657 184096 55* 72 246
DPM [68, 210] 9 32768 5572 18147 | 35154 66096 160146 | 2.9k™* MO 7.2k
BSN [0, 0.988] 10 1024 116 196 382 457 762 31% 2 2

MDP abstraction significantly varies for different case studies. Thus, we consider
benchmarks from various application domains to identify the key characteristics
of the synthesis problems affecting the performance of our approach.

Benchmarks description. We consider the following case studies: Maze is a plan-
ning problem typically considered as POMDP, e.g. in [41]. The family describes
all MCs induced by small-memory [14, 35] observation-based deterministic strate-
gies (with a fixed upper bound on the memory). We are interested in the
expected time to the goal. In [35], parameter synthesis was used to find ran-
domised strategies, using [22]. Pole considers balancing a pole in a noisy and
unknown environment (motivated by [2,12]). At deploy time, the controller has
a prior over a finite set of environment behaviours, and should optimise the
expected behavior without depending on the actual (hidden) environment. The
family describes schedulers that do not depend on the hidden information. We
are interested in the expected time until failure. Herman is an asynchronous
encoding of the distributed Herman protocol for self-stabilising rings [33,37].
The protocol is extended with a bit of memory for each station in the ring,
and the choice to flip various unfair coins. Nodes in the ring are anonymous,
they all behave equivalently (but may change their local memory based on local
events). The family describes variations of memory-updates and coin-selection,
but preserves anonymity. We are interested in the expected time until stabilisa-
tion. DPM considers a partial information scheduler for a disk power manager
motivated by [7,27]. We are interested in the expected energy consumption.
BSN (Body sensor network, [43]) describes a network of connected sensors that
identify health-critical situations. We are interested in the reliability. The family
contains various configurations of the used sensors. BSN is the largest software
product line benchmark used in [18]. We drop some implications between fea-
tures (parameters for us) as this is not yet supported by our modelling language.
We thereby extended the family.

Table1 shows the relevant statistics for each benchmark: the benchmark
name, the (approximate) range of the min and max probability /reward for the
given family, the number of non-singleton parameters |K|, and the number of
family members |D|. Then, for the family members the average number of states
and transitions of the MCs, and the states, actions (= ) ¢ |Act(s)|), and transi-
tions of the quotient MDP. Finally, it lists in seconds the run time of the base-line
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Table 2. Results for threshold synthesis via abstraction-refinement

Inst A # Below # Subf # Above # Subf Singles|# Iter Time Build Check Anal. Speedup
below above

Pole 3.37 697 176 1326407 2186 920 4723 308 117 60 118 421
3.73 | 1307077 7854 20027 3279 1294 | 22265 1.7k 576 317 396 77
3.76 | 1322181 3140 4923 1025 1022 8329 584 187 114 197 222
3.79 | 1326502 572 602 123 74| 1389 58 23 10 23 2.2k

Maze 10 4 3 1048572 92 4 189 5 <1 3 <1 26k
20 4247 2297 1044329 4637 3400 | 13867 114 21 43 29 246
30 18188 9934 1030388 18004 14010| 55875 608 80 127 270 46
8000 | 1046285 846 2291 1125 969 3941 136 9 106 13 1.0k

Herman 1.9 6 6 570 368 320 747 333 303 11 18 0.2
1.71 0 0 576 258 184 515 232 206 8 17 0.3

DPM 80 160 141 32608 1292 356| 2865 1.0k 602 322 64 3
70 6 6 32762 443 40 897 380 190 156 32 8
60 0 0 32768 104 6 207 99 42 48 8 29

BSN .965 544 81 480 81 25 321 2 <1 <1 <1 1
.985 994 41 30 8 5 97 <1 <1 <1 <1

algorithms and the consistent scheduler enumeration®. The base-line algorithms
employ the one-by-one and the all-in-one technique, using either a BDD or a
sparse matrix representation. We report the best results. MOs indicate breaking
the memory limit. Only the all-in-one approach required significant memory. As
expected, the SMT-based implementation provides an inferior performance and
thus we do not report its results.

5.2 Results and Discussion

To simplify the presentation, we focus primarily on the threshold synthesis prob-
lem as it allows a compact presentation of the key aspects. Below, we provide
some remarks about the performance for the max and feasibility synthesis.

Results. Table2 shows results for threshold synthesis. The first two columns
indicate the benchmark and the various thresholds. For each threshold A, the
table lists the number of family members below (above) A, each with the number
of subfamilies that together contain these instances, and the number of singleton
subfamilies that were considered. The last table part gives the number of iter-
ations of the loop in Algorithm 1, and timing information (total, build/restrict
times, model checking times, scheduler analysis times). The last column gives
the speed-up over the best base-line (based on the estimates).

Key observations. The speed-ups drastically vary, which shows that the MDP

abstraction often achieves a superior performance but may also lead to a perfor-
mance degradation in some cases. We identify four key factors.

5 Values with a * are estimated by sampling a large fraction of the family.
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Iterations. As typical for CEGAR approaches, the key characteristic of the
benchmark that affects the performance is the number N of iterations in the
refinement loop. The abstract action introduces an overhead per iteration caused
by performing two MDP verification calls and by the scheduler analysis. The
run time for BSN, with a small |D| is actually significantly affected by the
initialisation of various data structures; thus only a small speedup is achieved.

Abstraction size. The size of the quotient, compared to the average size of
the family members, is relevant too. The quotient includes at least all reachable
states of all family members, and may be significantly larger if an inconsistent
scheduler reaches states which are unreachable under any consistent scheduler.
The existence of such states is a common artefact from encoding families in
high-level languages. Table 1, however, indicates that we obtain a very compact
representation for Maze and Pole.

Thresholds. The most important aspect is the threshold A. If A is closer to the
optima, the abstraction requires a smaller number of iterations, which directly
improves the performance. We emphasise that in various domains, thresholds
that ask for close-to-optimal solutions are indeed of highest relevance as they
typically represent the system designs developers are most interested in [44]. Why
do thresholds affect the number of iterations? Consider a family with Ty, = {0,1}
for each k. Geometrically, the set R® can be visualised as | K |-dimensional cube.
The cube-vertices reflect family members. Assume for simplicity that one of
these vertices is optimal with respect to the specification. Especially in bench-
marks where parameters are equally important, the induced probability of a
vertex roughly corresponds to the Manhattan distance to the optimal vertex.
Thus, vertices above the threshold induce a diagonal hyperplane, which our
splitting method approximates with orthogonal splits. Splitting diagonally is
not possible, as it would induce optimising over observation-based schedulers.
Consequently, we need more and more splits the more the diagonal goes through
the middle of the cube. Fven when splitting optimally, there is a combinato-
rial blow-up in the required splits when the threshold is further from the optimal
values. Another effect is that thresholds far from optima are more affected by
the over-approximation of the MDP model-checking results and thus yield more
inconclusive answers.

Refinement strategy. So far, we reasoned about optimal splits. Due to the
computational overhead, our strategy cannot ensure optimal splits. Instead, the
strategy depends mostly on information encoded in the computed MDP strate-
gies. In models where the optimal parameter value heavily depends on the state,
the obtained schedulers are highly inconsistent and carry only limited information
for splitting. Consequently, in such benchmarks we split sub-optimally. The sub-
optimality has a major impact on the performance for Herman as all obtained
strategies are highly inconsistent — they take a different coin for each node, which
is good to speed up the stabilisation of the ring.

Summary. MDP abstraction is not a silver bullet. It has a lot of potential in
threshold synthesis when the threshold is close to the optima. Consequently,
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feasibility synthesis with unsatisfiable specifications is handled perfectly well by
MDP abstraction, while this is the worst-case for enumeration-based approaches.
Likewise, max synthesis can be understood as threshold synthesis with a shifting
threshold max*: If the max* is quickly set close to max, MDP abstraction yields
superior performance. Roughly, we can quickly approximate max* when some of
the parameter values are clearly beneficial for the specification.

6 Conclusion and Future Work

We contributed to the efficient analysis of families of Markov chains. In particu-
lar, we discussed and implemented existing approaches to solve practically inter-
esting synthesis problems, and devised a novel abstraction refinement scheme
that mitigates the computational complexity of the synthesis problems, as shown
by the empirical evaluation. In the future, we will include refinement strategies
based on counterexamples as in [23,34].

References

1. Repository with benchmarks. https://github.com/moves-rwth/shepherd

2. Arming, S., Bartocci, E., Chatterjee, K., Katoen, J.-P., Sokolova, A.: Parameter-
independent strategies for pMDPs via POMDPs. In: Mclver, A., Horvath, A. (eds.)
QEST 2018. LNCS, vol. 11024, pp. 53-70. Springer, Cham (2018). https://doi.org/
10.1007/978-3-319-99154-2 4

3. Aziz, A., Singhal, V., Balarin, F., Brayton, R.K., Sangiovanni-Vincentelli, A.L.: It
usually works: the temporal logic of stochastic systems. In: Wolper, P. (ed.) CAV
1995. LNCS, vol. 939, pp. 155-165. Springer, Heidelberg (1995). https://doi.org/
10.1007/3-540-60045-0-48

4. Baier, C., de Alfaro, L., Forejt, V., Kwiatkowska, M.: Model checking probabilistic
systems. In: Clarke, E., Henzinger, T., Veith, H., Bloem, R. (eds.) Handbook of
Model Checking, pp. 963-999. Springer, Cham (2018). https://doi.org/10.1007/
978-3-319-10575-8_28

5. Baier, C., Katoen, J.: Principles of Model Checking. MIT Press, Cambridge (2008)

6. Bartocci, E., Grosu, R., Katsaros, P., Ramakrishnan, C.R., Smolka, S.A.: Model
repair for probabilistic systems. In: Abdulla, P.A., Leino, K.R.M. (eds.) TACAS
2011. LNCS, vol. 6605, pp. 326-340. Springer, Heidelberg (2011). https://doi.org/
10.1007/978-3-642-19835-9_30

7. Benini, L., Bogliolo, A., Paleologo, G., Micheli, G.D.: Policy optimization for
dynamic power management. IEEE Trans. Comput.-Aided Des. Integr. Circ. Syst.
8(3), 299-316 (2000)

8. Budde, C.E., Dehnert, C., Hahn, E.M., Hartmanns, A., Junges, S., Turrini, A.:
JANT: quantitative model and tool interaction. In: Legay, A., Margaria, T. (eds.)
TACAS 2017. LNCS, vol. 10206, pp. 151-168. Springer, Heidelberg (2017). https://
doi.org/10.1007/978-3-662-54580-5_9

9. Calinescu, R., Ceska, M., Gerasimou, S., Kwiatkowska, M., Paoletti, N.: Efficient
synthesis of robust models for stochastic systems. J. Syst. Softw. 143, 140-158
(2018)



188

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

M. Ceska et al.

Ceska, M., Dannenberg, F., Paoletti, N., Kwiatkowska, M., Brim, L.: Precise
parameter synthesis for stochastic biochemical systems. Acta Informatica 54(6),
589-623 (2017)

Ceska, M., Jansen, N., Junges, S., Katoen, J.P.: Shepherding hordes of Markov
chains. CoRR abs/1902.xxxxx (2019)

Chades, I., Carwardine, J., Martin, T.G., Nicol, S., Sabbadin, R., Buffet, O.:
MOMDPs: a solution for modelling adaptive management problems. In: AAAIL
AAAT Press (2012)

Chasins, S., Phothilimthana, P.M.: Data-driven synthesis of full probabilistic pro-
grams. In: Majumdar, R., Kuncak, V. (eds.) CAV 2017. LNCS, vol. 10426, pp.
279-304. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-63387-9_14
Chatterjee, K., Chmelik, M., Davies, J.: A symbolic SAT-based algorithm for
almost-sure reachability with small strategies in POMDPs. In: AAAI, pp. 3225—
3232. AAAIT Press (2016)

Chatterjee, K., Ko8ler, A.; Schmid, U.: Automated analysis of real-time scheduling
using graph games. In: HSCC, pp. 163-172. ACM (2013)

Chen, T., Hahn, E.M., Han, T., Kwiatkowska, M.Z., Qu, H., Zhang, L.: Model
repair for Markov decision processes. In: TASE, pp. 85-92. IEEE (2013)

Chonev, V.. Reachability in augmented interval Markov chains. CoRR
abs/1701.02996 (2017)

Chrszon, P., Dubslaff, C., Kliippelholz, S., Baier, C.: ProFeat: feature-oriented
engineering for family-based probabilistic model checking. Formal Asp. Comput.
30(1), 45-75 (2018)

Classen, A., Cordy, M., Heymans, P., Legay, A., Schobbens, P.: Model checking
software product lines with SNIP. STTT 14(5), 589-612 (2012)

Classen, A., Cordy, M., Heymans, P., Legay, A., Schobbens, P.: Formal semantics,
modular specification, and symbolic verification of product-line behaviour. Sci.
Comput. Program. 80, 416-439 (2014)

Cordy, M., Heymans, P., Legay, A., Schobbens, P.Y., Dawagne, B., Leucker, M.:
Counterexample guided abstraction refinement of product-line behavioural models.
In: SIGSOFT FSE, pp. 190-201. ACM (2014)

Cubuktepe, M., Jansen, N., Junges, S., Katoen, J.-P., Topcu, U.: Synthesis in
pMDPs: a tale of 1001 parameters. In: Lahiri, S.K., Wang, C. (eds.) ATVA 2018.
LNCS, vol. 11138, pp. 160-176. Springer, Cham (2018). https://doi.org/10.1007/
978-3-030-01090-4-10

Dehnert, C., Jansen, N., Wimmer, R., Abrahdm, E., Katoen, J.-P.: Fast debug-
ging of PRISM models. In: Cassez, F., Raskin, J.-F. (eds.) ATVA 2014. LNCS,
vol. 8837, pp. 146-162. Springer, Cham (2014). https://doi.org/10.1007/978-3-319-
11936-6-11

Dehnert, C., et al.: PROPhESY: a PRObabilistic ParamEter SYnthesis tool. In:
Kroening, D., Pasdreanu, C.S. (eds.) CAV 2015. LNCS, vol. 9206, pp. 214-231.
Springer, Cham (2015). https://doi.org/10.1007/978-3-319-21690-4_13

Dehnert, C., Junges, S., Katoen, J.-P., Volk, M.: A storm is coming: a modern prob-
abilistic model checker. In: Majumdar, R., Kunc¢ak, V. (eds.) CAV 2017. LNCS,
vol. 10427, pp. 592-600. Springer, Cham (2017). https://doi.org/10.1007/978-3-
319-63390-9_31

Gario, M., Micheli, A.: PySMT: a solver-agnostic library for fast prototyping of
SMT-based algorithms. In: SMT Workshop 2015 (2015)

Gerasimou, S., Calinescu, R., Tamburrelli, G.: Synthesis of probabilistic models for
quality-of-service software engineering. Autom. Softw. Eng. 25(4), 785-831 (2018)

233



234

28.

29.

30.

31.

32.

33.
34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.

45.

46.

Shepherding Hordes of Markov Chains 189

Ghezzi, C., Sharifloo, A.M.: Model-based verification of quantitative non-functional
properties for software product lines. Inf. Softw. Technol. 55(3), 508-524 (2013)
Giro, S., D’Argenio, P.R., Fioriti, L.M.F.: Distributed probabilistic input/output
automata: expressiveness, (un)decidability and algorithms. Theor. Comput. Sci.
538, 84-102 (2014)

Giro, S., Rabe, M.N.: Verification of partial-information probabilistic systems using
counterexample-guided refinements. In: Chakraborty, S., Mukund, M. (eds.) ATVA
2012. LNCS, vol. 7561, pp. 333-348. Springer, Heidelberg (2012). https://doi.org/
10.1007/978-3-642-33386-6_26

Hahn, E.M., Hermanns, H., Zhang, L.: Probabilistic reachability for parametric
Markov models. Softw. Tools Technol. Transfer 13(1), 3-19 (2011)

Hansson, H., Jonsson, B.: A logic for reasoning about time and reliability. Formal
Aspects Comput. 6(5), 512-535 (1994)

Herman, T.: Probabilistic self-stabilization. Inf. Process. Lett. 35(2), 63-67 (1990)
Jansen, N.; et al.: Symbolic counterexample generation for large discrete-time
Markov chains. Sci. Comput. Program. 91, 90-114 (2014)

Junges, S., et al.: Finite-state controllers of POMDPs using parameter synthesis.
In: UAIL pp. 519-529. AUAI Press (2018)

Kochenderfer, M.J.: Decision Making Under Uncertainty: Theory and Application,
1st edn. The MIT Press, Cambridge (2015)

Kwiatkowska, M., Norman, G., Parker, D.: Probabilistic verification of Herman’s
self-stabilisation algorithm. Formal Aspects Comput. 24(4), 661-670 (2012)
Kwiatkowska, M., Norman, G., Parker, D.: PRISM 4.0: verification of probabilistic
real-time systems. In: Gopalakrishnan, G., Qadeer, S. (eds.) CAV 2011. LNCS,
vol. 6806, pp. 585-591. Springer, Heidelberg (2011). https://doi.org/10.1007/978-
3-642-22110-1.47

de Moura, L., Bjgrner, N.: Z3: an efficient SMT solver. In: Ramakrishnan, C.R.,
Rehof, J. (eds.) TACAS 2008. LNCS, vol. 4963, pp. 337-340. Springer, Heidelberg
(2008). https://doi.org/10.1007/978-3-540-78800-3_24

Nori, A.V., Ozair, S., Rajamani, S.K., Vijaykeerthy, D.: Efficient synthesis of prob-
abilistic programs. In: PLDI, pp. 208-217. ACM (2015)

Norman, G., Parker, D., Zou, X.: Verification and control of partially observable
probabilistic systems. Real-Time Syst. 53(3), 354-402 (2017)

Pathak, S., Abraham, E., Jansen, N., Tacchella, A., Katoen, J.-P.: A greedy app-
roach for the efficient repair of stochastic models. In: Havelund, K., Holzmann, G.,
Joshi, R. (eds.) NFM 2015. LNCS, vol. 9058, pp. 295-309. Springer, Cham (2015).
https://doi.org/10.1007/978-3-319-17524-9_21

Rodrigues, G.N., et al.: Modeling and verification for probabilistic properties in
software product lines. In: HASE, pp. 173-180. IEEE (2015)

Skaf, J., Boyd, S.: Techniques for exploring the suboptimal set. Optim. Eng. 11(2),
319-337 (2010)

Vandin, A., ter Beek, M.H., Legay, A., Lluch-Lafuente, A.: QFLan: a tool for the
quantitative analysis of highly reconfigurable systems. In: Havelund, K., Peleska, J.,
Roscoe, B., de Vink, E. (eds.) FM 2018. LNCS, vol. 10951, pp. 329-337. Springer,
Cham (2018). https://doi.org/10.1007/978-3-319-95582-7_19

Varshosaz, M., Khosravi, R.: Discrete time Markov chain families: modeling and
verification of probabilistic software product lines. In: SPLLC Workshops, pp. 34—41.
ACM (2013)



235

190 M. Ceska et al.

Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were
made.

The images or other third party material in this chapter are included in the chapter’s
Creative Commons license, unless indicated otherwise in a credit line to the material. If
material is not included in the chapter’s Creative Commons license and your intended
use is not permitted by statutory regulation or exceeds the permitted use, you will
need to obtain permission directly from the copyright holder.



236

®

Check for
updates

Counterexample-Driven Synthesis
for Probabilistic Program Sketches

Milan Ceska', Christian Hensel?, Sebastian Junges?( ),
and Joost-Pieter Katoen?

! Brno University of Technology, FIT, IT41 Centre of Excellence,
Brno, Czech Republic
2 RWTH Aachen University, Aachen, Germany
sebastian. junges@cs.rwth-aachen.de

Abstract. Probabilistic programs are key to deal with uncertainty in,
e.g., controller synthesis. They are typically small but intricate. Their
development is complex and error prone requiring quantitative reason-
ing over a myriad of alternative designs. To mitigate this complexity,
we adopt counterexample-guided inductive synthesis (CEGIS) to auto-
matically synthesise finite-state probabilistic programs. Our approach
leverages efficient model checking, modern SMT solving, and counterex-
ample generation at program level. Experiments on practically relevant
case studies show that design spaces with millions of candidate designs
can be fully explored using a few thousand verification queries.

1 Introduction

With the ever tighter integration of computing systems with their environment,
quantifying (and minimising) the probability of encountering an anomaly or
unexpected behaviour becomes crucial. This insight has led to a growing inter-
est in probabilistic programs and models in the software engineering community.
Henzinger [43] for instance argues that “the Boolean partition of software into
correct, and incorrect programs falls short of the practical need to assess the
behaviour of software in a more nuanced fashion |[...].” In [60], Rosenblum advo-
cates taking a more probabilistic approach in software engineering. Concrete
examples include quantitative analysis of software product lines [32,40,59,66,67],
synthesis of probabilities for adaptive software [19,23], and probabilistic model
checking at runtime to support verifying dynamic reconfigurations [20,37].

Synthesis of Probabilistic Programs. Probabilistic programs are a prominent for-
malism to deal with uncertainty. Unfortunately, such programs are rather intri-
cate. Their development is complex and error prone requiring quantitative rea-
soning over many alternative designs. One remedy is the exploitation of proba-
bilistic model checking [6] using a Markov chain as the operational model of a
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program. One may then apply model checking on each design, or some suitable
representation thereof [27,32]. Techniques such as parameter synthesis [26,42, 58]
and model repair [9,31] have been successful, but they only allow to amend or
infer transition probabilities, whereas the control structure—the topology of the
probabilistic model—is fixed.

Counter-Example-Guided Inductive Syn-
thesis. This paper aims to overcome sketch properties
|

the existing limitation, by adopting | instance |

the paradigm of CounterExample-Guided ( /\
Synth Verifier
by reject +

Inductive Synthesis (CEGIS, cf. Fig. 1) [1,

3,63,64] to finite-state probabilistic mod- o Pnstance o nccept
els and programs. The program synthe- ¥ ¥
sis challenge is to automatically provide a unsatisfiable synthesised program

probabilistic program satisfying all prop-
erties, or to return that such a program
is non-existing. In the syntax-based set-
ting, we start with a sketch, a program
with holes, and iteratively searches for good—or even optimal—instantiations of
these holes. Rather than checking all instantiations, the design space is pruned
by potentially ruling out many instantiations (dashed area) at once. From every
realisation that was verified and rejected, a counterexample (CE) is derived,
e.g., a program run violating the specification. An SMT (satisfiability modulo
theory)-based synthesiser uses the CE to prune programs that also violate the
specification. These programs are safely removed from the design space. The
synthesis and verification step are repeated until either a satisfying program is
found or the entire design space is pruned implying the non-existence of such a
program.

Fig. 1. CEGIS for synthesis.

Problem Statement and Program-Level Approach. This paper tailors and gener-
alises CEGIS to probabilistic models and programs. The input is a sketch—a
probabilistic program with holes, where each hole can be replaced by finitely
many options—, a set of quantitative properties that the program needs to ful-
fil, and a budget. All possible realisations have a certain cost and the synthesis
provides a realisation that fits within the budget. Programs are represented
in the PRISM modelling language [50] and properties are expressed in PCTL
(Probabilistic Computational Tree Logic) extended with rewards, as standard in
probabilistic model checking [34,50]. Program sketches succinctly describe the
design space of the system by providing the program-level structure but leaving
some parts (e.g., command guards or variable assignments) unspecified.

Outcomes. To summarise, this paper presents a novel synthesis framework for
probabilistic programs that adhere to a given set of quantitative requirements
and a given budget. We use families of Markov chains to formalise our problem,
and then formulate a CEGIS-style algorithm on these families. Here, CEs are
subgraphs of the Markov chains. In the second part, we then generalise the
approach to reason on probabilistic programs with holes. While similar in spirit,
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we rely on program-level CEs [33,71], and allow for a more flexible sketching
language. To the best of our knowledge, this is the first lifting of CEGIS to
probabilistic programs. The CEGIS approach is sound and complete: either an
admissible program does exist and it is computed, or no such program exists
and the algorithm reports this. We provide a prototype implementation built
on top of the model checker Storm [34] and the SMT-tool Z3 [56]. Experiments
with different examples demonstrate scalability: design spaces with millions of
realisations can be fully explored by a few thousand verification queries and
result in a speedup of orders of magnitude.

Related Work. We build on the significant body of research that employs
formal methods to analyse quality attributes of alternative designs, e.g. [8,10,
16, 38,65, 72]. Enumerative approaches based on Petri nets [54], stochastic models
[19,61] and timed automata [44,52], and the corresponding tools for simulation
and verification (e.g. Palladio [10], PRISM [50], UPPAAL [44]) have long been
used.

For non-probabilistic systems, CEGIS can find programs for a variety of
challenging problems [62,63]. Meta-sketches and the optimal and quantitative
synthesis problem in a non-probabilistic setting have been proposed [17,25,30].

A prominent representation of sets of alternative designs are modal transi-
tion systems [5,49,53]. In particular, parametric modal transition systems [11]
and synthesis therein [12] allow for similar dependencies that occur in program-
level sketches. Probabilistic extensions are considered in, e.g. [35], but not
in conjunction with synthesis. Recently [36] proposed to exploit relationships
between model and specification, thereby reducing the number of model-checking
instances. In the domain of quantitative reasoning, sketches and likelihood com-
putation are used to find probabilistic programs that best match available
data [57]. The work closest to our approach synthesises probabilistic systems
from specifications and parametric templates [39]. The principal difference to
our approach is the use of counterexamples. The authors leverage evolution-
ary optimisation techniques without pruning. Therefore, completeness is only
achieved by exploring all designs, which is practically infeasible. An extension to
handle parameters affecting transition probabilities (rates) has been integrated
into the evolutionary-driven synthesis [21,23] and is available in RODES [22].
Some papers have considered the analysis of sets of alternative designs within
the quantitative verification of software product lines [40,59,67]. The typical
approach is to analyse all individual designs (product configurations) or build
and analyse a single (so-called all-in-one) Markov decision process describing
all the designs simultaneously. Even with symbolic methods, this hardly scales
to large sets of alternative designs. These techniques have recently been inte-
grated into ProFeat [32] and QFLan [66]. An abstraction-refinement scheme has
recently been explored in [27]. It iteratively analyses an abstraction of a (sub)set
of designs—it is an orthogonal and slightly restricted approach to the inductive
method presented here (detailed differences are discussed later). An incomplete
method in [45] employs abstraction targeting a particular case study. SMT-based
encodings for synthesis in Markov models have been used in, e.g. [24,46]. These
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encodings are typically monolithic—they do not prune the search space via CEs.
Probabilistic CEs have been recently used to ensure that controllers obtained via
learning from positive examples meet given safety properties [74]. In contrast,
we leverage program-level CEs that can be used to prune the design space.

2 Preliminaries and Problem Statement

We start with basics of probabilistic model checking, for details, see [6,7], and
then formalise families of Markov chains. Finally, we define some synthesis prob-
lems.

Probabilistic Models and Specifications. A probability distribution over a
finite set X is a function p: X — [0,1] with Y _\ u(X) = 1. Let Distr(X)
denote the set of all distributions on X.

Definition 1 (MC). A discrete-time Markov chain (MC) D is a tuple
(S, s, P) with finite set S of states, initial state so € S, and transition prob-
abilities P: S — Distr(S). We write P(s,t) to denote P(s)(t).

For S’ C S, the set Succ(S’) :={t € S|3s e S'. P(s,t) > 0} denotes the suc-
cessor states of S’. A path of an MC D is an (in)finite sequence m = sps1532 .. .,
where s; € S, and s; 41 € Succ(s;) for all 4 € N.

Definition 2 (sub-MC). Let D = (S, so, P) be an MC with critical states C' C
S, sp € C. The sub-MC of D,C is the MC D] C = (C U Succ(C), so, P") with:
P'(s,t) = P(s,t) for s € C, P'(s,s) =1 for s € Succ(C)\C, and P'(s,t) =0
otherwise.

Specifications. For simplicity, we focus on reachability properties ¢ = P (0G)
for a set G C S of goal states, threshold A € [0,1] C R, and comparison rela-
tion ~ € {<,<,>,>}. The interpretation of ¢ on MC D is as follows. Let
Prob(D, 0G) denote the probability to reach G from D’s initial state. Then,
D = ¢ if Prob(D, 0G) ~ A. A specification is a set & = {p;};cs of properties,
and D =@ ifVi € I. D = ;. Upper-bounded properties (with ~ € {<, <}) are
safety properties, and lower-bounded properties are liveness properties. Exten-
sions to expected rewards are straightforward.

Families of Markov Chains. We recap an explicit representation of a family
of MCs using a parametric transition function, as in [27].

Definition 3 (Family of MCs). A family of MCs is a tuple ® = (S, so, K,B)
with S, so as before, a finite set of parameters K where the domain for each

parameter k € K is T, C S, and transition probability function B: S —
Distr(K).

The transition probability function of MCs maps states to distributions over
successor states. For families, this function maps states to distributions over
parameters. Instantiating each parameter with a value from its domain yields a
“concrete” MC, called a realisation.
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1 0.1 1
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(a) Dy, with 7'1(k2) = 2,7'1(k3) =2 (b) D, with T'Q(kz) = 2,T2(k3) =4
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Fig. 2. The four different realisations of family ©.

Definition 4 (Realisation). A realisation of a family © = (S, so, K,B) is a
function r: K — S where Yk € K: r(k) € Ty. A realisation r yields an MC
D, = (S,s0,B(r)), where P(r) is the transition probability matrixz in which
each k € K in P is replaced by r(k). Let R® denote the set of all realisations
for®.

As a family © has finite parameter domains, the number of family members (i.e.
realisations from R®) of D is finite, but exponential in |K|. While all MCs share
their state space, their reachable states may differ.

Ezample 1. Consider the family of MCs © = (.5, so, K, ) where S = {0,...,4},
so =0, and K = {ko,...,ks} with Ty, = {0}, Tk, = {1}, T, = {2,3}, Tk, =
{2,4}, T}, = {3} and Ty, = {4}, and P given by:

PB(0) = 0.5: ky +0.5: ko P(1) =0.1: ko +0.8: ks +0.1: ks P(2) = 1: ks
PB3) =1: ks P(4) =1: ks

Figure 2 shows the four MCs of ©. Unreachable states are greyed out.

The function c: R® — N assigns realisation costs. Attaching costs to realisations
is a natural way to distinguish preferable realisations. We stress the difference
with rewards in MCs; the latter impose a cost structure on paths in MCs.

Problem Statement Synthesis Problems. Let ® be a family, and @ be a set of
properties, and B € N a budget. Consider the synthesis problems:

1. Feasibility synthesis: Find a realisation r € R® with D, =& and ¢(r) < B.
2. Maz synthesis: For given G C 8, find 7* € R® with

r* = argmax {Prob(D,,0G) | D, = @ and ¢(r) < B}.
r€ERD
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The problem in feasibility synthesis is to determine a realisation satisfying all
@ € &, or return that no such realisation exists. The problem in max synthesis
is to find a realisation that maximises the reachability probability of reaching
G. It can analogously be defined for minimising such probabilities. As families
are finite, such optimal realisations 7* always exist (if there exists a feasible
solution). It is beneficial to consider a variant of the max-synthesis problem
in which the realisation r* is not required to achieve the maximal reachability
probability, but it suffices to be close to it. This notion of € -mazximal synthesis
for a given 0 < ¢ < 1 amounts to find a realisation r* with Prob(D,,0G) >

(I—¢)- Tlél%)é{Prob(DT7 )}

Problem Statement and Structure. In this paper, we propose novel synthesis algo-
rithms for the probabilistic systems that are based on two concepts, CEGIS [63]
and syntax-guided synthesis [3]. To simplify the presentation, we start with
CEGIS in Sect. 3 and adopt it for MCs and the feasibility problem. In Sect. 4,
we lift and tune CEGIS, in particular towards probabilistic program sketches.

3 CEGIS for Markov Chain Families

We follow the typical separation of concerns as in oracle-guided inductive syn-
thesis [4,39,41]: a synthesiser selects single realisations r that have not been
considered before, and a verifier checks whether the MC D,. satisfies the spec-
ification @ (cf. Fig. 1 on page 1). If a realisation violates the specification, the
verifier returns a conflict representing the core part of the MC causing the vio-
lation.

3.1 Conflicts and Synthesiser

To formalise conflicts, a partial realisation of a family ® is a function 7: K —
S U{L} such that Vk € K. 7#(k) € T, U {L}. For any partial realisations 71, 7,
let 71 C 79 iff 771(143) S {fg(k),L} for all k € K.

Definition 5 (Conflict). Let r € R® be a realisation with D, = ¢ for ¢ € ®.
A partial realisation 7, C 1 is a conflict for the property ¢ iff Dy = ¢ for each
realisation ' D T,. A set of conflicts is called a conflict set.

To explore all realisations, the synthesiser starts with @ := R® and picks some
realisation 7 € Q.! Either D, |= & and we immediately return r, or a conflict is
found: then @ is pruned by removing all conflicts that the verifier found. If @ is
empty, we are done: each realisation violates a property ¢ € .

! We focus on program-level synthesis, and refrain from discussing important imple-
mentation aspects—like how to represent ()—here.
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3.2 Verifier

Definition 6. A wverifier is sound and complete, if for family ©, realisation r,
and specification @, the verifier terminates, the returned conflict set is empty iff
D, =@, and if it is not empty, it contains a conflict 7, C r for some ¢ € P.

Algorithm 1 outlines a basic verifier. It uses an off-the-shelf probabilistic model-
checking procedure CHECK(D,., ¢) to determine all violated ¢ € @. The algo-
rithm then iterates over the violated ¢ and computes critical sets C of D, that
induce sub-MCs such that D, | C' = ¢ (line 6). The critical sets for safety
properties can be obtained via standard methods [2], and support for liveness
properties is discussed at the end of the section.

t_ 05 Y05
O—0 & (D01 Lo
0.5 0.5
(a) Fragment of D, (b) Sub-MC of D,, with C' = {0}

Fig. 3. Fragment and corresponding sub-MC that suffices to refute @

Algorithm 1. Verifier

1: function VERIFY (family D, realisation r, specification @)
2:  Violated < &; Conflict < @; D, «— GENERATEMC(D, 1);
3: for all p € & do

4: if not CHECK(D,, ) then Violated < Violated U {,}
5: for all ¢ € Violated do

6: C, «— COMPUTECRITICALSET(D:., ©)

7 Conflict < Conflict U GENERATECONFLICT(D, r, C,)

8

return Conflict

Ezample 2. Reconsider ® from Examplel with ¢ = {p = P2 (0{2})}.
Assume the synthesiser picks realisation 1. The verifier builds D,, and deter-
mines D, & @. Observe that the verifier does not need the full realisation D,
to refute @. In fact, the paths in the fragment of D,, in Fig.3a (ignoring the
outgoing transitions of states 1 and 2) suffice to show that the probability to
reach state 2 exceeds 2/5. Formally, the fragment in Fig. 3b is a sub-MC D,, | C
with critical states C'= {0}. The essential property is [70]:

If a sub-MC of a MCD refutes a safety property @, then Drefutes ¢ too.

Observe that D,, | C is part of D,, too. Formally, the sub-MC of D,, | C is
isomorphic to D,, | C and therefore also violates @. Thus, D,., = .
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Finally, the verifier translates the obtained critical set C' for realisation r to a
conflict Conflict(C,r) C r and stores it in the conflict set Conflict (line 7). The
procedure GENERATECONFLICT(D, 7, C') identifies the subset of parameters K
that occur in the sub-MCs D, | C' and returns the corresponding partial real-
isation. The proposition below clarifies the relation between critical sets and
conflicts.

Proposition 1. If C is a critical set for D, and p, with D, ¥ ¢ then C is also
a critical set for each D,., v’ D Conflict(C,r), and furthermore D, [ ¢ holds.

Example 3. Recall from Example 2 that D,, ¥ &. This can be concluded without
constructing D,,. Just considering o, ® and C suffices: First, take all parameters
occurring in PB(c) for any ¢ € C. This yields {ki1,ka2}. The partial realisation
7:={ky — 1,ky — 2} is a conflict. The values for the other parameters do not
affect the shape of the sub-MC induced by C'. Realisation ro O 7 only varies
from 71 in the value of k3, but 7(ks) = L, i.e., k3 is not included in the conflict.
This suffices to conclude D,., [~ .

Conflicts for Liveness Properties. To support liveness properties such as
¢ = PsA(OG), we first consider a (standard) dual safety property ¢ :=
P.1_»(0B), where B is the set of all states that do not have a path to G.
Observe that B can be efficiently computed using graph algorithms. We have to
be careful, however.

Ezample 4. Consider D, , and let ¢ = P5s/;(0{4}). D, = @. Then, ¢’ =
P2/ (0{2}), which is refuted with critical set C' = {0} as before. Although
D,, | C is again isomorphic to D,, | C, we have D,, = ¢. The problem here is
that state 2 is in B for D,., as r1(k3) = 2, but not in B for D,.,, as ro(k3) = 4.

To prevent the problem above, we ensure that the states in B cannot reach G in
other realisations, by including B in the critical set of ¢: Let C be the critical
set for the dual safety property ¢’. We define B U C as critical states for ¢.
Together, we reach states B with a critical probability mass?, and never leave

B.

Ezample 5. In D, , we compute critical states {0, 2}, preventing the erroneous
reasoning from the previous example. For D,,, we compute C' = {0} U {3} as
critical states, and as D, | C’ is isomorphic to D,, | C’, we obtain that D, [~ ¢.

4 Syntax-Guided Synthesis for Probabilistic Programs

Probabilistic models are typically specified by means of a program-level mod-
elling language, such as PRISM [50], PIOA [73], JANI [18], or MODEST [15].
We propose a sketching language based on the PRISM modelling language. A
sketch, a syntactic template, defines a high-level structure of the model and rep-
resents a-priori knowledge about the system under development. It effectively

2 A good implementation takes a subset of B’ C B by considering the Prob(D, ¢.B').
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hole X either { XA is 1 cost 3, 2}
hole Y either { YA is 1, 3 }

hole Z either { 1, 2 } module rex

constraint ! (XA && YA); s : [0..3] init 0;

module rex s =0 -> 0.5: s’=1 + 0.5: s’=3;

s : [0..3] init O0; s =1 -> s5’=3;

s =0 ->0.5: s’=X + 0.5: s’=Y; s >= 2 -> s’=s;

s =1 -> s’=s+Z; endmodule

s >= 2 -> s’=s;

endmodule (b) Instance S ({X—1, 22, Y+—3})

(a) Program sketch &g

Fig. 4. Running example

restricts the size of the design space and also allows to concisely add constraints
and costs to its members. The proposed language is easily supported by model
checkers and in particular by methods for generating CEs [33,71]. Below, we
describe the language, and adapt CEGIS from state level to program level. In
particular, we employ so-called program-level CFEs, rather than CEs on the state
level.

4.1 A Program Sketching Language

Let us briefly recap how the model-based concepts translate to language concepts
in the PRISM guarded-command language. A PRISM program consists of one
or more reactive modules that may interact with each other. Consider a single
module. This is not a restriction, every PRISM program can be flattened into
this form. A module has a set of bounded variables spanning its state space.
Transitions between states are described by guarded commands of the form:

guard — pp:update; +...... + pn : update,,

The guard is a Boolean expression over the module’s variables of the model. If the
guard evaluates to true, the module can evolve into a successor state by updating
its variables. An update is chosen according to the probability distribution given
by expressions p1,...,p,. In every state enabling the guard, the evaluation of
P1, ..., Pp Must sum up to one. Overlapping guards yield non-determinism and
are disallowed here.

Roughly, a program P thus is a tuple (Var, E) of variables and commands. For
a program P, the underlying MC [P] are P’s semantics. We lift specifications:
Program P satisfies a specification @, iff [P] E @, etc.

A sketch is a program that contains holes. Holes are the program’s open parts
and can be replaced by one of finitely many options. Each option can optionally
be named and associated with a cost. They are declared as:

hole h either{z; is expr, cost c¢i,...,xy is expr, cost ¢}

where I is the hole identifier, x; is the option name, expr, is an expression over
the program variables describing the option, and ¢; is the cost, given as expres-
sions over natural numbers. A hole h can be used in commands in a similar
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Algorithm 2. Synthesiser (feasibility synthesis)

1: function SYNTHESIS(program sketch &z, specification @, budget B)
2: ¢« INITIALISE(G y, B)

3: R« GETREALISATION(%)

4:  while R # Unsat do

5: C «— VERIFY(GH(R),P)

6 if C = @ then return R

7 b — A (/\Rec LEARNFROMCONFLICT(G 1, R))

8 R — GETREALISATION(%))

9

return Unsat

way as a constant, and may occur multiple times within multiple commands,
in both guards and updates. The option names can be used to describe con-
straints on realisations. These propositional formulae over option names restrict
realisations, e.g.,

constraint(z; V za) = x3

requires that whenever the options z; or zy are taken for some (potentially
different) holes, option 3 is also to be taken.

Definition 7 (Program sketch). A (PRISM program) sketch is a tuple
&y = (Py,Optiong, I',cost) where Py is a program with a set H of holes
with options Optiony, I' are constraints over Optiony, and cost: Optiony — N
option-costs.

Ezample 6. We consider a small running example to illustrate the main concepts.
Figure 4a depicts the program sketch &y with holes H = {X,Y,Z}. For X, the
options are Optiony = {1,2}. The constraint forbids XA and YA both being
one; it ensures a non-trivial random choice in state s=0.

Remark 1. Below, we formalise notions previously used on families. Due to flexi-
bility of sketching (in particular in combination with multiple modules), it is not
straightforward to provide family semantics to sketches, but the concepts are
analogous. In particular: holes and parameters are similar, parameter domains
are options, and family realisations and sketch realisations both yield concrete
instances from a family/sketch. The synthesis problems carry over naturally.

Definition 8 (Realisations of sketches). Let Gy := (P, Optiony, I, cost)
be a sketch, a sketch realisation on holes H is a function R: H — Optiong
with Yh € H. R(h) € Option;, and that satisfies all constraints in I'. The sketch
instance Sy (R) for realisation R is the program (without holes) Py[H/R] in
which each hole h € H in Py is replaced by R(h). The cost ¢(R) is the sum of
the cost of the selected options, c(R) := ), cost(R(h)).

Ezample 7. We continue Example 6. The program in Fig. 4b reflects & (R) for
realisation R = {X+—1, 22 Y3}, with ¢(R) = 3 as cost(R(X)) = 3 and all
other options have cost zero. For realisation R = {Y,Z — 1,X — 2}, ¢(R’) = 0.
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The assignment {X,Y,Z — 1} violates the constraint and is not a realisation.
In total, & represents 6 = 23—2 programs and their underlying MCs.

4.2 A Program-Level Synthesiser

Feasibility synthesis. The synthesiser follows the steps in Alglorithm 2. During
the synthesis process, the synthesiser stores and queries the set of realisations
not yet pruned. These remaining realisations are represented by (the satisfy-
ing assignments of) the first-order formula ¢ over hole-assignments. Iteratively
extending ¢ with conjunctions thus prunes the remaining design space.

We give a brief overview, before detailing the steps. INITIALISE(S g, B) con-
structs 1 such that it represents all sketch realisations that satisfy the constraints
in the sketch &y within the budget B. GETREALISATION(¢)) exploits an SMT-
solver for linear (bounded) integer arithmetic to obtain a realisation R consistent
with 9, or Unsat if no such realisation exists. As long as new realisations are
found, the verifier analyses them (line 5) and returns a conflict set C. If C' = &,
then & (R) satisfies the specification ¢ and the search is terminated. Otherwise,
the synthesiser updates ¢ based on the conflicts (line 7). R is always pruned.

INITIALISE(S 7, B): Let hole h € H have (ordered) options Option, =
{0,11, ...,0p}. To encode realisation R, we introduce integer-valued meta-variables
Ky :={kp | h € H} with the semantics that x, = ¢ whenever hole h has value
ol i.e., R(h) = o},. We set 1 := thopti A Y1 A Peost, Where hope; ensures that
each hole is assigned to some option, ¥y ensures that the sketch’s constraints I’
are satisfied, and 1.os; ensures that the budget is respected. These sub-formulae
are:

Yopti = /\ 1 < kp, < |Optiony,|,  ¢r:= /\ YN}k = ],

heH yel’
|Option,, |
Yeost 1= E wp < BA /\ /\ Kp =1 — wp, = cost(o}) |,
heH heH =1

where [N} /kp = i] denotes that in every constraint v € I" we replace each
option name Ny for an option o} with x;, = 4, and wy, are fresh variables storing
the cost for the selected option at hole h.

Ezample 8. For sketch Gy in Fig. 4a, we obtain (with slight simplifications)

Pi=1<kx <2A1<ky <2A1<kz <2A=(kx =1AKy =1)A
wx twy twz < BArx=1—wx =3Akx=2—>wx =0Awy =0=wyz.

GETREALISATION(%): To obtain a realisation R, we check satisfiability of ).
The solver either returns Unsat indicating that the synthesiser is finished, or
Sat, together with a satisfying assignment ar: Ky — N. The assignment apr

) = OOtR(m
T Yh

uniquely identifies a realisation R by R(h ). The sum over all w I gives

¢(R).
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Algorithm 3. Synthesiser (max synthesis)

1: function SYNTHESIS(SGx, @, B, goal predicate G, tolerance ¢)
2: A"« o0, R* « Unsat, ¢ < INITIALISE(GH, B)

3: R < GETREALISATION(%))

4:  while R # Unsat do

5: C, Anew — OPTIMISEVERIFY(G i (R), P, G, \",€)

6: if C =2 then \*,R* «— A\pew, R

7 W — A (/\1—3EC LEARNFROMCONFLICT(G g, R))

8 R «— GETREALISATION(%))

9

return R*

const int X = 1, Y = 3; e
e module rex
module rex s : [0..3] init 0;
s : [0..3] init O0; s=0 -> 0.5:s’=X + 0.5:s5’=Y;
s=0 -> 0.5: s’=X + 0.5: s’=Y; s=3 -> s’=3
endmodule endmodule
(a) CE for upper bound (b) CE for lower bound

Fig. 5. CEs for (a) P<o.4[F s=3] and (b) P>¢.¢[F s=2].

VERIFY (S g (r),®): invokes any sound and complete verifier, e.g., an adaption
of the verifier from Sect. 3.2 as presented in Sect. 4.3.

LEARNFROMCONFLICT(S 7, R): For a conflict® R € C, we add the formula

—\( /\ Kh :ozR(Fch)).

heH,R(h)#L

The formula excludes realisations R’ O R. Intuitively, the formula states that the
realisations remaining in the design space (encoded by the updated ) cannot
assign the h as in R (for holes where R(h) # L).

Ezample 9. Consider ¢ from Example8. The satisfying assignment (for B >
3) is {kx — 1l,ky,kz — 2,wx — 3,wy,wz — 0} represents R, ¢(R) = 3
from Example 6. Consider & = {P<(.4[{ s=3]}. The verifier (for now, magically)
constructs a conflict set {R} with R = {Y ~ 3}. The synthesiser updates
¥ < Y A Kky # 2 (recall that ky = 2 encodes Y +— 3). A satisfying assignment
{kx,ky,kz — 1} for ¢ encodes R’ from Example 7. As Sy (R’) |= &, the verifier
reports no conflict.

Optimal Synthesis. We adapt the synthesiser to support max synthesis, cf.
Alglorithm 3. Recall the problem aims at maximizing the probability of reaching

% As in Sect.3.1: A partial realisation for Gy is a function R: H — Optiony U {1}
s.t. Yh € H. R(h) € Option, U {L}. For partial realisations R1, Rz, let R1 C Ry iff
Vh € H. Ri(h) € {Rz2(h), L}. Let R be a realisation s.t. G (R) [~ ¢ for ¢ € .
Partial realisation R, C R is a conflict for ¢ iff VR’ D R, & (R') ¥ ¢.
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states described by a predicate G, w.r.t. the tolerance ¢ € (0,1). Algorithm 3
stores in A* the maximal probability Prob(&y(R),0G) among all considered
realisations R, and this R in R*. In each iteration, an optimising verifier is
invoked (line5) on realisation R. If &g (R) | @ and Prob(&x(R), 0G) > A\*,
it returns an empty conflict set and Apew := Prob(&y(R), 0G). Otherwise, it
reports a conflict set for @ U {P>_y.\-(0G)}.

4.3 A Program-Level Verifier

We now adapt the state-level verifier from Sect.3.2 in Alglorithm 1 to use
program-level counterexamples [71] for generating conflicts, [68, Appendix] con-
tains details.

GENERATEMC(& g, R): This procedure first constructs the instance &g (R), i.e.,
a program without holes, from &y and R, as in Fig.4b: Constraints in the
sketch are removed, as they are handled by the synthesiser. This approach allows
us to use any model checker supporting PRISM programs. The realisation is
passed separately, the sketch is parsed once and then appropriately instantiated.
The instance is then translated into the underlying MC [ &g (R)] via standard
procedures, with transitions annotated with their generating commands.

COMPUTECRITICALSET(D, ¢) computes program-level CEs as analogue of crit-
ical sets. They are defined on commands rather than on states. Let P = (Var, E)
be a program with commands E. Let P|g := (Var, E') denote the restriction of
P to E' (with variables and initial states as in P). Building Pz may introduce
deadlocks in [P ] (just like a critical set introduces deadlocks). To remedy this,
we use the standard operation fixdl, which takes a program and adds commands
that introduce self-loops for states without enabled guard.

Definition 9. For program P = (Var,E) and specification ® with P = &,
a program-level CE E' C FE is a set of commands, such that for all (non-
overlapping) programs P’ = (Var,E") with E” 2O E' (i.e, extending P’),
fixdl(P') £ @.

Example 10. Reconsider ¢ = {P<( 4[¢ s=3]}. Figure 5a shows a CE for &y (R)
in Fig.4. The probability to reach s=3 in the underlying MC is 0.5 > 0.4.

For safety properties, program-level CEs coincide with high-level CEs proposed
in [71], their extension to liveness properties follows the ideas on families. The
program-level CEs are computed by an extension of the MaxSat [14] approach
from [33], [68, Appendix] contains details and extensions.

GENERATECONFLICT(S 7, R, E) generates conflicts from commands: we map
commands in &y (R)|g to the commands from &y, i.e., we restore the informa-
tion about the critical holes corresponding to the part of the design space that
can be pruned by CE E. Formally, Conflict(E, R)(h) = R(h) for all h € H that
appear in restriction &y g.
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Proposition 2. If E is a CE for Gy (R), then E is also a CE for each Sy (R/),
R’ D Conflict(E, R).

Ezxample 11. The CEs in Fig. 5a contain commands which depend on the realisa-
tions for holes X and Y. For these fixed values, the program violates the specifi-
cation independent of the value for Z, so Z is not in the conflict {X — 1,Y — 3}.

5 Experimental Evaluation and Discussion

Implementation. We evaluate the synthesis framework with a prototype* using
the SMT-solver Z3 [56], and (an extension of) the model checker Storm [34].

Case Studies. We consider the following three case studies:

Dynamic Power Management (DPM). The goal of this adapted DPM prob-
lem [13] is to trade-off power consumption for performance. We sketch a con-
troller that decides based on the current workload, inspired by [39]. The fixed
environment contains no holes. The goal is to synthesise the guards and updates
to satisfy a specification with properties such as ¢;: the expected number of lost
requests is below A, and ¢»: the expected energy consumption is below k.

Intrusion describes a network (adapted from [51]), in which the controller tries
to infect a target node via intermediate nodes. A failed attack makes a node
temporarily harder to intrude. We sketched a partial strategy aiming to minimise
the expected time to intrusion. Constraints encode domain specific knowledge.

Grid is based on a classical benchmark for solving partially observable MDPs
(POMDPs) [48]. To solve POMDPs, the task is to find an observation-based
strategy, which is undecidable for the properties we consider. Therefore, we
resort to finding a deterministic k-state strategy [55] s.t. in expectation, the
strategy requires less than A steps to the target. This task is still hard: finding a
memoryless, observation-based strategy is already NP-hard [29,69]. We create a
family describing all k-state strategies (for some fixed k) for the POMDP. Like
in [47] actions are reflected by parameters, while parameter dependencies ensure
that the strategy is observation-based.

Evaluation. We compare w.r.t. an enumerative approach. That baseline linearly
depends on the number of realisations, and the underlying MCs’ size. We focus on
sketches where all realisations are explored, as relevant for optimal synthesis. For
concise presentation we use Unsat variants of feasibility synthesis. Enumerative
methods perform mostly independent of the order of enumerating realisations.
We evaluate results for DPM, and summarise further results. All results are
obtained on a Macbook MF839LL/A, within 3h and using less than 8 GB RAM.

DPM has 9 holes with 260 K realisations, and MCs have 5 K (reachable) states
on average, ranging from 2K to 8K states. The performance of CEGIS signif-
icantly depends on the specification, namely, on the thresholds appearing in the

4 https://github.com /moves-rwth /sketching.
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Fig. 6. Performance (runtime and iterations) on DPM (Color figure online)

properties. Fig. 6a shows how the number of iterations (left axis, green circle)
and the runtime in seconds (right axis, blue) change for varying A for property
1 (stars and crosses are explained later). We obtain a speedup of 100x over the
baseline for A = 0.7-\*, dropping to 23x for A = 0.95-\*, where \* is the mini-
mal probabilty over all realisations. The strong dependency between performance
and “unsatisfiability” is not surprising. The more unsatisfiable, the smaller the
conflicts (as in [33]). Small conflicts have a double beneficial effect. First, the pro-
totype uses an optimistic verifier searching for minimal conflicts; small conflicts
are found faster than large ones. Second, small conflicts prune more realisations.
A slightly higher number of small conflicts yields a severe decrease in iterations.
Thus the further the threshold from the optimum, the better the performance.

Reconsider Fig. 6a, crosses and stars correspond to a variant in which we have
blown up the state space of the underlying MCs by a factor B-UP. Observe that
performance degrades similarly for the baseline and our algorithm, which means
that the speedup w.r.t. the baseline is not considerably affected by the size of the
underlying MCs. This observation holds for various models and specifications.

Varying the sketch tremendously affects performance, cf. Fig. 6b for the per-
formance on variants of the original sketch with some hole substituted by one of
its options. The framework performs significantly better on sketches with holes
that lie in local regions of the MC. Holes relating to states all-over the MC are
harder to prune. Finally, our prototype generally performs better with speci-
fications that have multiple (conflicting) properties: Some realisations can be
effectively pruned by conflicts w.r.t. property (1, whereas other realisations are
easily pruned by conflicts w.r.t., e.g., property ©s.

Intrusion has 26 holes and 6800 K realisations, the underlying MCs have only
500 states on average. We observe an even more significant effect of the prop-
erty thresholds on the performance, as the number of holes is larger (recall the
optimistic verifier). We obtain a speedup of factor 2200, 250 and 5 over the
baseline, for thresholds 0.7-1*, 0.8-A* and 0.9-\*, respectively. For 0.7-\*, many
conflicts contain only 8 holes. Blowing up the model does not affect the obtained
speedups. Differences among variants are again significant, albeit less extreme.
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Grid is structurally different: only 6 holes in 3 commands and 1800 realisations,
but MCs having 100 K states on average. Observe that reaching the targets on
expectation below some threshold implies that the goal must almost surely be
reached. The MCs’ topology and the few commands make pruning hard: our
algorithm needs more than 400 iterations. Still, we obtain a 3x speedup for
A = 0.98-\*. Pruning mostly follows from reasoning about realisations that do
not reach the target almost surely. Therefore, the speedup is mostly independent
of the relation between A and \*.

Discussion. Optimistic verifiers search for a minimal CE and thus solve an
NP-hard problem [28,71]. In particular, we observed a lot of overhead when
the smallest conflict is large, and any small CE that can be cheaply computed
might be better for the performance (much like the computation of unsatisfiable
cores in SMT solvers). Likewise, reusing information about holes from previous
runs might benefit the performance. Improvements in concise sketching, and
exploiting the additional structure, will also improve performance.

Sketching. Families are simpler objects than sketches, but their explicit usage
of states make them inadequate for modelling. Families can be lifted to a
(restricted) sketching class, as in [27]. However, additional features like conflicts
significantly ease the modelling process. Consider intrusion: Without constraints,
the number of realisations grows to 6-10'%. Put differently, the constraint allows
to discard over 99.99% of the realisations up front. Moreover, constraints can
exclude realisations that would yield unsupported programs, e.g, programs with
infinite state spaces. While modelling concise sketches with small underlying
MCs, it may be hard to avoid such invalid realisations without the use of con-
straints.

Comparison with CEGAR. We also compared with our CEGAR-prototype [27],
which leverages an abstraction-refinement loop for the synthesis. We observed
that there are synthesis problems where CEGIS significantly outperforms
CEGAR and vice versa. Details, including an evaluation of the strengths and
weaknesses of CEGIS compared to CEGAR, are reported in [68, Appendix]. In
our future work, we will explore how to effectively combine both approaches to
improve the performance and scalability of the synthesis process.
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