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Abstract
It is understood that if ministers want to know anything, it will be brought to their notice.

If they go out looking for information, they might . . . -Find it? -Yes.

The emergence of the Internet has provided an unprecedented ability for people to
browse and visit many different electronic places in an instant. However, this real-time
connectivity is resulting in significant threats to individual privacy we can see in everyday
life and whose theoretical potential has been demonstrated by researchers in recent five
years.

The very same mechanisms underpinning the power of on-line services can also be used
(sometimes without users’ knowledge or consent) to collect sensitive information about an
individual or his/her behaviour. Powerful data collection techniques, users’ inability to
find out what is being collected nor how to stop it, combined with press and TV exposures
of revealed “bad actors” in privacy, have resulted in ever increasing lack of trust among
on-line Internet users. Recent studies showed vigilance of Internet banking users and e.g.
changes in their behaviour to decrease risks of online fraud.

The manner in which Internet on-line service providers behave and how they collect
information about consumers stands at the root of privacy problems. The basic questions
here are: how much information should be collected, to what extent should the information
be used and for what purposes, and how, if at all, should the information be shared with
other vendors and partners.

When we turn the table we will find out the other side of the game that is becoming
important in mobile and ubiquitous computing. There is a strong research effort in the
areas of large distributed systems, ubiquitous computing, and peer-to-peer networks with
the main goal to make communication and computation as effective as possible. To reach
this goal, we need substantial amount of information about system components as well as
about users. Of course, it is a clear threat unquestionably deteriorating privacy of users
beyond today’s reality. Shortly, the surge in ubiquitous computing is bringing in new
security challenges.

Technologies allowing communication in global environment become actual. Mobility
is another paradigm for modern communication technologies – backed by growing numbers
and computational power of mobile phones and other mobile computing platforms. Mobile
phones are using communication networks of mobile operators to communicate with each
other but new phone models are going to allow easy connection to Internet not only for data
communication but for cheap voice connections in very near future. Mobile devices, not
only mobile phones, communicating through the Internet have the potential to physically
move over long distances and their access to the communication infrastructure is provided
by mutually independent subjects (ISPs, mobile operators, nonprofit organizations).
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What I have just described is a highly distributed environment with a very loose or
missing hierarchical structure available for system administration. Security issues form
an important part of administration and it implies necessity to solve security problems in
distributed manner. This also fully applies to security mechanisms like authentication and
authorization.

One of the available approaches is based on introduction of trust (or reputation). This
approach does not require user enrollment – a process hardly feasible in the above men-
tioned distributed environments. All security decisions are then based on history of dealing
with particular parties without knowing there real-world identity while using virtual iden-
tity systems instead. However, to be able to reason about someone’s trustworthiness, we
need to know quite a few information about the person’s behaviour. In different wording,
we need to know a substantial amount of contextual (personal) information.

This thesis, as well as papers it is based on, attempt to identify security properties
needed for these news types of systems and find out the equilibrium between privacy
and trustworthiness one will need to efficiently and securely access resources in future
ubiquitous environments.

The final chapter and the first appendix deal with a special category of systems de-
signed to provide anonymity for users. I try to introduce a possible and very interesting
combination of anonymity and reputation systems where the reputation system is supposed
to guard privacy of users.
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Chapter 1

Introduction

-The minister’s just left the office Sir Humphry, that’s all.
-That’s all? Do you mean he’s loose in the building?

Identity, identification, profiling, big brother, anonymity, privacy, identity theft, online
fraud – all these terms are used very often not only in research circles but in mass media
as well. We are probably more aware about situation in Europe than in American, or
Asian states as Europe is a special case in a way it treats privacy. Governments all over
the Europe recognise the right for privacy as one of the basic fundamental freedoms and
their policy reflects this fact. This is the main cause for a number of laws passed to protect
privacy of citizens despite terrorism threats actual in the last four years.

United States are somewhat different as freedom of speech is just untouchable and as
a result, anyone can publish personal information it possesses regardless who is subject of
the information, even if this is a sensitive personal information. Well, it has been the case
for until very recently and one can feel a light swing in perception of privacy caused by
the alarming rise of identity theft in the United States. Asian states, on the other hand,
recognise much stronger role of states as entities protecting citizens and as such they can
use personal information (breach privacy) with much more freedom.

In general, common people only start realising that there is something like personal
information and that it might be very uncomfortable to share this information with strange
agencies. There has been several studies recently trying to estimate the price of personal
information – surprisingly many people are willing to share their address or the way they
create their passwords. What I am not so sure is the reason for this behaviour. One
of possible causes may be that the interviewees had no time to think about potential
consequences. Victims of identity fraud who already found out that it is very costly to
recover own identity after it being exploited for any sort of crime. Some examples show
that such a recovery effort may take 600 hours – to prove that their identity was stolen
and clean credit reports [38]. An interesting question here is what would be the results of
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the mentioned studies if they interviewed these victims.

I am going to describe the data about users behaviour as contextual information as they
describe behaviour of users of information systems, their habits, interests, social networks.
In general, they specify contexts in which users interact with information systems. This
thesis deals with two sides of contextual information. One of the sides related to processing
of contextual information is privacy. As already mentioned, this is an aspect already
widely recognised and its importance is further increasing. The other side is related to
trustworthiness and reputation of a person. As it will be argued in more detail later on, we
are particulary interested in the case when one cannot find out real identities of users in
distributed systems as they are using digital pseudonyms. However, if it is possible to link
actions of this party together (to the pseudonym), it is possible to use it to compute user’s
trustworthiness and/or reputation and use the resulting values for security and access
control decisions.

1.1 Privacy

There are different definitions of privacy varying with context and environment. The term
has been usually defined as the right of a person to be left alone, or to exercise control
over one’s personal information, or ability to protect individual dignity and autonomy.
Basically, four basic types of privacy have been defined [61, 28].

Information privacy governing collection and handling of personal data. These data
can be credit information (in countries using extensively credit history for people’s
trustworthiness evaluations), medical records, and generally any records containing
information about one’s way of life. It is also known as “data protection”;

Bodily privacy concerns the physical protection against invasive procedures such as ge-
netic tests, drug testing, biometric sampling;

Privacy of communications covers the security of data related to any kind of com-
munication users exercise: mail, telephones, mobile phones, e-mail, and so on; and
finally

Territorial privacy concerning the setting of limits on intrusion into the domestic and
other environments of people like workplace or public space. This is the area covering
for example warrants, legal house searches, ID checks, CCTV usage, surveillance.

From the computer scientist’s point of view, the most important areas are those of
information and communication privacy. Communication privacy is a part of a broader
area of communication security and cryptography. This is covered by a massive number
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of publications dating back to mid 70ies when systematic open research started, and much
further back to history if assuming simple systems for protecting confidentiality of mes-
sages. We can say that we have got sufficient set of mechanisms allowing us to protect our
communication and thus ensure communication privacy.

Very different story is with information privacy. The usual perception of the infor-
mation privacy covers protection of data about persons that are stored in information
systems or databases. The personal data in question contain names, addresses, social se-
curity numbers, national insurance numbers, identification numbers derived from birthday,
political orientation, or medical information. This has changed in 1981 with the article of
David Chaum – Untraceable electronic mail, return addresses, and digital pseudonyms [11].
The article shows how to use public key cryptography to hide communication partners for
emails. This is one of the first examples when behaviour of users got under spot-light. This
aspect is much more relevant today as people are using computers for different and various
activities. From emails to voice over IP, from downloading music to grocery shopping.

This sort of information allows anyone to learn about a person of interest much more
than a “static” list of personal information items. As we can find out from the Free
Haven project website (www.freehaven.org), the literature covering this subject is very
sparse until about 1998-2000. We can say that the year 2000 signs beginning of rigorous
research into security of systems. The obvious target was anonymity of users in respect to
their communication privacy – unlinkability to their communication partners. Location
(or geographic) privacy is another important issue gaining importance with mobile devices
and ubiquitous computing. Although there is a push to find geographical location even
for Internet users

The information about users’ behaviour is also used in reputation systems. This time,
the information about behaviour is the basis for reputation computations. Reputation
is subsequently exploited for security decisions. Reputation systems are connected with
trust. Trust has been one of the main issues from the beginning of security research.
It has been (and still is) crucial aspect of public-key infrastructures (based on PGP or
X.509). Blaze, Feigenbaum, and Lacy [4] defined decentralized trust management as a
distinct component of network security. This paper defines PolicyMaker system that is
decentralized but still based on existence of public key systems delivering bedrock for the
trust.

During the last ten years many reputation systems have been proposed but most
of then did not attract much attention of security community. The problem is pretty
straightforward. The trust-based or reputation-based mechanisms are not as reliable as
conventional security mechanisms. They are based purely on former behaviour of users and
users can exploit this to fool the system by honest behaviour until an adversary action
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is worth to be launched. This is something that cannot be avoided and is an intrinsic
property of all reputation systems.

As I am arguing further on, the research into reputation systems exists in two commu-
nities – security research and research in ubiquitous computing. The two groups also have
slightly different objectives. Most of the papers published by security researchers tackle
reputation as a possible enhancement of existing security mechanisms where existing re-
sults are not satisfiable while trust is the only way out of security problems in ubiquitous
computing. I believe that while mobile computing is a relatively new area of research it
will change the view on the importance of reputation systems.

1.2 Anonymity Systems

Research in the area of anonymity systems was started with [11] by David Chaum in
1981. The anonymity systems are supposed to ensure user anonymity when communicating
with other users or when accessing various resources (primarily) in the Internet. Another
goal of anonymity (privacy preserving) systems is to ensure uncensored and unpunishable
publication of potentially controversial information. These systems must provide secure
and distributed storage of documents so as nobody is able to alter the content nor shut
down a server repositing the document and thus make the document inaccessible [17, 24,
29, 34, 50, 67, 68, 77].

I am primarily concerned with the former type of systems ensuring anonymity during
communication. Obviously, these system cannot fulfill functionality goals without massive
use of cryptography as security requirements are very high nowadays. Such system must be
distributed, information are subsequently relayed by several randomly selected nodes and
each node can see only its neighbours in the route and the rest of the nodes on the route
must remain secret (anonymous). The systems should be resilient not only to outsider
attacks but also to compromise of a certain number of their own nodes. When looking
at the history of anonymity systems, there are three commonly distinguishable types of
anonymity systems:

1. Cypherpunk remailers (Type I) – these remailers just simply strip off the sender’s
address. The message can be encrypted while being sent to the remailer and remailers
(anonymizing nodes) can be chained. The remailers do not keep any logs about traffic.

2. Mixmaster remailers (Type II) – Mixmaster is a protocol (currently IETF draft in
version 2 [57]) based on David Chaum’s mix-net concept. One needs a special client to
use this protocol for anonymous message sending.

3. Mixminion remailers (Type III) – this is the most complicated protocol for preserving
privacy of its users. The protocol was designed by Danezis, Dingledine, and Mathewson
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[17]. Unlike Mixmaster encrypting particular messages, Mixminion uses encryption on
the link (TLS). There are also integrated directory servers that are synchronised and
there is a simple policy for using dummy traffic.

Hand in hand with development of new technologies for remailer systems there has also
been a progress in research of attacks on these systems. The original idea of anonymizing
systems is to protect users from traffic analysis (as argued e.g. by Chaum in one of the
first papers [12]). First paper breaking RSA implementation of MIXes appeared in 1990
[63]. Analyses of systems and successful attacks started to be regularly published from
2000 [2, 37, 66]. The complexity of the anonymity systems has been growing but new
attacks followed. For a while, Tor (second generation onion routing system) seemed to
be a very good implementation of remailer system, ensuring the required level of privacy.
Mixmion (one of the newest) is a system whose design has taken into account all known
attacks applicable on anonymity systems. However, it has been demonstrated that even
a perfect system is not able to fully protect privacy of communicating users. There has
been a series of works published by George Danezis, Andrei Serjantov, Paul Syverson,
Claudia Diaz and others [18, 20, 59, 72] (to cite a few) showing that non-random (biased,
predictable) behaviour of users is the key determining their privacy. Many previous works
assumed that user behaviour is uniformly random and used this assumption for deriving
properties of the anonymity systems. Unfortunately, habits and regularities in behaviour
allowed to minimise anonymity set of users and effectively breach their privacy. The
attacks then used properties of the systems (e.g. how much time does it take to tunnel a
message) and user’s behaviour.

Contextual information such as how many messages a week is one sending, at what
daytimes, what is a probable number of recipients, and so on, gained a new dimension.
They become the key to a successful attack on user’s privacy.

1.3 Reputation Systems

The research into reputation systems is split into two rather disjoint communities. The first
group consists of people primarily focused on security and cryptography, and anonymity
systems as such comprise one of the interesting areas. The second group of scientists has
been interested in distributed systems or ubiquitous computing and reputation has been
just one of the ways out of security problems when commonplace security mechanisms
cannot be used because of the distributed nature of the systems in question.

The two groups also have different objectives. Most of the papers published by security
researchers tackle reputation as a possible enhancement of existing security mechanisms
where existing results are not satisfiable. The situation is much more interesting in de-
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centralised distributed environment. All currently deployed security mechanisms assume
existence of a domain of trust encompassing a system we need to secure. This trust
domain ensures authentication and authorisation mechanisms. We are able to manage
security and deploy access control only within trust domain. The distributed environment
lacking existence of such a domain of trust forbids use of security mechanisms requiring
authentication and authorisation.

A similar situation has arisen with X.509 standard, when people started realising that
one world-wide certification authority would never work. The original concept that was
rather simple had to change. Public key certificates (the seeds of trust) had to contain
much more information. The complexity of certification authorities grew up, as well as
requirements on certificate owners and relying parties that have to be able to trustworthily
verify validity of certificates. All the complications just to allow for mutual recognition of
certificates issued by different certification authorities – and we still need external interfer-
ence to establish trust between independent certification authorities (cross-certification).

There was another way of “doing business”. X.509 technology is really complicated
and there were those crypto export restrictions. This misery has become a virtue. The
idea was very simple – what is a more secure way of exchanging public keys than physically
meeting one’s friend and exchange floppies, or business cards or any other “material form”
of public keys. This approach introduced the concept of web of trust and PGP has arisen.
The web of trust is an extension of mutual trust between two parties onto parties that are
trusted by any of these two parties and subsequently by all parties “added into the web”.

If Peter and Vashek are to exchange their public keys, Vashek may trust Peter in such
a way that he accepts all public keys Peter has previously obtained from his friends. The
fundamental question here is whether we can use the same paradigm in digital world –
without physically meeting parties we are supposed and willing to trust.

1.3.1 Trust

It is just natural that from two terms – trust and reputation – the trust was elaborated
first. Paper [4] of Matt Blaze, Joan Feigenbaum, and Jack Lacy is often cited as the one
defining trust management as a distinct component of network security. They have defined
a language, PolicyMaker, allowing expression and reasoning about trust relationships. The
power of the language was demonstrated on public key validity verification.

Independently, trust was studied by sociologists and psychologists. An example can be
[56], an extensive study trying to identify all possible meanings of trust and citing a huge
number of sources. Conceptually, trust may be classified into six categories: disposition,
structural, affect/attitude, belief/expectancy, intention, and behaviour. Orthogonally to
this classification, trustee can be classified in another six categories: competence, benevo-
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lence, integrity, predictability, openness/carefulness /. . . , and other trustees. As you can
see such a complex definition is unrealistic to implement in information systems. The
general conclusion, for our purposes, is that human trust is too complex notion and we
shall follow the quotation by Robert Kaplan ([56]).

. . . researchers . . . purposes may be better served . . . if they focus on specific compo-
nents of trust rather than the generalized case. – Robert Kaplan.

Grandison and Sloman define trust in [33] as: “. . . [trust] is a particular level of the
subjective probability with which an agent assesses that another agent or group of agents
will perform a particular action . . . in a context in which it affects his own action.”. Thus,
trust can be again seen as a prediction of future behaviour. Reputation is by [54] defined
as one of the factors influencing trust. Reputation is also context dependent as shown e.g
in [9] or [58].

SECURE project [70] has introduced several mathematical definitions of trust. All are
based on a function from a pair of principals (trusting principal and trustee) into a set of
trust values. It is also important to mention that the trust here varies with context. Once
trust is formed, it becomes subject of evolution and eventually propagation (here we are
getting towards reputation). I am going to talk about it more later but the mathematical
definitions constituted a base for interesting reasoning about trust. It is also true, from
my viewpoint, that it would be very difficult to use these trust models in most real-world
applications with autonomous security decision making.

The important fact is that trust as introduced by SECURE project deliverables and
papers is based on evidence. It is essential leap from usual understanding of trust as a result
of verifying a token issued by trusted third party (e.g. certificate issued by certification
authority or ticket issued by Kerberos server). We begin to derive trust from partial and
imprecise information obtained from possible untrustworthy party/principal.

1.3.2 Reputation

Difference between trust and reputation can be defined simply as follows:

Trust is an opinion of one party on many.

Reputation is an opinion of many on just one party.

One of the reputation definitions is “. . . a perception a party creates through past
actions about its intentions and norms” [51]. This definition does not require existence of
more than one party collecting evidence and participating in the reputation evaluation.
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It means that we need a mechanism to transfer trust between principals so as one of
them can compute reputation of the principle she/he is interested in. It is remarkable
though that there is a long list of articles dealing with reputation systems but far less
papers with “trust” as one of their keywords.

The notion of reputation system is generally used for systems using recommendations
of users. These systems are centralised - there is one virtual server offering a set of
services. Users then recommend services, objects, other users (as trustworthy for certain
transactions). Examples of such systems are Google search engine or eBay on-line auction
sites. Both systems work fine under stable and predicted conditions. This can change if
an attack of large scale is launched and trustworthiness of villains is artificially improved.
(There is a case of a trio of fraudsters who were sentenced in UK for a worldwide fraud
via eBay worth at least 300,000 pounds. They used a dozen pseudonyms in eBay to boost
their trustworthiness.)

There are two basic types of dishonest users in reputation systems. Passive, e.g. selfish
users want to use the system without contributing to its quality. This is especially im-
portant when the system is dependant on active users by its nature. The most commonly
known type here are free-riders, problem of P2P systems. The second type is an active
malicious attacker. These attackers target the system itself, its part(s), or users with the
goal to cause denial of service or to gain unfair advantage. [71] names five basic behaviours
of malicious attackers.

Traitor Here is meant a principal behaving for a certain period and then instantly chang-
ing her/his behaviour. The result of this activity is that the principal gains sufficient
reputation/trustworthiness to get wide access to the system and this trustworthiness is
later-on exploited for obtaining unauthorised access to system’s resources.

Collusion This is a situation when considerable number of principals cooperates in an
attack. Douceur [26] shows that it is feasible for the attacker, under certain conditions,
to create unlimited (or at least considerable) number of identities (virtual principals)
able to take control over the whole system. The attacking principles are also called
“cliques”.

Front peer There also may exist principals gaining reputation through correct behaviour
that is further boosted by help of other front peers in a clique. This reputation is then
used to promote malicious peers and thus speed-up evolution of their trustworthiness
(as you can see I am using terms reputation and trustworthiness as equivalent).

Whitewasher It does not have to be necessarily attack on the system. Principles, white-
whashers, are changing their identity when their reputation declines below certain
threshold or to get rid of certain evidence.
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Denial of service Users are using their reputation and force system to bring to bear
extreme amount of resources to cover their request. This way, the system’s service is
denied to other authorised users.

A similar but shorter list has been defined in [54]:

Inactivity refers to free-riders activity – using resources but not offering anything in
exchange;

Defame is an activity when attacker is giving recommendations lowering reputation of
victim on purpose;

Collusion is a situation when multiple attackers are propagating good reputation to
promote each other.

Utilisable reputation system should be able to detect and react to all of the above
mentioned types of attacks. Naturally, it is not possible to cover all attacks for arbitrary
number of attackers. However, we should still be able to define or estimate robustness of
our system against all types of attacks. I can therefore define the following incomplete list
of desired properties a good reputation system should have.

• Valid – system fulfills its basic goal, assigns reputations that reflect principles’ behaviour
and is able to discern honest from dishonest ones.

• Distributed – there is no trusted third party establishing domain of trust. Nor should
there be any centralised storage for any data.

• Robust – system is able to detect and defend itself against attacks as listed above.

• Timely – changes in reputations should reflect recent behaviour of entities.

• Resource-saving – Computations of reputations and any other computations should
take into account limited resources of nodes in the network (typically mobile devices).

• Flexible – if there are sharp changes in an entity behaviour, system is able to react
quickly as well and spread information about this change throughout the system if
possible.

• Scalable – it is easy to remove and add new entities into the system.

• Coherent – reputations of particular entities are coherent in the whole system.

These are however rather high-level requirements. It is also possible to identify basic
threats on the level where it is possible to identify possible mechanisms preventing them.
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The following lines contain potential threats related to exchange of recommendations (one
of the possible instances of reputation instantiation).

• Lack of Privacy of Feedback Provider or Target – one of the issues I will be discussing
later in the thesis. It is very hard to ensure privacy and accountability in distributed
systems.

• Tampering of Feedback – to prevent this is relatively straightforward if we are able to
establish a common key between the parties exchanging the feedback. However it is
not so easy – see the next bullet.

• Masquerading of Identity – another problem of distributed systems. We can never
be sure that who we are talking to is not a proxy masquerading as someone else.
Either we are able to proof our identity – in this case we do need direct contact with
our counterpart, or we need a trusted third party, or we have to take into account
possibility of a proxy existence all the time.

• Intercept of Feedback – this is a problem very similar to tampering. The same solutions,
the same obstacles.

• Repudiation of Feedback – the problem here can be viewed from two different angles.
The first viewpoint is of the connection between digital identity being used in the
reputation system and physical identity of the agent. Fortunately, we do not necessarily
need to provide this but it is, indeed, advantageous to know that agents do not switch
digital identities (pseudonyms). One of the solution here may lie in the economics.
If the system is able to give obvious advantage to those agents with digital identity
provably existing for a long time users will not be tempted to change their pseudonyms
and we obtain a solid base for repudiation/non-repudiation of feedback’s provider. The
second point of view is repudiation of the data (assurance the data do not change
during transmission). It is the question of authenticating data messages that can be
easily done if we can make use a cryptography.

• Shilling Attack – is a particular attack based on deception of the feedback provider. It
is a behaviour that should be penalised by decreasing trustworthiness of the provider.
This, however, presumes existence of mechanisms able to detect fraudulent behaviour.
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Chapter 2

Reputation Systems

-I’ll bet the first thing he says is. ”Any reports on my Washington speech?”
-How much? -A pound. -Done. He wont because he’s already asked . . .

In the car on the way back from Heathrow.

Trust and reputation are still relatively new notions and it is impossible to formulate
definitions that would withstand new research results. As it was already mentioned, trust
is rather complicated term and this chapter is discussing one facet of trust – computa-
tional trust. After all, although it is useful to have rich definitions for reasoning, we need
something to grasp and describe in a way allowing implementation.

Dieter Gollmann said during ESORICS 2005 conference that one of the main problem
of security is trust [32]. The reasoning is simple – once you trust someone, you tend to
authorise her to access your resources. Any such authorisation can be abused and it is
very hard to prevent the abuse – after all, you trusted her and authorised her.

When we start talking about trust we have to take risk into account as well. When we
reason about reputation systems for a while, we will find out that what we want to solve
is a problem that risk analysis, threat analysis, threat assessment have been solving for
long time. The crucial difference is that we have to do it in real-time and automatically.
However, there was a relatively long journey before we have proposed an architecture that
is very similar to the processes commonly used for risk analysis.

Remark: Before I move forward, one note must be made. I am going to use adjectives
trust-based and reputation when referencing systems I am discussing. The community, I
was primarily talking with, is using the term trust-based systems. When I started looking
for and studying available sources this was the buzzword I was using. It took me a little
while to realise that what I am looking for is also called reputation systems. The latter term
is common in the community doing research in the area of computer security while trust-
based comes and is much more used by pervasive and ubicomp community. As I am trying
to connect ideas from both of these communities I will be using both terms interchangeably.
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One of the goals of the SECURE project (the project I took part in during my stay
at Cambridge University) was to devise a general architecture for trust-based systems. I
believed that the first of the steps would be to draw a diagram with data flows and basic
processing blocks. It turned up that it is not as simple as I (and not only me) thought
in the beginning. Input and output data were more less stable: trust, risk, and evidence
were on the inputs and access control decision was the output (fig. 2.1). However, the
way risk and trust should be combined has been frequently changed – one of the versions
is on fig. 2.2 [3].

You can see a pretty complicated internals of the model framework on the right hand
figure. The bed rock of everything in the framework is evidence about behaviour of com-
munication partners and evidence manager. Data mining processes influence configuration
of Risk Evaluator. This block outputs RiskMetric and trust value (Tv) for Access Control
Manager. Feedback from granted interactions is used to accommodate trust value of the
particular principal. The most frequently changed part of the diagram is relation between
Risk Evaluator and Trust Calculator. Which block should be primary and whose out-
put is more important. A possible solution may lie in introducing a new notion into the
framework – threat and promise (positive counterpart to threat).

There is a number of standards and procedures for evaluation of information systems on
various abstraction levels ITSEC [73], TCSEC [10], Common Criteria [79], ISO17799 [41]
(although it has got several versions), ISO13335 [40] (security management), ISO 18044
[39] (security incidents response), and so on. Although different definitions and notions
are used the process consists of the following steps:

• Assets/resources enumeration – firstly, we need to know what resources are in the
system and what is their importance or value. The resources include data, as well as
applications, hardware components, network elements, and other valuable parts of the
system.
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• Identification of threats – when the system is mapped we can create a list of threats
that are potentially applicable on its subparts.

• Risk assessment – each threat may be realised with certain probability. This probability
is determined by several factors: security mechanisms deployed to prevent the threat,
value of the resources open up by realising the threat, gain of the attacker, risks of the
attacker in the case of her nicking.

• Damage estimate – using risks, threats, and value of assets affected, we can compute
statistical damage (loss) over a period of time – e.g. a year.

• Improving the system – new security mechanisms are proposed, their implementation
costs are compared with the influence on the overall losses, and the mechanisms are
eventually implemented.

The idea I elaborated with Ken Moody is to introduce threats into the framework.
The main problem is to adapt processes using threats (as introduced above) for digital
environment and real-time processing.
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2.1 Paper enclosed as C-1: Combining Trust and Risk to

Reduce the Cost of Attacks

This paper was presented during iTrust conference held in Paris, France, in May 2005.
The authors are Daniel Cvrcek and Ken Moody.

Abstract: There have been a number of proposals for trust and reputation-based sys-
tems. Some have been implemented, some have been analysed only by simulation. In
this paper we first present a general architecture for a trust-based system, placing special
emphasis on the management of context information. We investigate the effectiveness of
our architecture by simulating distributed attacks on a network that uses trust/reputation
as a basis for access control decisions.
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Chapter 3

Dynamics of Trust

-No, Humphry, you haven’t quite got my drift. I mean NOW.
-Oh ... you mean, NOW? -Got it in one, Humphry.

-Oh Minister, it takes time to do things NOW.

Dynamics of trust and reputation is an area that is very often omitted in papers
targeting models of trust and reputation. We can name a few as examples: [46, 48, 52, 53,
54, 75]. For a long time, Dempster-Shafer belief theory was seen as one of the best methods
for computing trust. As demonstrated in the enclosed paper, the behaviour of this theory
is not suitable for digital environment when large number of evidence pieces is expected
(see e.g. [36]) – for computational trust. Josang was using a similar approach [46, 47, 48]
whose main purpose is to treat conflicting opinions (reputation recommendations).

3.1 Models for Computing Trust/Reputation

I am to introduce several of the models proposed in the above mentioned articles to give
an overview of existing models and to create ground backing my work. Let us start with
Liu and Issarny [54]. The reputation as they compute it is influenced by time elapsed from
the moment a given behavioural evidence was obtained.

Repa(o)t = Repa(o)t′ ∗ ρt−t′
e + New behaviour ∗ (1 − ρt−t′

e )

The equation computes reputation of an agent o in the view of agent a in time t. ρ

is a predefined constant such that ρ ∈ [0..1]. As written, the equation is recursive and its
computation repeats until all evidence items “New behaviour” are treated. Selection of ρ

strongly influences the way evidence is fading as time passes.

The authors are using very similar approach (similar equations) for including contexts
and thus adding a new dimension to reputations:
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SRepa(o,C)t =

∑
C′∈Treea

SRepa(o,C ′)t ∗ ρ
|C′−C|
c∑

C′∈Treea
ρ
|C′−C|
c

Cs stand for types and there is introduced a special construction for them. Inspired by
contexts as used by e.g. mandatory access control models, a tree of contexts is created and
the value of term |C ′ − C| of two nodes in the tree is defined as the minimum number of
intermediary nodes on the paths connecting C and C ′. This way, all evidence is relevant to
any contextual reputation computed for agent o. The level of the influence of a particular
evidence piece is given by the distance of the two contexts (the context of the evidence and
the context of the computed reputation) in the graph of contexts. The flaw here is that
the results are fundamentally connected to the graphs that may be drawn very differently
each time. We can mention as an example, organisational structure of British public
administration that is changing “almost” continuously, although the duties are “almost”
constant.

The constants New behaviour are derived from the satisfaction of an agent – her satis-
faction based on her expectations. This satisfaction is computed as a vector of contextual
values. Interestingly, this can be computed in one of three possible ways: (i) as a ratio
of results to expectations, (ii) a ratio of expectations to results, or (iii) by multiplying
expectations and results.

The whole system is even more complicated as there are experience and recommenda-
tion managers whose opinions are combined by reputation manager to get final reputation,
but the idea has been in principle described.

Very interesting are plots from the paper [54] – fig. 3.1 and 3.2. It is very clear that
the dynamics of reputation – the ability to change reputation of an agent switching from
honest to dishonest behaviour (and vice versa) is very low.

The second example comes from [64] by Qu et al. featuring a method based on Fuzzy
Sets to compute reputation for grid entities. The reputation is assessed from a series of
previous reputations Ri’s in times t′is: {R0/t0, R1/t1, . . . , Rn/tn}〈ei,ej〉. ei is the entity
assessing reputation of ej . The same effect of time (evidence is loosing value with its
age) is described here as decaying described with a generic function D. Before the sole
reputation is assessed, three precursors must be computed.

Behaviour Coherence Factor – CF characterises the way a given entity cooper-
ates with other entities and whether this behaviour is coherent. The factor has got two
facets: time coherence (TCF ) and entity coherence (ECF ). (The following equation is
for Hamming approximation.)
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Figure 3.1: Changes of RRep with and w/o
reputation exchange

Figure 3.2: Changes of RRep for different
trustworthiness of RRep

TCF = N(E,E0) � 1 − 1
n + 1

n∑
i=0

|Ri − Rn|

Behaviour Inertia – reflects a trend in the entity’s behaviour. There are again two
factors here: positive (PID) and negative (NID). Both are in the interval [0..1]. PID

shows whether the behaviour is getting more satisfying with time, the higher the value
the stronger the trend is. NID reflects exactly the opposite trend. The following simple
formulae use counts of previous reputations (n), number of instances where successive
reputation has higher value than the previous one (m), and a count of instances with
successive reputation is having value lower than the previous one (l).

PID =
m

n
NID =

l

n

Behaviour Deviation – is based on the fluctuations (variations) in the behaviour and
the value is again non-negative, lower or equal 1. What follows is therefore an equation
for deviation.

BD =
|∑n−1

i=0 Rn − Ri|
n

Finally, the reputation is computed from BE = (TCF,PID,NID,BD), an Eigen-
vector, and Rwavg denoting time-decaying weighted average of previous reputations as
follows:

R〈ei,ej〉 =




TCF ∗ Rwavg + min(BD, 1 − Rwavg), P ID > NID;
TCF ∗ Rwavg, P ID = NID;
max(TCF ∗ Rwavg − BD, 0), P ID < NID.
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Although the paper does not contain any experimental data nor plots, it is relatively
easy to find out that dynamic properties of R〈ei,ej〉 won’t be excessive as the conditions
for switching conditions are based on counts of good and bad behaviours.

Another example is the EigenTrust algorithm of Kamwar’s, Schlosser’s, and Garcia-
Molina’s paper [49] targeting management in P2P networks. This is a very highly cited
paper, describing a way for isolating malicious nodes from P2P networks.The authors
stated several design criteria.

1. System is self-policing, there is no central authority.

2. System maintains anonymity and peers are identified through a random, opaque iden-
tifier.

3. There is no advantage assigned to newcomers, i.e. the worst possible reputation is equal
to the one being assigned to new users.

4. Computations are simple and computationally effective.

5. It is still possible to defend against whole groups of malicious users.

The idea in one sentence would sound like this: Each peer is assigned one trust value
derived from trust values given by all other peers weighted by these peers’ global reputa-
tion.

The cornerstone of the approach is normalisation of reputation/trust values. Nor-
malised local trust value of peer j by peer i would be computed from a number of “satis-
faction aggregates” sij of peer i towards peer j:

cij =
max(sij, 0)∑
j max(sij, 0)

The highlight of this normalisation is that values are kept in the interval [0..1], the low
point is that values are relative. It means that if cij = c(ik) we know that j and k behave
the same way but we do not know how. It is also worth noticing that the normalised
values are non-negative and changing identity thus does not bring anything to attackers.
The model allows to aggregate local trust values (by asking friends for their opinions on
peer k):

tik =
∑

j

cij cjk
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This sort of asking may continue – friends’ friends, and so on. The result is denoted
as

−→
t = (CT )n−→ci , where CT is transitive closure of the matrix C = [cij ] values and as the

resulting value converge to the left principal eigenvector, a vector −→e of size m is used,
where ei = 1/m. As demonstrated, the algorithm converges after very low number of
iterations. The paper also proposes several practical security mechanisms: there is several
pre-trusted peers (the ones creating the network), reputation of peer i is not stored by a
different peer, and to be able to defend against cliques, it is stored by more peers (score
managers). Distributed hash function (DHT) such as CAN or Chord [65, 74] are used to
find all score managers.

The trust model is able to decrease number of downloads of corrupt files to ten percents
in the networks with up to 70 % of malicious nodes. The problem of dynamics – ability
to change trustworthiness of particular nodes is however similar to the previous ones as
counts of positive and negative experiences form basis of the model.

The approach I came up is to combine two trust values: long term trust and actual
trust. The long term trust is computed in a way similar to Josang, and in fact, it is a
weighted arithmetic mean of all the observations related to particular node. The second
part is actual trustworthiness of the node that has very short memory but is able to
dramatically change actual trustworthiness of a given node/peer. This short-term trust
is defined with a help of Dirac impulse that is later used for normalising responses of the
system.
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3.2 Paper enclosed as C-2: Dynamics of Reputation

Paper is authored by me and it was presented during Nordsec’04 conference.

Abstract: To enforce security without user enrollment, trust (or reputation) systems
were proposed to use experience as crucial information to support cooperation as well
as for security enforcement mechanisms. However, use of trust introduces very difficult
problems that still discourage from exploitation of trust for security mechanisms. The
ability to change trust quickly and react effectively to changes in environment and user
behaviour is profound for usability of mechanisms built on top of trust. Dempster-Shafer
theory was proposed as a suitable theoretical model for trust computation. Here, we de-
fine general requirements for reputation dynamics and demonstrate that Dempster-Shafer
theory properties are not as good as is widely thought. On the contrary, simple formulae
work.
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Chapter 4

Evidence

-What’s the difference?
-Well, ’under consideration’ means we’ve lost the file,

’under active consideration’ means we’re trying to find it.

The evidence, reputation systems are able to process, is key to correct and intended
security decisions. Introduction of this chapter consists of two parts: a short overview of
definitions from existing sources and a definition of evidence I have stated for use in our
own system framework.

4.1 Literature survey

A nice overview of evidence types is given in [60]. Evidence here is defined as a “non-
repudiable token that may be arbitrarily transferred”. This is an assumption that is very
hard to fulfill in fully distributed systems without trusted third party. (However, we can
still assume that every principal or agent is able to issue and verify validity of evidence
while keeping the issue of non-repudiation aside.) There is also another definition targeting
recommendations that do not have to be necessarily verifiable. The authors also assume
that recommendation may contain an evidence or a set of evidence pieces.

In the context of simple evidence, one of the most important problems is atomicity.
We would love to have atomic evidence as they offer the highest possible freedom for
subsequent processing. Unfortunately, atomic evidence implies enormous load of data that
is hard to analyse – this sort of problems is subject to research in the area of intrusion-
detection systems. The authors of [60] present four “high-order” types of evidence: receipt,
affidavit, bond, contract. Receipt is a confirmation of a transaction that took place and
ended up with a result (positive or negative). Receipt can be issued by any of the parties
taking part in a transaction and it describes the transaction. Bond is a promise to provide
a service in the future – it is not exactly evidence as we may understand the notion. The
sole existence of a bond, however, signals that a certain type of action was carried out.
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Affidavit is a general recommendation about long-term behaviour of an agent. Finally,
contract is an evidence bounding both parties of a transaction to provide a service or
action in a future.

This high-level evidence is easy to process as the number of evidence items will be low
but it also implies that a lot of data about information system will be lost. You can see
the evidence types and their semantic is rather rich implying complicated algorithms for
effective usage of the evidence. It is also worth noticing, that the evidence types reflect
more homan world than digital world with hundreds or thousands of decisions per second.
A slightly more simplistic definitions and more oriented towards automatic systems come
from [78].

The evidence here is divided into two groups – direct (directly witnessed by an agent)
and indirect (a third party information about transactions or behaviour). The distinc-
tion is very important as indirect evidence requires much more complex processing where
trustworthiness (or reputation) of the third party must be reflected and as we can also
presume that indirect evidence may be an aggregate of a number of direct evidence pieces.
There are three basic types of evidence here:

• Observation – direct evidence, gathered while interacting with a peer.

• Recommendation – is an indirect evidence about behaviour of a subject peer S, passed
by witness peer W to receiver R. If we wanted to keep the model simple we would
assume that recommendation is just an observation of a third party, however, the
semantics may by much complicated.

• Reputation – is na indirect evidence measuring overall trustworthiness of a subject S

by peer population P = {Pi}: r(S) =
∑

P m(Pi)(s).

This evidence classification is used in [27] for a design of a processing engine.

A similar distinction between direct and indirect evidence can be found in other sources
as well. [84], for example, divides evidence Ai can use on (i) data supplied by Aj and (ii)
data supplied by other agents, when Ai evaluates trustworthiness of Aj.

4.2 Formal Definition of Direct Evidence

The following lines are focusing only on direct evidence and as we will see, it is still a non-
trivial task to do get it right. I set out a few basic definitions to make the notion of evidence
more precise and at the same time, I am trying to set some invariants for any evidence that
can exist. One of the most evident, for the beginning, is monotonically decreasing weight
of evidence with time (see chapter 3 for examples of trust models). Having spent some time
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on the issue of invariants, I found out that even this statement does not have to be true
everywhere. As the result I was not able to find a single invariant for evidence processing
but defined the notion of evidence for use in computations instead. I very briefly define
the following basic notions: evidence data, contexts, and weight functions. I reference
a model instance as M. Instance M expresses a context of one physical place and one
application (or policy) and forms a context in which the evidence is being processed.

Definition 4.1. (Evidence) Evidence is an encoding of interaction outcomes related to
M. Any evidence is an element of set containing all types of evidence available in M:
E = {E1, E2, . . . , En}, where indexes run through IE = {1, . . . , n} representing all sources
of data available in M. It also holds that Ej = 〈0, 1〉 ∪ εj, εj is undefined value.

There are three specific values in Ei: value 1 expresses absolute success of interaction
while 0 is the opposite. Value ε stands for undefined value. The set of indexes of evidence
IE can be stated in advance but it is not a necessary condition and it is only up to the
implementation whether it allows to add new sources or remove existing sources of evidence
in the runtime. The set may express set of evidence sources (firewall, anti-virus, network
applications like ssh, telnet, and so on). The value εj is a technical value used when a
value is needed but nothing had been gathered. Undefined values are also indexed as
(in)equality of undefined values between evidence types can be treated in several different
ways.

Definition 4.2. (Context) Context is any information specifying evidence in the model
M. There is a tuple C = 〈C1 × C2 × . . . × Cm〉 defined, where IC = {1, ..,m} is a set of
indexes for all possible contexts of a given instance M.
Domains of contexts are specific and we only require that ∀ i ∈ IC : ε ∈ Ci, where ε

represents undefined value for a given context. We shall call C as full context.

Context domains are not known in advance. It means that we do not have to define
them when configuring the system but it also implies that encoding of evidence should be
recomputed each time the domain has changed.

Each piece of data stored in M is associated a context that is a subset of full context
C. The context characterizes the data. We can bring in principal, time, computer port,
service that it is associated to, bank operation as examples of such contexts.

I wanted to define evidence data in as a general way as possible. That is why fully
qualified evidence is defined.

Definition 4.3. (Fully qualified evidence) (FQE) is a record of the following form:
θ ∈ Ei × C, or θ = ei × 〈c1 × . . . × cm〉.

FQE is the elementary form of evidence specification. The set of contexts may change
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in time as new sources of evidence are added to the system (external change), or new
patterns in existing contexts are identified as important for trust computations.

The main reason why contexts are used is that we need to express varying impact
on values of Ei element of FQE. There are three ways how to use particular context for
particular computation. We can just compute an aggregate value from ei

j values (with
fixed j - i.e. one type of evidence) over the context. We can fix context by some value or
interval, and we can also define a weight function for the context.

Definition 4.4. (Context weight functions) These functions may be explicitly defined
for some contexts. A set of weight functions is defined as Φ = {φk : k ∈ I}, where
φk : Ck → 〈0, 1〉.
Contexts with weight function φk are called bounded – CB = {Ck : φk exists}.
Contexts from set CL = C − CB are referred to as loose contexts.

The weight functions might be as well computed dynamically as an output of risk
analysis.

There is nothing else on what we can base risk, trust, or any other real-time compu-
tations than evidence. To initiate such a computation a request must be handed over.
Request defines what we want to get – it is selective and it defines subset of interesting
evidence by parameters – full context. All contexts that have defined value ci ∈ Ci∧ci 
= ε

are fixed for the following computation. Functions φk are applied on contexts that are not
fixed for a given request.

There are some really important contexts. We can start with principals. When there
is a possibility for external entities to request access to a system resources, there must
be a context that allows to identify them. Let us call the context principal. When a
system grants access to system resources, it is usually through its services that mediate
such an access. Context identifying those services is called action. Those are the basic
contexts. It is possible to name some other contexts with specific names with precisely
defined semantics. One of examples could be age of evidence.

Now, when a request is issued with principal as a fixed context, the result of computa-
tions is related to a particular principal. The precise meaning of computation corresponds
with a subset of hypotheses that we are interested in (e.g. trust, risk, time of response,
. . . ). The combination with trust related hypotheses outputs trustworthiness of a given
principal.

Another important request is the one with action as a fixed context and risk related
hypotheses used for aggregation of evidence. The value obtained from such a computation
expresses risk associated with a given action. We can also fix e.g. time with some intervals
and compare results. We obtain an evolution of the risk. When we try and do those
computations for all actions we get two-dimensional map of risk that can be used for
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decision whether to adjust security properties in a model-wide or only action-wide scope.
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4.3 Article enclosed as C-4: Evidence processing and pri-

vacy issues in evidence-based reputation systems

This article written by Vashek Matyas, Ahmed Patel, and me was published in Security
Standards & Interfaces journal in the beginning of 2005 and it summarises our view on
privacy in reputation systems.

Abstract: Issues related to processing of evidence in evidence-based reputation systems,
with a particular concern for user privacy, are discussed in our paper. The novel idea of
evidence-based reputation (or trust) systems is that such systems do not rely on an objec-
tive knowledge of user identity. One has instead to consider possible privacy infringements
based on the use of data (evidence) about previous behaviour of entities in the systems.
We provide a brief introduction to evidence-based trust/reputation systems, as well as to
the privacy issues, addressing the common problem of many papers that narrow the con-
siderations of privacy to anonymity only. We elaborate on the concept of pseudonymity
through aspects of evidence storing and processing. This, together with a consideration
of current work on trust models, leads to our specification of requirements for the trust
model for evidence-based systems supporting pseudonymity.

4.4 Paper enclosed as C-3: Using Evidence for Trust Com-
putation

Presented during Santa’s Crypto Get-together 2003 as the first output of the author’s
work on SECURE project.

Abstract: Trust can have its life-cycle and we can model it and utilize it for establishing
secure environment for mobile environments. We assume that entities in the collaborating
environment are mobile. It is not possible to perform entity enrollment. There is no
globally trusted third party. Usual authentication mechanisms can not be used. We
propose use of trust based on principal behaviour observations. The overall model has
been devised with the SECURE project. The article makes a brief overview of the model
and proposes specific approach for computation of trust values from observations. The
method introduced in the article is based on Dempster-Shafer theory of confirmation that
is enriched to fit needs of the SECURE project.
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Chapter 5

Privacy Model

-You simply cannot go around speaking to people in the department. -Why not? -Minister,
how can I advise you properly if I don’t know

who’s saying what to whom?

This is the most difficult part for me to write. The reason is not as much the difficulty
of the topic but scarcity of work done in the area. What I am interested in are not social
models of privacy but formal privacy models allowing evaluation of privacy. The privacy
for digital environment is best described in Common Criteria [79] where it is divided into
four subgroups. Although the definitions are meant for a centralised system containing
a trusted part ensuring certain security functionalities the principles can be used more
generally.

• Unobservability – is provided when it is not possible to detect any interaction of users
with system.

• Anonymity – ensures that while it is possible to see activities in the system, it is
impossible to identify users. It also implies that one cannot discern users from each
other.

• Pseudonymity – with this privacy property, one is able to discern users and identify
them but only in a way allowing accountability. The property still forbids “identifica-
tion” of users.

• Unlinkability – is the most complicated privacy property, even in the sense of defining
it. One can see actions of users in the system but it is impossible to link actions of
particular users.

More detailed discussion of the notions is introduced in the papers enclosed to this
chapter.
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Regarding formal models, I have found not many of them. The most interesting model
is discussed in the enclosed papers: FLASCHE (Freiburg location addressing scheme) [85].
The model introduces Freiburg Privacy Diamond model where vertices represent user,
service, location, and device. Device can be understood as a pseudonym for user and
location is one of existing contextual information.

I have recently discovered another model that is cited more widely and that is worth
a short discussion – k-anonymity model. It represents usual perception of anonymity that
is relatively simple. One of the papers applies the model on location privacy.

5.1 k-anonymity Model

k-anonymity model [76] took the name from its property that each message is always
indistinguishable in a set of minimum size k. It is based on the same idea as anonymity
measurement techniques introduced in section 6.3. Privacy is defined and perceived as an
equivalent of anonymity in a set of indistinguishable entities. The model as applied for
location anonymity [31] where existence of two types of information is assumed. The data
identified as private and should be therefore anonymized contain spatial and temporal
identification of agents. The authors define the system in such a way that messages from
mobile nodes are transformed by a location anonymity server and then safely exported to
LBS (location-based service) provider. You can see that it is a centralised architecture
allowing to enforce certain policies – such as the data flow just described.

The anonymity is achieved by either “bluring” position of mobile nodes or by postpon-
ing data sent by a mobile node until sufficient number of nodes transmitted from the given
spot has been obtained. As you can anonymize nodes in two dimensions (space and time)
the algorithm ensuring privacy should work in such a way that the requested anonymity
is satisfied and information about time and location of the node is as precise as possible.

The model is able to use certain contextual information but the treatment of this
data is rather simplistic and the whole model is kept very simple and easy for potential
implementations.

The articles enclosed to this chapter introduce basic ideas of a model I and Vashek
Matyas have developed to model level of anonymity. The model is based on graph theory
and is able to describe all sorts of contextual information available for nodes/users in the
system. I am currently developing with Marek Kumpost a practical implementation of the
model using clustering techniques as one of the methodologies for evaluation of privacy
level.



Chapter 5. Privacy Model 29

5.2 Paper enclosed as C-6: Privacy - what do you mean?

This paper was presented during Ubicomp Privacy Workshop: Current Status and Future
Directions, Ubicom 2004.

It is the first attempt to argue possibilities of ensuring privacy in digital environment.
Revised and extended version has been published as the paper below.

5.3 Paper enclosed as C-5: On the role of contextual infor-

mation on privacy attacks

This paper written by me and Vashek Matyas has been firstly presented during Workshop
on Privacy and Security in Data-mining (Brighton, UK, 2004). A version with minor
corrections was also presented at Security and Embedded Systems workshop (Greece, Aug
2005) and is going to appear in IOS Press/Kluwer. It was also submitted for International
Scientific Journal of Computing.

Abstract: Many papers and articles attempt to define or even quantify privacy, typically
with a major focus on anonymity. A related research exercise in the area of evidence-based
trust models for ubiquitous computing environments has given us an impulse to take a
closer look at the definition(s) of privacy in the Common Criteria, which we then tran-
scribed in a bit more formal manner. This lead us to a further review of unlinkability, and
revision of another semi-formal model allowing for expression of anonymity and unlinka-
bility – the Freiburg Privacy Diamond. We propose new means of describing (obviously
only observable) characteristics of a system to reflect the role of contexts for profiling –
and linking – users with actions in a system. We believe this approach should allow for
evaluating privacy in large data sets.
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Chapter 6

Contextual Information and
Privacy Attacks

-Apparently, the Employment Secretary, he’s going to get kicked upstairs.
-How do they know? -His driver’s been re-assigned.

This chapter does not bring any final results nor closes any of the fundamental problems
waiting for their solutions. The main reason is that there is no straightforward solution
for countering attacks using contextual information. I begin by recapitulating principles
of several anonymity systems and attacks that have been developed. I am using examples
of attacks based on traffic analysis as this is the realm of the most intensive research. The
second area of privacy attacks relates to data stored in databases as there has been intro-
duced relatively large number of mechanisms for protection of sensitive data. The problem
of limiting access to sensitive information in databases has been extensively studied since
70’s. The general approach is to return only statistical aggregates of the raw data. There
are two basic methods for hiding sensitive data in databases

• Query restriction – queries are required to follow a predefined structure preventing
queries on particular data items.

• Data/output perturbation – the content of the database is changed in such a way that
the original data items are replaced with new ones reflecting statistical properties of
the database content but hiding original values.

The problem here is that the results have not been subject of as thorough security
research yet and I believe that principles of traffic analysis, namely exploitation of non-
uniform behaviour of users can be used on database data sets with the same success.
Although the published results of simulations with random data argue sufficient security.
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6.1 Mixes

Basic list of important issues for traffic analysis can be found in [66] and it inspired
content of this section. Traffic analysis is trivial until a specially designed system for
communication is used. The first architecture of such a system proposed for anonymous
message broadcasting were dining-cryptographers networks [12] by Chaum.

The network functionality is based on revealing specially created messages by all nodes.
The node willing to send a data combines the data with keys it possesses while all other
nodes create their message only from the keys. When all messages are combined, data
is revealed. A bit more formally, let us assume that there is a set of participants P =
{P1, P2, . . . , Pn} and there is also a finite Abelian group (F,⊕). Network must be firstly
initialised so that participants share common pairwise keys Ky,z (key between Py and Pz).

When the network is initialised, we can start transmitting messages. When Pi wants to
broadcast a message M the procedure to compute the “encrypted” message is as follows:

Ci = M ⊕
∑

∀js.t.{Pj,Pi}∈G

sign(i − j).Ki,j

where sign(x) = 1 if x > 1 and −1 otherwise. All other participants transmit noise
Cj which is composed of the second term in the previous equation. All those interested in
the message M may obtain it by cancelling out noise by adding (exor-ing) all broadcasted
messages Ci,∀ i ∈ P .

This protocol has several drawbacks. It does not protect against active adversaries,
jamming of the channel, and limited number of messages that can be broadcasted, as well
as necessary participation of all participants in every broadcast.

Special processors have been designed for allowing more flexible designs of anonymity
systems – mixes. A mix node receives messages that are modified – usually split onto
blocks of the same length, encrypted or/and decrypted – and sent in random order to
another mix node or final recipient of the message. As there are usually several mix nodes
on the route, it is necessary to determine along which route the message will be sent.
There are three basic constructions of mix network.

• Cascade – routes in this architecture are constant for each given pair sender-recipient.
The same entry points, exits, as well as intermediate nodes. It is relatively easy-to-
analyse the architecture and perform traffic analysis.

• Random order – route is random, i.e. any node can be the next hop in the route.
Actual node decides the next hop. The low point is that when a message hits an active
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dishonest node belonging to a clique, the message is kept inside the clique for the rest
of the route.

• Variations – routes can be partially fixed and partially randomly generated, the route
may be defined partially by sender and the rest computed by the mix network, and so
on.

When the mix network architecture is chosen, we need to define behaviour of its nodes.
On this level of abstraction level we are most interested in the way the nodes flush messages.
The decisive parameter is usually the number of messages currently held by the node:

• Threshold – the mix node waits until a certain number of messages is received. At this
moment, the messages are processed, mixed and all sent to the next hop in the route.

• Pool – the node has got an internal buffer containing a pool of n messages. When the
pool is filled up, each message is flushed with a probability p. When p = 1 we get the
threshold approach. This procedure is repeated each time the pool fills up.

• Stop-and-go – each message is assigned a randomly generated interval during which it
remains at the node. The message is sent when its time is up. It means that if there is
only one message in the mix and no other message enters node during this delay interval
of the message, the attacker can directly eavesdrop the next recipient and cancel the
given node from further traffic analysis computations.

6.2 Attacks

There is an extensive list of papers describing attacks on anonymity systems (see web
www.freehaven.net). There are at least four basic dimensions classifying attacks:

1. Internal-external – the adversary is either part of the anonymity (mixing) network and
controls certain part of the network or she can only follow inputs and outputs of the
network nodes.

2. Passive-active – quite understandable classification. The adversary is either only keep-
ing eye on the traffic or is also actively manipulating messages of traffic flow.

3. Static-adaptive – depends on the moment when the attacker selects set of nodes in the
network she will be observing. Adaptive attack allows for change of the set during the
attack, e.g. by following possible paths of particular messages and identifying nodes
promising best attack results.
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4. Global-local – in the former case, the adversary is able to follow traffic in the whole
mixing network (all nodes, all messages), while the latter case significantly reduces
strength in this respect.

There is a number of attacks. As it is not my purpose here to write down detailed
descriptions of particular attacks, I just list some of them with brief descriptions.

Brute force attack requires to follow all possible routes the message can be possibly
sent along. A set of possible recipients is created with the gathered knowledge. This
method can be repeated for more messages and intersections of sets eventually identifies
recipients.

Flushing attack tries to flush mix nodes as soon as an interesting message is accepted
by a mix node. The attacker actively generates her own dummy messages to reach
thresholds triggering flushing of the messages by the node.

Timing attack exploits detailed knowledge of functionality of the mix nodes and, par-
ticularly delays introduced by the nodes on possible message routes.

Contextual attacks are the attacks we are interested most as the use information about
users’ behaviour.

Others like denial of service, “Sting”, “Send n’Seek”, message delaying, message tagging
attacks, and so on.

6.3 Anonymity Measuring

There are two papers that are very interesting for the theme of this thesis. [72, 20] define
contextual attacks and use results of the attacks for measuring anonymity (privacy) of the
anonymity system users. Diaz et al measure anonymity of the system by relative decrease
in the anonymity after an attack. The basis for the computation is again anonymity set
– set of users who can possibly be recipients of messages). The relativeness is computed
towards the maximum entropy the system is able to provide. The degree of anonymity is
defined as

d = 1 − HM − H(X)
HM

=
H(X)
HM

,

where H(X) =
∑

i=1..N pilog2(pi) is the anonymity after the attack (pi are probabilities
of users i to belong to the anonymity set), while HM = log2(N) is maximum possible
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N \ pf 0.9 0.75 0.5 0.25
5 0.99 0.94 0.76 0.48

10 0.98 0.92 0.73 0.45
15 0.98 0.91 0.71 0.43
20 0.98 0.90 0.70 0.42

100 0.96 0.86 0.64 0.37
1.000 0.95 0.83 0.60 0.33

100.000 0.93 0.80 0.56 0.30

Table 6.1: Anonymizing power of Crowds system without any attackers

entropy. This method has been used to evaluate anonymity provided by system Crowds
[67] in a scenario where the adversary controls certain part of nodes of a Crowds system.

Let us assume that the total number of nodes in the Crowds system is N and the
number of corrupted nodes is C. HM = log2(N − C). Each node decides whether the
request/message will be sent to another node (probability pf ) or directed towards the
receiver. After working out some computations it is shown that probabilities assigned to
non-collaborators are:

pi =
pf

N
, i = C + 2 . . . N

the entropy of the whole system after attack is defined as

H(X) =
N − pf (N − C − 1)

N
log2

[ N

N − pf (N − C − 1)

]
+ pf

N − C − 1
N

log2

[N

pf

]

This function is on plots very close to a linear function. An interesting point is the
anonymity level for zero collaborating nodes (no attacker). This level depends on proba-
bility pf and slightly on the number of nodes in the network (it is slowly decreasing with
the number). The anonymity level is 0.8 for 5 nodes and pf = 0.75 and 0.6 for pf = 0.5
(see table 6.1). One can see that we can shorten delay caused by Crowds with decreasing
number or intermediate nodes but we are at the same time lowering anonymizing power
of the system.

Andrei Serjantov and George Danezis published a paper [72] at the same time. They
used entropy measure to compute ideal anonymity of composed mix networks. Let us
say that we have l mixes with effective sender anonymity size Si. Let us further assume
that each of these mixes sends messages to a new mix sec and probability of a particular
message coming from Si is pi and

∑
pi = 1. The anonymity size of messages delivered

through the new system is:

Stotal = Ssec +
∑

0<i≤l

piSi
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This equation allows us to compute ideal anonymizing strength of any systems if we
are able to obtain properties of “atomic” blocks.

6.4 Users

As you can see, it is possible to compute anonymizing strength of systems. Unfortunately,
user behaviour may compromise privacy much easier than the strength of the system itself
would suggest. We can use intersection attacks [18] as an example. This sort of attacks
takes advantage of repeated communications between pairs of users. Naturally, you would
not be sending emails randomly to anyone in the network but most probably to your friends
or known users. In different wording, there can be found patterns in your behaviour that
differentiates your messages from random traffic.

Authors of [18] exploited this fact and introduced a method allowing for identification
of recipients of messages. The core idea is that behaviour of each particular user is non-
random while aggregated behaviour of all other users in the system can be perceived as
uniformly random. They demonstrated the attack on pool mixes with a surprisingly good
results and efficiency.
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6.5 Paper enclosed as C-7: Pseudonymity in the light of

evidence-based trust

This paper was presented during Security Protocols Workshop 2004 (Cambridge, UK).
The authors are Daniel Cvrcek and Vashek Matyas.

Abstract: This position paper discusses the relation of privacy, namely pseudonymity, to
evidence-based trust (or rather reputation). Critical concepts of evidence-based trust/re-
putation systems are outlined first, followed by an introduction to the four families of the
Common Criteria (for security evaluation) Privacy Class: Unobservability, Anonymity,
Unlinkability, and Pseudonymity. The paper then discusses the common problem of many
papers that narrow the considerations of privacy to anonymity only, and elaborates on the
concept of pseudonymity through aspects of evidence storing, attacks and some of their
implications, together with other related issues like use of mixes.
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Chapter 7

Anonymity Systems

-Of course in the [civil] service, CMG stands for Call Me God.
And KCMG for Kindly Call Me God.

-What does GCMG stand for? -God Calls Me God.

Anonymity seems to be a forbidden word for most politicians recently. There is always
the dilemma between rights of individuals and public interests. The latter is currently
being more stressed. I believe that it is a profound requirement to preserve privacy of
users in information society we live in. The problem is how to find out whether we have
enough privacy or too little.

Several computational metrics to gauge anonymity offered by dedicated anonymizing
networks (mix networks, remailers) has been devised during last couple of years. The met-
rics are based on properties of the networks as well as on patterns in behaviour of their
clients. It seems that the latter is becoming to be the main reason for deterioration of
privacy related to long-term usage of any system providing some kind of nymity (unlink-
ability, pseudonymity, anonymity). This chapter is based on an unpublished paper and it
focuses on possible use of reputation systems to perform self-evaluation of mix networks.
It seems feasible to estimate reputation of network nodes, reputation of the network as
a whole, as well as reputation (predictability) of clients. All such data can be used to
improve estimates of anonymity provided by the mix network.

7.1 Introduction

Reputation (trust-based) systems are usually meant for environments where no other in-
formation about users but certain observations about their behaviour is available. It is, in
fact, the only information available in most mobile environments. Furthermore, there is a
special class of applications that lack identity information – applications providing some
level of privacy for their users through anonymity or pseudonymity. Anonymity networks
or systems like Dining Cryptographers’ networks (DC networks) [12], Stop and Go Mixes
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[50], flash MIXes [42], or Pool Mixes [14] constitute infrastructure providing unlinkabil-
ity between senders and receivers (for emails) or browsers and www servers (for on-line
connections).

Reputation systems use reputation or trust of entities to manage their access rights.
Trust was deeply analysed from social and psychology viewpoints in [56]. I just pick
several of the characteristics to explain complexity of the notion. Basically, trust is treated
conceptually in categories like disposition (properties of trusting party), structural (based
on institutional structures), affect/attitude, belief/expectancy, intention, and behaviour.
A definition of trustee is orthogonal to this in categories like competence, benevolence,
integrity, predictability, . . . . The categories come mostly from social sciences and can not
be directly applied in digital environment. What we can take from the definitions is the
necessity to categorise (evidence-based) trust according to context of gathered evidence of
behaviour. It also gives us a hint that it is possible to compute trust in different ways to
express different subjective viewpoints.

7.2 Risk and Trust - Semantics

Some say that risk is complement to trust, in fact most of current work done in the area
of reputation (or trust based) systems uses this definition [44, 45, 48, 80] or ignore risk
completely [81, 83, 82]. Such a perception makes risk as a category more or less redundant.
I try to present an entirely different meaning of risk that potentially allows self-regulation
of reputation systems.

Although there is only one set of evidence that can be used for computations, the results
express various properties of the system and may differ substantially. Orthogonality of
results can be used for self risk–assessment of the system. I am essentially defining trust
as information about particular users in the system and risk as information describing
threats to the system associated with actions, processes, as well as with special contexts.

Let us define evidence as an n-tuple θi = oi × ci1
i × . . . × cik

i , where oi is encoding of
an interaction outcome (number between 0 and 1) and ci-s are values of contexts. The
outcomes encode success or failure of interaction while contexts specify further information
about actual conditions. Contexts may contain time, names of clients, IP addresses,
services used, and so on. This is however just a simple example as only one source of
evidence exists. Otherwise, oi-s would have to be double-indexed to identify evidence
source – meaning of the record.

Trust is worth mentioning in such contexts where predictions of behaviour are needed
and we are not certain about their correctness. The basic scenario is to compute trust for
active entities – users. The same can be done for services that are vulnerable to attacks,
or that are not reliable from one reason or another. As users act through services we can
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get an orthogonal information and perform a kind of correlation analysis to find out more
specific dependencies.

Where is the risk? The answer is in the way we are computing trust. Trust is an
aggregated value of interaction outcomes, let us say that it is again value between 0 and
1 and a particular user, e.g Alice, is trusted with value 0.5. We are to decide her request
for a service but the required trustworthiness is just about the value. Shall we strictly
compare the two arithmetical values or allow certain benevolence? We may improve the
decision process when we identify contexts that are risky with particular users or in general,
regardless user identity. We can then say whether contexts of the actual Alice’s request are
the risky ones and reject the request or whether we can increase benevolence and authorise
the request.

Risk is an attribute of threats. The set of known threats is very limited (when compared
to all the threats existing) after initialization of a system. Furthermore, known threats
are basically derived from a list of general threats. There are two main reason for this:
(1) there is a limited explicit knowledge about the system behaviour, (2) the system may
be so complicated that it is not possible to precisely describe its properties.

The most important task of the risk assessment is to identify correlations among con-
texts and interaction outcomes. Such a search may be particularly time consuming but it
can be run continuously and performed in a distributed manner. Very interesting is also
a possibility to apply principles of artificial immune systems [35] where combinations of
contexts are generated randomly and when a strong correlation (definition of a threat) is
found, the information can be spread throughout the network (analogy of antibodies). We
can also run a more thorough search risk assessment in contexts close to the one already
identified as risky.

The semantic difference between trust and risk is initially given by difference between
evidence sets used for their computation. Trust is derived from all available evidence
relevant to particular user (one of the contexts must be user identifying context). Risk (and
threat it is associated with) is derived from negative outcomes of interactions, i.e. when
access was granted and subsequently abused or when results (benefit of the interaction)
were not as good as expected, as well as from sequences of events preceding such outcomes.

An interesting problem is whether we can improve security of initially insecure system
through a reputation system. We see the main problem in finding the moment when the
system becomes too restrictive and denies requests that should be granted – the decision
criteria saturate.

Second point that is not entirely clear is whether and how to assign weights to inter-
action outcomes. There are two ways to adjust weight of a given evidence piece in our
system. The basic weight can be set to determine relative importance of different evidence
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Figure 7.1: Schematic picture of our mix network

sources. One can also fiddle with the value of an observation according to its specific
context. The resulting cost/benefit value can be computed with the formula:

V (θi) = weight(oi).
∏

value(ci1
i )

An example might be a configuration of SpamAssassin program to evaluate probabil-
ity of email messages to be spam. SpamAssassin computes number of partial information
about message contents. The final evaluation is achieved when those partial data are com-
bined into one final number – to do that, one has to set weights to the partial information.

7.3 Anonymizing Networks

There is a number of systems for Internet traffic anonymization that were designed and
implemented [5, 6, 24, 29, 67, 68]. While this is supposed to be a conceptual proposition,
I do not define any sophisticated architecture but select a basic but widely used scheme of
anonymity system. Let us define the concept and pick up several properties of the network
important for implementation of a reputation system, see [17] for details.

Anonymity networks have become an interesting research area during last twenty years
from the first definition of D. Chaum [12]. A mix network consists of a network of servers
(MIXes) with associated public keys. Each node (server) receives encrypted messages that
are decrypted, their order permuted, and then forwarded to a next routing node.

First generation of mix networks were produced by cypherpunks mailing lists – Type
I anonymous remailers. They were followed by the second generation in the middle of
nineties and the third generation recently [17]. There is a number of implementation



Chapter 7. Anonymity Systems 41

problems related to cryptographic properties that are required. The practical implication
is that only low lengths of routing paths are possible because of computational complexity
related to cryptographic operations.

A simple scheme of a mix network is used to allow short and clear description of ideas
(see fig. 7.1). There are sets of entry and exit points that mediate communication between
the network and clients. The mixing network between sets of entry nodes X1, . . . ,Xi and
exit nodes Y1, . . . , Yj consists of a cluster of routing nodes composing a dense graph. The
entry/exit nodes can be part of the routing network or be placed aside e.g. as SMTP/POP3
servers. Each routing node may be addressed directly from any entry node and it may
address any exit node. I am not concerned with computational properties of nodes as they
may vary according to actual scenario.

7.3.1 What to Measure

Anonymity networks are very interesting from the viewpoint of reputation systems. As
such it seems to be very useful to measure reputation (or trustworthiness) of nodes in the
anonymity network to detect active adversaries, reputation of and risks in the network
to get information about anonymizing properties of the network. The most important
information, however, is reputation of network’s clients. The reputation expresses pre-
dictability of behaviour – a characteristic that must be as low as possible in the context
of privacy or anonymity.

Papers of D́ıaz [19, 20] or Danezis and Serjantov [16, 18, 72] clearly state importance
of clients’ behaviour on level of their anonymity. It was shown that certain patterns in
selection of recipients or amount of traffic may make attacks considerably easier as long
term observation may filter uninteresting traffic (seen as random noise) out. The final
impact of client’s behaviour on his anonymity is obtained when it’s combined with actual
traffic in the anonymizing network (mix network), or more precisely, in the chosen routing
nodes.

Reputation systems have been used in anonymity systems by Dingledine et al. in
[21, 22, 23, 25] but their idea was to use principles of reputation systems to improve
reliability of MIX-network. I am going to introduce a different application.

A goal of this text is to informally discuss possibility to use metrics developed for
attacking mix networks as benchmarks for self-evaluation of anonymity properties. Current
analyses assume usually powerful attackers that can watch all traffic outside of (between
entry/exit nodes and clients) as well as inside the network. I want to achieve similar
results with one restriction.. I do not want to concentrate information necessary for the
reputation system as the very same information can be used for attacks and centralisation
would decrease requirements for a successful attacks – it implies use of distributed and



Chapter 7. Anonymity Systems 42

statistical computations.

Obviously, it is not possible to enhance network with self-evaluation capabilities with-
out strengthening power of nodes to acquire necessary information. However, we can
use a reputation system to measure inconsistencies between real traffic and number of
requests from nodes to evaluate their trustworthiness so the gain overweighs new risks.
Cryptography can be used in some cases to limit the threat.

7.4 Definition of Reputation System

Our system is based on metric introduced in [72]. It is built on entropy contained in
information about directional traffic between senders and receivers. Let us cite definition
of anonymous communication model from [16].

Definition 7.1. Given a model of the attacker and a finite set of all users Ψ, let r ∈ R
be a role for the user (R={sender, recipient}) with respect to a message M. Let U be
the attacker’s a-posteriori probability distribution of users u ∈ Ψ having the role r with
respect to M.

The idea is that all computations are in probabilistic manner. It is completely in
line with nature of reputation systems and with our effort not to disclose unnecessary
information eventually threatening anonymity of clients. Effective level of anonymity is
defined as follows.

Definition 7.2. We define the effective size S of an r anonymity probability distribution
U to be equal to the entropy of the distribution. In other words

S = −
∑
u∈Ψ

pu log2(pu)

where pu = U(u, r).

The value of S is between 0 (no anonymity) and log2|Ψ| (perfect anonymity).

This is our basic metric. We can do such a computation easily on one node. The task
of the reputation system is to estimate S for the whole anonymity network (and given
client) with sufficient precision.

I have already mentioned crucial information that should be included in computations
of our reputation system. The following list is a summary:

1. Reputation of the network – what level of anonymity is the anonymizing network able
to provide. Computation uses data about all or randomly selected messages.
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2. Reputation of network nodes – describes what is the effective size of anonymity sets
on particular routing nodes. It may be more effective to track messages through the
network than watch only input/output messages.

3. Reputation of clients – estimates predictability of clients’ behaviour. The values are
based on messages already sent by the clients.

4. Risk associated with a message – we can estimate risk coming from insufficient level
of sender anonymity for a particular message (or particular context) by comparing
previous observations about mix network properties with similar sets of messages in a
given time window, failures of mix network’s nodes, length of route, requirements on
delivery time, and so on.

7.4.1 Implementation of Metrics

All reputations are worked out from results of the basic formula defined in def. 7.2. Com-
putations of the reputation system must be implemented as distributed and we thus need
a formula to combine anonymity provided by a set of nodes.

The model of anonymity network is supposed to deliver messages (e.g. emails) and it
comprises of three tasks. There is a set of entry nodes accepting messages from clients,
set of exit nodes delivering messages to recipients. There is a network of routing nodes in
the middle of these two sets. Each node has got information about messages containing
only ID of a previous node, ID of a following node, and times of message delivery and
dispatch. It means that entry nodes can identify clients–senders, and exit nodes can share
information about client IDs who are final recipients of messages.

Based on these facts, we can make a simple definition of a perfect anonymity network.

Definition 7.3. (Perfect mix network) ensures unlinkability of input and output
messages to such extent that any attacker, able to follow all communication between
routing nodes, with any amount of logged traffic data, cannot link entry and exit nodes of
any message with probability higher than 1

n where n is the number of exit nodes.

Note: It is possible to analyse mix networks in a very similar way to symmetric ciphers.
We can calculate anonymity properties of a routing node and determine minimum length
of message routes to ensure perfect mixing according to the size of the network and the
number of exit nodes.

There are basically two sources of entropy that determine level of anonymity for clients.

1. Entropy of the anonymizing network – this entropy is provided by perfect mixing of
each single message when using a perfect mix network.
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2. Unpredictability (randomness) of sender behaviour. Unfortunately, no one’s behaviour
is uniformly random. Each user has got usually small number of addresses she sends
most messages to. There may be other patterns in behaviour, like regular times of
sending emails, regular repetitions of messages to certain addresses, and so on.

We expect that perfect mix network does not allow an attacker to gain any further
information useful for elimination of nodes from anonymity sets [62].

7.4.2 Entropy of the MIX

Reputation systems should utilise risks connected with two basic threats to anonymity as
described above as each of them, network functionality as well as client behaviour, may
completely ruin anonymity of the client. Actual architectures assume that clients are the
party most interested in preserving anonymity. This is the reason why e.g. source routing
(sender selects whole route of the message through the network) is usually used. The
reverse side of this approach is that clients may not be fully aware of importance of each
single decision that has to be made. Randomness in routing could be an example.

Each mix network can be assigned with theoretical mixing properties calculated under
assumption that all nodes behave properly. However, active adversary may control some of
the routing nodes in the network and use them for active attacks against client’s privacy.
These active attacks may be based on delaying/removing some messages [69], repeated
sending of a message, flooding the network or cooperation of malicious nodes to uncover
routing paths of significant number of messages and thus reduce mixing properties of the
network [2].

A reputation system can detect improper behaviour by comparing trustworthiness (rep-
utation) aggregated from nodes encircling (directly communicate with) malicious nodes.
This is very important even when senders select routes for their messages – the results may
indicate attacks on senders (e.g. viruses, or incorrect implementations). One can devise a
variant of flooding attack based on predetermined routing of messages by considerable set
of senders caused by some kind of virus.

Most general gouge of improper behaviour is distorted distribution of messages on exit
nodes when compared with entry nodes. To get this information, one needs distribution of
time delays on routing nodes D(Tnode), route lengths Lroute or their distribution D(Lroute),
number Cmsg and time distribution of messages D(Tentry) on entry nodes.

Algorithm 1: Any exit node queries entry nodes for Cmsg and D(Tentry). The exit
node then simply reconstructs actual state of the mix in time interval ti:

Dti(Smix) = Dti(Tentry).Lroute.D(Tnode)
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Figure 7.2: Nodes do not use information from all nodes with actual traffic but
only a representative sample.
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or alternatively compares means and deviations from the expected ones.

Algorithm 1 may be performed by any exit node as number and statistical distribution
of messages over exit nodes should be uniform. Differences among exit nodes may indicate
further improper behaviour in the network.

This computation uncovers very little information about the traffic in the anonymizing
network and it therefore imposes very low threat for anonymity of clients. Very similar
computation may be utilized by routing nodes – correlations are again computed with
traffic on input nodes. This time we need to uncover more information about routing in
particular spot of the network. On the other side, we can get much better information
about statistical distributions of nodes in message routes.

The first variant protects against attackers able to observe only communication outside
of the network, while the latter should be successful in protection against attackers ob-
serving all traffic inside the mix network or against distributed attacks based on diverting
fraction of messages from certain parts of the network.

Algorithm 2: A routing node Ni (see fig. 7.2) starts evaluation of a node Nj . It
randomly selects subset of routing nodes and asks for distribution of messages sent to
and received from Ni during certain time interval. Ni then uses the information (a sort
of reputation) and aggregates it into a sufficiently testifying information. Substantial
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differences between distributions of incoming and outgoing messages of Nj are reflected in
a reputation of the node.

This computation is more precise and the data concentrated on nodes are more useful
for potential attacker in this case. We have to realize that such computations would take
place continuously in all routing nodes. The reputations can be sent to entry nodes and
used either as a basis for administrative solution like removing untrustworthy node from
the network or warn clients of potential risk associated with certain routes.

The algorithm allows detection of clusters of malicious nodes until their number is
lower than 1

2 of nodes in the network. As long as exchange of reputations throughout the
network is ensured.

7.4.3 Clients’ Behaviour

In contrary to the reputation of a network from previous subsection, reputation of clients
can be evaluated only on entry nodes. Exit nodes can be used to determine portion of
messages delivered to particular clients but there is no direct connection to senders.

The profound goal is to measure regularity (bias) in client’s behaviour. The idea is
very simple and it was described in [72]. I assume behaviour of all network clients to
be random noise. It means that continuing observation of a certain client will inevitably
reveal any regular patterns in his behaviour. The problem is that messages are not being
delivered to all receivers in the same amount and with the same timing distributions. All
one needs for a successful attack is a track of messages exiting mix network and a set of
exact times when analyzed client sent her messages.

Algorithm 3: Entry node collects times of all messages sent from a sender of a
current message. She randomly selects one (or maybe several to decrease bias) exit node
and ask him for anonymity level (computed as entropy) or statistical properties of receivers
distribution. The entry node compares required anonymity level with the one achievable
and she eventually bounces the message back.

The content received from an exit node during Algorithm 3 determines its possible
abuse by an attacker. Number of requests may be monitored and used during reputation
evaluations (higher number of requests could be suspicious). More powerful is a crypto-
graphic solution when senders accompany their messages with a special part used as a
ticket to request this kind of information from exit nodes.

The protection here is based on the network performing attacks and signaling when
level of anonymity drops below certain level (the attack was successful) back to a client.
The new threat lies in a consequences of an attacker gaining control of any of the entry
nodes. She does not need to follow all traffic then, but she may just ask the information
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within regular operation. The implemented algorithm must therefore release only mini-
mum necessary information that can not be used for more powerful analysis. The second
precaution lies in careful setting of threshold between deficient and sufficient anonymity
level.

7.4.4 Path Coupling and Markov Chains

ESORICS’03 conference introduced a paper with a new methodology that can be used to
estimate mixing properties of anonymity networks [55]. The method exploits fast mixing
property of certain Markov chains [8] and can be used to prove mixing of not only single
messages but also mutual mixing among messages. It can measure impact of dependencies
among messages on the input of an anonymizing network. Although the application of
path coupling lemma in [55] is weak and we believe that the results are not correct, a way
of mix network analysis was presented (see Appendix A for detailed analysis).

The general idea is to statistically estimate difference of outputs for two inputs that
are identical but one of their element (difference of the inputs is 1). Rapid mixing denotes
situation when estimated outputs’ difference is lower than 1. We can then determine
minimal necessary length of route to ensure mixing with probability distribution close
enough to uniform distribution.

There is an optimistic and a defensive application of path coupling in reputation en-
hanced mix network. The optimistic is that the routing nodes are honest and they can
determine quality of their mixing algorithm and share it with the nodes further on the
message path. The defensive one assumes that some nodes are under attacker’s control.
Mixing properties of nodes are computed by their neighbors. The mixing estimates can
be always sent to entry nodes or bounced back to senders when mixing of a message was
not sufficient.

7.5 Privacy Issues

There is a couple of layers of privacy issues in the introduced scenarios. The first layer
is related to implementation of reputation systems themselves. This scope is more thor-
oughly analyzed in [15]. Even more important are issues related to concentration of traffic
information on all nodes in the anonymizing network.

We commented some of the problems related to new information accessible on routing
or entry/exit nodes. Unfortunately, it is not clear whether it is possible to achieve a state
when the information available locally for an attacker can not be used for more powerful
analysis than the network itself is performing. We cannot be sure that it can not used in
a different way decreasing anonymity more than the network estimate. There is no proof
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and we do not know whether it is possible to deliver a proof stating minimum level of
anonymity preservable with a certain set of traffic information.

7.6 Conclusions

It is very hard to make any firm conclusions. I introduced very interesting application of
reputation systems on privacy preserving systems. This deployment is very different from
most of current application scenarios for reputation systems.

There are, however, serious questions about the implications of such a system on pri-
vacy of clients. So far, very powerful attacker was considered when analyses of anonymiz-
ing networks were conducted. Application of a reputation system decreases requirements
for successful launch of an attack because considerable part of necessary information is
available on any node in the anonymizing network.

On the other side, we know that privacy of clients deteriorates and it is important
to have an instrument capable to measure actual level of anonymity – privacy. We have
recalled several methods that are based just on bias implied by clients behaviour.
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Chapter 8

Conclusions

-I was just ... passing. -Passing? -Yes, passing.
-Oh, passing. And where were you going? -I was just going ... past.

The goal of the thesis was to present a relatively new area in the research of information
system security. We are able to solve problems related to privacy of users through various
policy settings and by using trusted systems enforcing our policy. The problem is that
new information systems are more likely to be designed as distributed and mobile. P2P
systems are just the first example of such systems whereas ubiquitous computing, roaming
entities, large cooperating networks characterise systems that are currently subject of
intensive research and probable to become widely used in near future.

This sort of systems does not offer the comfort of trusted platforms allowing for global
enforcement of our policies. We have to accommodate to new conditions and come up
with new security paradigms suitable for these new environments. The research is lead by
P2P systems that are already widely used for sharing huge amounts of data. It seems that
basic functional problems are already solved and we can make use of very powerful routing
protocols and middleware technologies. These systems should ensure certain properties
so as the honest users are guaranteed a certain level of quality of services. And security
properties are one of the prime research goals today.

The preferable cornerstone for solutions of security problems seems to be reputation or
trust – as this thesis demonstrated. This approach assumes processing of large amounts
of data describing user’s behaviour. This data can be used to derive sufficient information
about user’s trustworthiness but it can also be used to breach his/her privacy – one of the
basic human rights.

An extensive research has been carried out in the area of attacks on anonymity systems
through traffic analysis. It proves, sofar, that it is not possible to build an anonymity sys-
tem able to completely hide users in anonymity sets. The problem is that user behaviour
is not random but contains regularities that have the potential to reveal identity of par-
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ticular users. One can compare this problem to a task of building a hash function hiding
relations between inputs (respective outputs are random) while sequences of the inputs
contain repeating patterns and repetitions that remain unchanged in the outputs.

The first step in the research here is to define the notion of privacy. It is possible to find
number of definitions but they are useless for computational tasks. We have to be able to
state requirements on privacy so we can measure the level of privacy and identify breaches
of privacy that are unacceptable for users. In that moment we can use the measures to
warn users about deterioration of their privacy and react.

As we need a lot of contextual information for security mechanisms in ubiquitous
systems, the second goal in this area is to find the sweet point. The situation when
enough data needed for security mechanisms is available while still ensuring sufficient level
of privacy.

A very specific problem whose solution would essentially change our ability to preserve
privacy while obtaining enough information for enforcing system security is keeping control
over evidence life-cycle. The existence of a solution here is an open question.
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Appendix A

Rapid Mixing in Anonymity
Networks

-...figures we’ll be nonsense. -Why -They’ll be incomplete.
-Government figures are a nonsense, anyway.

-I think Sir Humphrey wants to ensure they are a complete nonsense.

This chapter is based on an unpublished text related to properties of anonymity sys-
tems. It is an analysis of a voting scheme (more precisely, of an approach for estimating
security of mixing network) me and George Danezis carried out during my stay at Cam-
bridge University. The subject of our analysis is a paper describing usage of path cou-
pling to determine minimum length of paths in the mixing network to achieve sufficient
anonymity of, in this case, votes. The purpose of including this text in the thesis is to
demonstrate how difficult it is to compute theoretical privacy properties of systems.

A.1 Rapid Mixing in Anonymity Networks

I am to analyze results of Gomulkiewicz et al. [55] about the size of mix-cascade and cor-
rected results are presented. This analysis leads to a more general approach for describing
properties of anonymizing networks based on path coupling.

A.1.1 Introduction

The paper [55] of Gomu�lkiewicz, Klonowski, and Kuty�lowski presented at ESORICS 2003
seemed to be a break-through in theoretical description of anonymizing networks (the
paper was also nominated for the award of the best work in privacy). Although there are
several methods to describe quality of mixers, the approach presented in the paper seemed
to be very general and applicable on many different types of anonymizing networks.

However, we have discovered a number of inconsistencies while studying the paper.
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We show that the conclusion of the paper is not correct. Particularly the statement that
the necessary size of mix network for achieving ideal mixing is constant in the terms of
number of messages to be mixed. We base our result on detailed analysis of usage of path
coupling used in the original paper.

Path Coupling

I should start with definition of path coupling. Coupling methodologies were used partic-
ulary to solve problem of graph colourings [30] modelled as Markov Chains. Coupling uses
a metric D(M) defined over finite Markov chain M . Maximum value of D(M) over all
pairs of states of Markov chain (X,Y ∈ Ω) is called diameter of M . The following lemma
is taken from [1, 7].

Lemma A.1. (Coupling) Suppose (X,Y ) is a random process (the coupling) such that
marginally, X and Y are both copies of M . Moreover, suppose Y0 is chosen from π, and
µt is the distribution of Xt, then

dTV (µt, π) ≤ P (Xt 
= Yt)

where dTV is the (total) variation distance metric on measures, π is the stationary
distribution and µt is M ’s distribution after t steps.

X and Y are coupled when Xt = Yt. Unfortunately, to receive correct value for dTV

we have to analyze all possible pairs of states of M .

Practicability of coupling has changed with path coupling presented in [8]. They defined
a path – sequence of states of Markov chains – and considered pairs of states that are
adjacent on the path. It is then sufficient to show that path-wise adjacent states of the
two Markov chains will come closer for all pairs of these states.

Theorem A.2. (General Path Coupling [dyer]) Let Ω be a set of all Markov states,
and β is expected distance of states Xt, Yt after performing a step t.
Then, if β < 1 and t ≥

⌈
ln(nε−1)
lnβ−1

⌉
, we have dTV (µt, π) ≤ ε.

Parameter β is defined for graph colouring in [8] as

β = maxX,Y ∈Ω,i∈V

{
1−J(i)+

∑
j∈V

J(j) dTV (κX,j , κY,j)
∣∣∣Y = Ki→c for some c ∈ C ∧ Y 
= X

}
,

where J(i) is a probability of choosing i-th vertex and dTV (κX,j , κY,j) is a distance of
colourings when states Xj and Yj are selected.
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Figure A.1: An example of vote mixing.

A.1.2 Correct Mixing for Chaum’s Electronic Voting

We are dealing with Chaum’s Voting Procedure [13] enhanced with randomized partial
checking [43]. The basic scheme assumes that there is a set of trustees that ensure unlink-
ability of a vote with a particular voter. Each vote is encrypted with keys of all trustees
so the vote cannot be counted until decrypted by all trustees:

T = Dk(Dk−1(. . . D1(C) . . .))

Each trustee (1) decrypts votes with her key, (2) randomly permutes the results, and
(3) sends the permuted list to the next trustee. The trustees do not trust each other and
therefore another operation (4) (randomized partial checking) is added. E.g. trustee Ci

asks trustee Ci−1 to uncover keys used to decrypt randomly selected half of the votes. This
randomized partial checking ensures, with very high probability, that no trustee replaces
genuine votes (fig. A.1).

The problem of the scheme is that there is a small chance the whole path of the
decrypted vote was uncovered and privacy (impossibility to link voter with his vote) will
be broken. Each trustee therefore performs operations (1) and (2) twice (steps i1 and i2).
When she is asked to uncover transformations for a set A of votes she shows keys used for
votes in A in step i1 and keys for the rest of votes used in step i2.

Problem Statement

We take the problem as stated in [55]. We need a strong result determining amount of
information about voting preferences leaked in the revealing process for any outcome of
elections.
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Definition Let Π denotes permutation of votes such that Π(i) = j describes situation
when i-th ciphertext processed by the first trustee C1 corresponds to j-th vote as published
by the last trustee Ck. The voting scheme is secure when probability distribution of Π is
indistinguishable from uniform distribution, i.e. dTV (Π, π) < ε, where ε ≤ 1

nk for a
constant k and number of votes n.

The goal of the following text is to determine minimum number of trustees needed for
obtaining the uniform distribution of Π.

Definition of a Stochastic Process

Behaviour of trustees is independent. Assuming perfectly secure decryption, the decryp-
tion and permutation can be seen as a purely random function.

Lemma The operations (stage) performed by each trustee as defined for electronic
voting with randomized partial checking are indistinguishable from process defined with
the following steps [55]:

1. Randomly select half of votes and put their indexes into set Ai;

2. The items on positions j /∈ Ai are permuted in random;

3. The items on positions j ∈ Ai are permuted in random;

4. All items are permuted in public.

Proof Let us assume that N is a set of all votes such that N = A∪A,A∩A = ∅, |A| =
|A|. We have also defined permutations π1, π2 and sets B,B such that B = π1(A), B =
π1(A) that represent original definition of a trustee operations. The whole state is then:

π2 ◦ π1(N) =
(
πB

2 ∪ πB
2

)
◦

(
π1(A) ∪ π1(A)

)
=

(
πB

2 ◦ π1(A)
)
∪

(
πB

2 ◦ π1(A)
)

= π2(B) ∪ π2(B)

The equation holds because associativity of permutations. By definition of electronic
voting the permutations and π2(B) are public. We have two compositions of permutations.
It is not important which of the permutations in the chain is made public from the attackers
viewpoint. When πB

2 is made public instead of π1(A) we get

π2 ◦ π1(N) =
(
πB

2 ∪ πB
2

)
◦

(
π1(A) ∪ π1(A)

)
= π2 ◦

(
π1(A) ∪ π1(A)

)

QED
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Power of Electronic Voting Stage

When we look at the anatomy of one stage we can quickly find out that a passive external
adversary can not discern two votes when both belong to A (or A). We can therefore
model votes just with two colours: black (belonging to A) and white (elements of A). It
means that our primary target – to determine moment when distribution of votes is indis-
tinguishable from a uniform one – can be reduced to uniform distribution of black/white
coloured votes.

We would like to use path coupling to compute coupling time. We will use a metric
function ∆ : Pn ×Pn → {0, 1, .., n}. Defined for all pairs p1, p2 ∈ Pn as minimum number
of transpositions necessary to make p1 and p2 identical.

Construction of Path Coupling

For any two states X,Y of Markov chain (any two permutations of vote colouring) we can
construct a path X = Z1 Z2 . . . Zk = Y of length k ≤ n such that ∆(Zi, Zi+1) = 1. The
last essential assumption for the path coupling is value of β. According to definition β is
computed according to the following rule: from initial value of 1 is deducted probability
of the paths to become identical and a sum of possible differences is added back.

There are four basic cases that may happen for two states p1, p2 with ∆(p1, p2) = 1:

1. p1 ∈ Ai ∧ p2 ∈ Ai

2. p1 ∈ Ai ∧ p2 ∈ Ai

3. p1, p2 ∈ Ai

4. p1, p2 ∈ Ai

The probability of each of the four cases is 25 % because of random selection and equal
size of of sets Ai and Ai.

Case 1 ∆(p1, p2) = 1 on the input to the stage i. Processing of the stage does not change
distance of states of the two Markov chains at all. We still know that one two votes
has reversed colors.

Case 2 ∆(p1, p2) = 1 alike Case 1.

Case 3 ∆(p1, p2) = 1. The random permutation inside the halves of votes imply coupling
of the two chains.

Case 4 ∆(p1, p2) = 1. Alike Case 3.
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This results in β = 1− 0.5 + 1 ∗ 0, 25 + 1 ∗ 0.25 = 0.5 – this result is much simpler that
the one presented in [55]. The minimum coupling time is then

τ(ε) ≤
⌈ ln(D.ε−1

ln β−1

⌉
=

⌈ ln(n.ε−1)
ln 2

⌉

The original paper stated ε = 1
n as sufficient level of mixing, the time would be:

τ
( 1

n

)
≤

⌈ ln(n.n1 )
ln 2

⌉
=

2. ln n

2
= ln n

A.1.3 Conclusions

No particular conclusions here. We have shown through a correct application of path
coupling the the number of steps is logarithmic in number of votes. A result that is also
much more corresponding to reality and intuition – when compared to the original result
stating the minimum number of steps as O(1).
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12. Cvrček D., Masař́ık K.: Private Key Infrastructure, In: Proceedings of Security and
Protection of Information 2003, Brno, CZ, VABO, 2003, p. 15-24, ISBN 80-85960-50-8
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sity of Technology, 2002.
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