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Abstract
The thesis is focused on some interesting aspects of semiconductor quantum dots and plasmonic anten-
nas.

Excitonic fine structure splitting in quantum dots is closely related to the generation of polarization-
entangled photon pairs for quantum information processing. I explain the relation of the fine structure
to the symmetry of the wave function and related properties of quantum dots: morphology, strain field,
and piezoelectric field. I discuss a possibility to tune the splitting by external strain field. Close-to-
zero splitting required for the entangled photon pairs is experimentally demonstrated for ultrasymmetric
quantum dots and quantum dots under external strain field, and predicted theoretically for quantum
dots with the type-II confinement.

External strain can be used to engineer also other properties of quantum dots. Some of them are
covered in the thesis, including the binding energies of excitons and their complexes, valence band
mixing, polarization anisotropy of light emission, or tunneling rates in quantum dot molecules.

To complete the description of the exciton structure in quantum dots, I report the properties of the
dark exciton pair, which does not exhibit linear optical response under standard conditions, but can be
brightened near the cleaved edge of the sample.

Emission of light from quantum dots can be controlled and enhanced by plasmonic antennas – metal-
lic nanostructures supporting localized plasmon resonance whose near field overlaps with the quantum
dot. Within the thesis I report a study of the plasmon resonances in specific plasmonic antennas (gold
crescents and discs) using electron energy loss spectroscopy.

Key words
Nanostructures, quantum dots, exciton, fine structure splitting, quantum information processing, quan-
tum entanglement, polarization entanglement, entangled photon pairs, k·p theory, configuration inter-
action, plasmonic antennas, Purcell effect, electron energy loss spectroscopy.
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1 Introduction

1.1 The splendors and miseries of nanostructures

The central point of this thesis are nanostructures – objects with the dimensions on the scale of nanome-
ters (or up to hundreds of nanometers). The field of nanostructures is tremendously huge and I will
cover only a small part here, based on my experience and preferences: Quantum dots and plasmonic
antennas.

One thing all nanostructures have in common is that they are small. Miniaturization brings many
advantages. It makes devices cheaper, portable, consuming less supplies or integrable into more complex
functional units, all this while preserving the functionality. Many examples of successful miniaturization
include cell phones, computers, transistors, or clockworks. Although it is common to consider the
miniaturization a very modern trend, the last case shows that it is rather old, dating back to medieval
times or even before.

In the aforementioned examples the smaller dimensions have not brought in the new functionality.
Novel physics emerges when the dimensions of the nanoparticle become comparable with a characteristic
length of some physical process, particle, or interaction. As the first example we will consider light. Its
characteristic dimension is its wavelength (spatial periodicity) and for visible light in vacuum it ranges
approximately from 400 nm to 750 nm. In the homogeneous medium, the vacuum wave length has
to be divided by the refractive index, usually larger than one. When the medium is structured on the
scale comparable with the light wave length, light behaves very differently than in the free space. A
prominent example is a photonic crystal [1, 2, 3] formed by a periodic arrangement of building blocks
with a contrast in the refractive index, such as a dielectric slab with drilled holes. A photonic band
structure is formed in photonic crystals similar to the electron energy band structure in ordinary crystals,
including the photonic band gaps – ranges of photon energies for which the absorption or emission of
light (including spontaneous emission) is not allowed. On the other hand, for different photon energies
the density of photon states can be considerably enhanced comparing to the free space case (described
by Planck’s law). In consequence, the emission of light can be enhanced. This effect was discovered by
Edward Mills Purcell [4] (hence the name Purcell’s effect) and is employed to improve the properties of
light emitters [5, 6, 7]. Photonic metamaterials are periodic structures similar to photonic crystals but
with subwavelength periodicity [8, 9, 10]. Building blocks represent artificial atoms, metaatoms, with
engineerable properties. Metamaterial is perceived as a homogeneous environment by light as long as the
wave length of light is much larger than the metaatom dimensions. It is thus well described by the local
frequency-dependent electric permittivity and magnetic permeability. However, tremendous variability of
metaatoms in comparison with atoms allows for extraordinary properties, a prominent example of which
is a negative refractive index [8, 9, 11]. Metamaterial are also used for cloaking – making object invisible
by allowing light to travel around the object instead of being scattered or absorbed [10, 12]. Cavity
quantum electrodynamics [13, 14], another branch of photonics, focuses on light confined in a photonic
cavity and interacting with a matter (an optical emitter). When the light is squeezed to sufficiently
small volume (i.e., the cavity mode volume is comparable with λ3 where λ denotes the wave length)
and kept in the cavity for sufficiently long time (i.e., the cavity quality factor Q has to be large enough),
then a coherent superposition of the light and matter states is formed, resulting in Rabi oscillations [15].

Plasmonic antennas are yet another kind of nanostructures confining light. In contrast to dielectric
photonic structures discussed in the previous paragraph, plasmonic particles are metallic. The interface
between the metal and dielectric hosts surface plasmon polaritons, which are electromagnetic waves
coupled to the oscillations of free electron gas in the metal. The waves are evanescent: they decay
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exponentially into both metal and dielectric. They can propagate along the interface. However, when
the interface is enclosing the particle and is thus of finite size, standing waves are formed instead –
localized surface plasmons. Due to their evanescent nature they can be confined on a subwavelength
scale. Plasmonic modes have therefore a very small volume but their quality factor is lower than in the
dielectric photonic structures due to ohmic losses in the metal.

Electrons experience more complex interaction with the environment than light. A discrete character
of electric charge can be demonstrated in a device known as single electron transistor (SET). This is
composed of a central capacitor of capacitance C connected via tunnel junctions to conducting electrodes
(source and drain). With a large enough capacity, charging the capacitor with an extra electron costs
almost no energy and the current flows through the transistor depending on the bias voltage and the
resistivity of the device (mostly related to the tunnel junctions). However, when the charging energy of
the capacitor, EC = e2/2C (e denotes the elementary charge) becomes comparable with the thermal
energy ET = kBT (kB is the Boltzmann constant and T is the temperature), the current is blocked for
sufficiently small bias voltage – the effect is known as Coulomb blockade.The current can be restored,
though, either by increasing the bias voltage above a certain threshold, or by gating the central capacitor
and applying a gate voltage that compensates for the charging energy. Considering a spherical capacitor
(C = 4πεR), a characteristic dimension (the radius of the capacitor R) reads

R = e2

8πεkBT

which, for T = 300 K and the dielectric constant ε of vacuum, takes the value R = 39 nm.
Electrons can also be confined in a way similar to light. Here, the characteristic length is de-Broglie

wave length, reading λdB = h/p (h is Planck constant and p is the momentum of the electron). For
a non-relativistic electron with the kinetic energy E it reads λdB = h/

√
2mE. Inserting the thermal

energy at 300 K and the effective mass of 0.067 of free electron mass me (corresponding to the edge
of the conduction band in GaAs), one gets the de Broglie wave length of 30 nm. The nanoobjects of
similar or smaller dimensions have the electron energy structure significantly different from extended
objects which results into their non-classical properties.

1.2 Fabrication

The progress in the field of nanostructures is intimately related to the development of ingenious fab-
rication techniques. Traditionally, they fall into top-down and bottom-up approaches. In a top-down
approach, the starting point is a bulk material that is processed (etched, milled, sputtered off, etc.)
into a desired size and shape. Top-down techniques are usually deterministic and versatile, but on the
other hand slow and limited to rather large objects. In a bottom-up approach, atoms, molecules, or
other complexes are used as building blocks for more complex structures, put together e.g. by chemical
reactions or by nanomanipulation. Bottom-up approaches are rather stochastic, difficult to control,
and not so versatile, but they are fast, often scalable and suitable for mass production, and allow for
smaller nanostructures than top-down approaches. We note that modern fabrication techniques are
often composed of several steps combining both approaches. In the following, we present some of the
basic fabrication techniques.

Electron beam lithography (EBL) is a technique capable to produce planar structures of arbitrary
shape with the lateral resolution better than 10 nm. A substrate is first coated with an electron-sensitive
resist. A focused electron beam is used to draw the desired structure, locally modifying the properties
of the resist. Next, the development follows in which the exposed (positive lithography) or unexposed
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(negative lithography) resist is removed. Finally, a layer of the desired material is deposited and the
remaining resist is removed.

Focused ion beam milling (FIB) is a technique in which the desired structure is drawn with the
focused beam of ions (most often Ga or Xe) directly into the thin layer of the target material. Contrary
to electrons, massive ions are capable to sputter-off the target material so there is no need for the resist
and development.

Nanoimprint lithography uses a solid stamp to structure the soft resist (by a mechanical pressure),
which is then processed as in the case of EBL. In comparison with the previously mentioned lithographic
techniques, nanoimprint lithography is low-cost and high-throughput technique suitable for industrial
applications.

Nanomanipulation was enabled by the development of scanning probe microscopy. The objects
(individual ions or larger particles) can be attached to the tip of the probe, dragged over the substrate,
and detached at the desired position. The technique has been used e.g. to arrange 35 xenon atoms
on nickel substrate to spell out the letters IBM or to place the plasmonic particles to the vicinity of
self-organized quantum dots [16].

Chemical synthesis encompasses a broad class of chemical methods, in which nanostructures are
produced through chemical reactions. The nanostructures prepared via chemical synthesis are usually of
high quality (as no dirty or damaging processes are involved such as the resist deposition in EBL or the
mechanical treatment in FIB). On the other hand, there is only a limited control over the process and
its products, and also a limited versatility. Using chemical synthesis, it is possible to produce e.g. single
crystal gold platelets for applications in plasmonics [17, 18], colloidal quantum dots [19], molecular
nanomagnets [20, 21], etc.

Epitaxy refers to the ordered layer-by-layer growth of a crystalline film on a crystalline substrate. It
produces high-quality thin films. The growth rate is rather small, between tenths of nanometer and units
of micrometer per minute. In combination with using metallic nanoparticles as seeds (vapor-liquid-solid
mechanism [22]), one-dimensional epitaxial growth can be realized producing nanowires. Quantum dots
can be produced as well, either by self-assembly of the lattice-mismatched heterostructures, or by droplet
epitaxy (see Sec. 1.4.1).

1.3 Characterization

The structural characterization of nanostructures relies on two main approaches: scanning probe mi-
croscopy and electron microscopy.

Scanning probe microscopy (SPM) is a class of methods in which the surface of the sample is
scanned with a probe in a form of a sharp tip. Piezoelectric actuators allows for a precise control of the
tip position. The methods differ by the physical quantity detected by the tip. Atomic force microscopy
(AFM) relies on short-range mechanical force between the probe and the sample. It allows to image the
surface profile with the sub-nanometer vertical resolution and can also be used for nanomanipulation.
Scanning tunneling microscopy measures the tunneling current between the conductive tip and the
sample. It is restricted to conductive samples. Due to the exponential dependence of the tunneling
current on the tip-sample distance it provides a superb spatial resolution of 10 pm vertically and 100 pm
horizontally [23]. Further, by varying the bias voltage the method enables to retrieve the energy-
dependent local density of states. In Scanning near-field optical microscopy, the probe has a form of a
tapered optical fibre that collects the near electromagnetic field (i.e., evanescent waves related e.g. to
the quantum emitters or surface plasmons) present at the surface of the sample. The lateral resolution
down to 20 nm has been demonstrated [23], well below the far-field diffraction limit.
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Electron microscopy employs a beam of electrons to probe a sample. Owing to their short de
Broglie wave length, electrons enable considerably better spatial resolution (several tens pm) than
light (several hundreds of nm). The microscope is composed of an electron source (electron gun),
a set of lenses, a sample stage, and a detector (usually a CCD camera), all mounted in evacuated
electron column. There are two principal configurations of the electron microscope. In a scanning
electron microscope (SEM), the focused electron beam is scanned over the sample and a reflected signal
(secondary electrons, or possibly back-scattered electrons, X-rays, or light due to cathodoluminescence)
is recorded. In a transmission electron microscope (TEM) a broad electron beam is transmitted through
a sample. In addition to the unscattered electrons, the signal is composed of scattered electrons and
cathodoluminescence. TEM requires thin samples (several tens of nanometers for the highest spatial
resolution) and high-energy electrons that penetrate the sample (100–300 keV compared to less than
30 keV used in SEM). The scanning mode is also available for TEM, which is then known as scanning
TEM (STEM).

Optical properties of nanoparticles and to some extent their electronic and quasiparticle structure are
most conveniently studied by optical methods. Most prominent of them in the field of nanostructures
are optical transmission and reflection spectroscopy and luminescence.

Optical transmission and reflection spectrometry is a quantitative method allowing to determine both
the energy and the strength of various transitions (electronic, phononic, etc.) in a matter. White light
from a source is either transmitted through or reflected from a sample, monochromatized or dispersed,
and detected.

For the interaction of a matter with light, usually the Fermi golden rule and the electric dipole
approximation are appropriate. The absorption transition rate (number of photons being absorbed per
second) for the transition from the initial single electron state i to the final single electron state f then
reads

Wfi = 2π
h̄

(
eE0
meω

)2
|⟨f |e · p̂|i⟩|2δ(Ef − Ei − h̄ω),

where p̂ = −ih̄∇ is the momentum operator, E0, e, and ω denote the amplitude, polarization vector,
and frequency of the electric field, Ei,f are the energies of respective states, and e, me, and h̄ are the
charge and mass of an electron, and reduced Planck constant. For more detailed discussion we refer to
the standard textbooks, e.g., [24, 25]. Similar relations can be derived for other transitions related to
the absorption of light (e.g. phononic or excitonic).

For a sample that is (at least piecewise) homogeneous it is customary to introduce the complex
conductivity σ(ω) = σ1(ω) + iσ2(ω), whose real part reads

σ1(ω) = πe2

m2
eω

2
Ω

∑
if

|⟨f |e · p̂|i⟩|2[f(Ei) − f(Ef )]δ(Ef − Ei − h̄ω)

[f(E) is the occupation number and Ω the volume of the system] and imaginary part is related through
Kramers-Kronig relations. The (relative) complex dielectric function then reads εd(ω) = 1 − iσ(ω)/ω,
the refractive index is obtained as its square root, and finally the transmittance and reflectance can be
calculated employing Fresnel relations.

However, for nanostructures the approach of homogeneous environment is often not appropriate.
Instead, scattering and absorption of light are described by cross-sections Cscat and Cabs, defined as
the power scattered and absorbed by the nanostructure when illuminated with a unit intensity. In
the sparse system nanoparticles with the planar density nS , the transmittance T is proportional to
1 − nS(Cscat + Cabs) and the reflectance R is proportional to nSCscat. When the nanostructures
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are embedded in a homogeneous matrix (which is common), the relations above hold for a relative
transmittance/reflectance with respect to an empty matrix.

Luminescence spectroscopy is a technique in which the luminescent light is observed. Luminescence
is the light produced by the sample besides the thermal equilibrium (black-body) radiation. There
are several mechanisms for the excitation of the sample out of the thermal equilibrium: external light
(photoluminescence), injection of the carriers from conductive leads (electroluminescence), transfer of
energy from high-energy beam of electrons passing through or near the excited structure (cathodolu-
minescence), etc. The photon energy of the luminescence is characteristic for the studied sample and
independent of the parameters of excitation (e.g. the wave length of the exciting light).

The principle of the luminescence will be explained for the case of a semiconductor. An electron
is excited from the valence to the conduction band, leaving a hole in the valence band. The system is
now out of the thermodynamic equilibrium and will tend to restore it. The relaxation processes can be
characterized as non-radiative (without the emission of photon) and radiative. Non-radiative processes
(mostly phonon emission but also Auger processes, impurity scattering, etc.) are very efficient (time
scale of ps or even fs) but allow only for a limited decrease of the electron’s energy (tens of meV
corresponding to a typical phonon energy). Radiative processes are generally much slower (time scale
of ns) but allow for an arbitrary energy decrease (a photon of any energy can be emitted). Thus, the
electron will first relax non-radiatively to the bottom of the conduction band (and the hole to the top
of the valence band). The band edge presents so-called metastable state for which the non-radiative
relaxation processes are no longer effective. The charge carriers dwell there for a comparably long
time and eventually recombine through a radiative process, emitting a photon that contributes to the
luminescence.

Luminescence spectroscopy is extremely sensitive technique, allowing in principle to register the
emission of individual photons. It is however best suited for probing low-energy excitations, for which
the non-radiative decay is hindered. It is also problematic to determine the strength of the transitions
quantitatively because of complex relaxation effects influencing the recorded luminescence intensity.

1.4 Semiconductor quantum dots

Quantum dots (QDs) are semiconductor nanometer-sized heterostructures in which the electron motion
is quantized in all direction and in consequence they exhibit discrete energy levels and wave functions
confined to a finite volume. For that, QDs are also referred as artificial atoms. Quantum dots combine
benefits of individual atoms (sharp density of states and slow decoherence) and solid state (easy inte-
grability into more complex devices) and are therefore promising candidates for many applications such
as lasers with low threshold current, single electron transistors, or single photon sources.

1.4.1 Fabrication

The methods for the fabrication of quantum dots can be divided into two classes – epitaxy and chemical
synthesis.

Epitaxial quantum dots are prepared by depositing thin layers on a monocrystalline substrate. Two
most common methods for the deposition are molecular beam epitaxy and metal-organic vapour phase
epitaxy. [24] Typical growth is based on a strain-driven self-assembly and consists of several steps. On
a substrate composed of a barrier material, a buffer layer of the same material is deposited to improve
the quality of the surface. A thin layer (a few monolayers) of the QD material follows. Essentially,
the two materials has to differ in the lattice parameter. The strain induced by the lattice mismatch is
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relieved by the formation of islands (future QDs). Depending on the growth details a thin layer of QD
material can be left below the islands (Stranski Krastanov growth mode) or the islands are located right
at the substrate (Volmer-Weber growth mode). To facilitate the island formation, the growth can be
interrupted for a short time (tens of seconds). Finally, the structure is terminated by the upper barrier
layer.

The growth of lattice-matched quantum dots, e.g. GaAs dots with AlGaAs barrier, requires modified
approaches. Droplet epitaxy is a modification of molecular beam epitaxy, in which metallic droplets (Al)
are formed on the bottom barrier. The sample is then annealed and the droplets etch the underlying
barrier. Nanoholes formed during this step are subsequently filled with the dot material (GaAs) and
overgrown by the upper barrier. In this way, strain-free quantum dots are fabricated [26].

Chemically synthesized quantum dots are also known as colloidal quantum dots (for they are kept
in solutions) or core-shell structures (for their characteristic shape of a core spheroid surrounded by
spherical shell of the barrier material). They are mentioned here for completeness as the thesis deals
solely with the epitaxial quantum dots.

1.4.2 Quantum confinement

QDs are composed of semiconductor crystals and electrons in them interact with a tremendous number
of particles – lattice or other electrons. Therefore, we need a simplified view to describe quantum
confinement in such a complex system in a comprehensible manner. The simplification is offered by the
effective mass paradigm. Looking at the band structure of a bulk crystal we realize that the dispersion
relation close to the band edges is parabolic, E(k) = Ak2, and thus resembles the dispersion relation
of free particles, E(k) = (h̄2/2me) · k2. The different slope can be treated as if the particles in crystal
acquire effective mass m∗ different from the mass of free electron me. The wave functions (Bloch
waves) are composed of a plane wave part corresponding to the free particle and a periodic part. Taking
these two facts into account it is natural to treat the crystal as a homogeneous environment of constant
potential energy, in which electrons propagate as free particles. The effect of the complex crystal poten-
tial is hidden into modified effective mass and the modulation of the wave function by the periodic part
of the Bloch wave. Such model constitutes the foundation for a description of heterostructures. Here,
the band edge energies vary with the position and present a position-dependent effective confinement
potential for the movement of the electrons with the (band dependent) effective mass. The confined
wave functions have to be again multiplied by the periodic parts of the Bloch waves.

As an example, we can consider a quantum dot composed of GaAs (narrow band gap semiconductor,
EGaAs

g = 1.52 eV at the temperature of 0 K) embedded in Al40Ga60As (wide band gap semiconductor,
EAlGaAs

g = 2.06 eV) [27]. The sum of the depths of potential wells for electrons (Ve) and holes (Vh)
equals to the difference of band gaps, Ve +Vh = EAlGaAs

g −EGaAs
g = 0.54 eV. The determination of Ve

and Vh is a tricky task and the data are usually not very reliable. Ref. [27] proposes Ve = 0.34 eV and
Vh = 0.21 eV. The effective mass of the conduction band electrons in GaAs reads m∗ = 0.067 ·me, the
effective mass of the holes is anisotropic and cannot be described by a single value.

Two types of quantum dots are distinguished based on the band edge alignment of the inner (QD)
and outer (barrier) material. For type-I QDs, both electrons and holes are confined inside the QD (Ve

and Vh > 0). For type-II QDs, only one type of charge carriers is confined in QDs, while the other
resides in the barrier and is only loosely bound to the QD by the electrostatic interaction with the former
charge carrier, or by the inhomogeneous strain or piezoelectric field around the QD. Among QDs studied
within the thesis, those based on GaAs/AlGaAs or InAs/GaAs materials belong to type I, Ge/SiGe are of
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type II, and InAs QDs with GaAsSb capping are of transitional character with the type of confinement
dependent of the thickness or composition of the GaAsSb layer.

Quantum confinement results into discrete energy spectrum and localized states. The former feature
is related to narrow (in theory delta-function) density of states and thermal stability (low-energy thermal
excitations are suppressed due to separation of energy levels). The latter feature results into rather strong
Coulomb coupling between individual single-particle states and stable excitons and excitonic complexes.

1.4.3 Characterization

Quantum dots are typically embedded in the barrier region, which makes their structural characterization
difficult. Further, the strain usually imposed by the capping layer causes pronounced morphological
changes during the overgrowth which excludes the possibility to determine the shape and dimensions
of quantum dots prior their embedding. Still, AFM provides a useful insight into the morphology of
quantum dots. It was used for example to study the overgrowth of a QD with the capping layer [28],
showing a clear flattening and lateral elongation of the studied QD. Direct determination of the QD size
and shape is possible for the strain-free GaAs QDs in the AlGaAs barrier, for which the shape is not
expected to change after the overgrowth [26, 29]. X-ray diffraction presents a powerful tool, but rather
difficult to use [30, 31].

Photoluminescence is the primary method to study the electronic structure of quantum dots, in
particular their low energy excitations. As a non-destructive and non-contact method it allows for
plenty flavors, including the possibility to apply external electric, magnetic, or strain field, study thermal
and pumping-intensity dependences, or perform time-resolved studies. The spectral resolution of the
technique can be below several tens µeV (i.e., 10−5 on the relative scale). With the spatial resolution
about 1 µm it is possible to study individual QDs. Photoluminescence together with the interpretation
based on the theoretical modeling provides confinement energies of electrons and holes, binding energies
of excitonic complexes, electric dipole moments, tunneling energies in quantum dot molecules, radiative
lifetime of excitons, indications for the lateral symmetry breaking, and many others. Some of these
cases are discussed further in this thesis. Less frequently, electronic structure of quantum dots is studied
by optical absorbance measurements. Scanning tunneling spectroscopy allows to visualize the wave
function of the bound states together with the determination of their energies [32, 33].

1.4.4 Theoretical methods

As the theoretical modeling of quantum dots constitutes substantial part of the thesis, I briefly review the
involved methods. Typical procedure consists of four steps: calculation of fields, single particle states,
multiparticle states, and optical properties. Except for the highly symmetric instances or simplified
models, numerical solutions are necessary.

The first step consists in the calculation of fields that affect the band structure of solid: strain,
electric, and magnetic field. Strain field is present either as built-in field due to lattice mismatch or
as external field. It is obtained by minimizing strain energy within continuum elasticity model, or,
less frequently, within atomistic model, e.g. valence force field. Electric field can be present due to
piezoelectricity, pyroelectricity, or as external field. It is calculated from Laplace equation. I note
that the electric field produced by occupied confined states is usually not considered in single-particle
calculations.

Single particle states are most often obtained using k · p theory. With some simplification, this
method represents a multiband extension of the effective mass theory. The wave function is expressed
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as ψ =
∑

b χbub, where the summation goes over a subset of energy bands, ub is a periodic part of
the Bloch wave at a specific point of Brillouin zone (usually Γ), and χb is a corresponding envelope
function. Envelope functions are obtained from a set of Schrödinger-like differential equations and
follow the normalization condition

∑
b⟨χb|χb⟩ = 1. Most frequently, eight bands are considered, two

conduction and six valence (heavy hole band, light hole band, and spin-orbit split-off band, each doubled
by a spin). The Hamiltonian is composed of Luttinger–Kohn Hamiltonian and Pikus–Bir Hamiltonian
accounting for the effects of strain.

Alternatively, tight-binding or pseudopotential methods are used to obtain single-particle states.
In many quantum dots, including all instances considered here, Coulomb interaction between indi-

vidual particles represents only a small correction to the confinement. It is thus appropriate to obtain
multiparticle states (excitons and multiexcitonic complexes) by expanding the wave function into a se-
ries of limited set of Slater determinants formed from single particle states. This approach is named
configuration interaction.

More details and references to this part is provided e.g. in [34, 35] and references therein.

1.5 Plasmonic antennas

Electrons, represented by plane waves in free space or by Bloch waves (modulated plane waves) in a
bulk crystal, can be confined to a finite volume by the heterostructures with offsets in their band edges.
Similarly, photons (light) represented by plane waves in free space can be confined to a finite volume
by heterostructures with a contrast of their refractive indices. Such a heterostructure can be realized in
small metal particles embedded in a dielectric environment, such as insulators, semiconductors, or air.

The mechanism of the light confinement in small metal particles is closely related to the quasiparticles
called localised surface plasmons. Bulk metal supports collective oscillations of the free electron gas.
Bulk plasmon is a quantum of such oscillations. On the boundary of the metal and a dielectric, the
oscillating electrons produce a macroscopic electric field, evanescent waves that are free to move along
the boundary and decay exponentially away from the boundary. The quasiparticles arising from the
strong coupling between some excitation and the electromagnetic field are named polaritons. Here, so-
called surface plasmon polaritons (SPP) are formed, referring to the coupling of the plasmon oscillations
on a surface of metal to the evanescent wave propagating along the surface. Surface plasmon waves
can be described by their frequency and by the in-plane component of the wave vector. The dispersion
relation has two branches, whose asymptotes are the light dispersion line in the surrounding medium
and two constant frequencies corresponding to the bulk plasmon and surface plasmon frequency [36].
The coupling is manifested by the avoided crossing of the lines. The electromagnetic field component
of SPP is confined in the direction perpendicular to the metal surface but no in-plane confinement is
observed.

When the metal surface is spatially restricted (such as in the case of metal nanoparticles), the inter-
ference of propagating surface plasmon waves gives rise to the standing waves; the related quasiparticle
is called localised surface plasmon (LSP). The dispersion relation is now composed of discrete points,
corresponding to the localized surface plasmon resonances (LSPR). Due to high losses in metal, the
lifetime of the resonances is very short (femtoseconds) and their spectral width is thus rather large.
Consequently, the response of the system supporting localised surface plasmons is spectrally continuous,
with distinct peaks corresponding to different LSPR only if the frequency separation of the modes is
larger than their spectral width (typically the case of several low-frequency LSPR in supported by small
metal particles). The field related to LSPR is confined also in the in-plane directions.

For the experimental characterization of LSPR a variety of methods is employed. We describe here
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two which are standardly used at the Institute of Physical Engineering BUT. Optical spectroscopy is one
of the simplest and commonly used techniques. In the transmission mode it provides the extinction cross
section of plasmonic particles and in the reflection dark-field field mode it allows to study the scattering
cross section (a special dark-field objective is used to collect the scattered light while blocking the
directly reflected light). Due to its far-field nature, the spatial resolution of the optical spectroscopy
is set by the Abbe diffraction limit and is thus insufficient for the imaging of local LSPR properties
(such as the plasmon’s near field distribution). Further, the method is blind to so-called dark plasmons.
The electric field of dark plasmons has a vanishing dipole moment which impedes their coupling to the
far-field radiation. The electron energy loss spectroscopy allows to overcome both limits of the optical
spectroscopy. In this technique, the sample in the form of a thin membrane (tens of nanometer) is
scanned by a monochromated and focused beam of high-energy electrons (above 60 keV). The probe
electrons interact with the electron gas in metal particles and can with some (very small) probability
excite a LSPR. This is accompanied by a transfer of energy from the electron to a plasmon. If one detects
the energy distribution of transmitted electrons, characteristic peaks at the energies corresponding to
LSPR are observed. The spatial resolution of the method is better than 1 nm which allows for local
imaging of LSPR. Further, the electrons interact also with dark plasmons. The spectral resolution of the
method is about 0.01–0.1 eV – a fair value considering the energy of impinging electrons but naturally
worse than the resolution of the optical spectroscopy. Further, the observation of the low-energy features
(below 0.1–1 eV) is hindered by the strong zero-loss peak which corresponds to the electrons that pass
through the sample without any inelastic scattering (it has a finite width due to a finite resolution of
the monochromator).

The applications of localised surface plasmons are usually connected with their ability to focus
and/or enhance the electromagnetic field. There are various plasmon-enhanced spectroscopic tech-
niques, in which the studied sample is decorated with plasmon-supporting nanoparticles to enhance the
measured signal. For example, plasmon-enhanced photoluminescence allowed to detect the fluorescence
of individual molecules [37]. Another techniques comprise the tip or surface enhanced Raman scattering,
surface enhanced infrared absorption, and others.

2 Quantum dot properties

This section is dedicated to general properties of quantum dots while more specific topics are discussed
in the following sections. The research was triggered by design of complex quantum dot structures,
development of a new tuning technique, or expanding the expertise gathered for standard InAs QDs
to more exotic QDs. The studies have often introductory character, report rather basic properties of
particular quantum dots, and their results are repeatedly used in the follow-up studies which pursue
particular tasks of contemporary physics of semiconductor quantum dots.

2.1 Quantum dots with tunable thickness of the wetting layer

Strain-free GaAs quantum dots embedded in an AlGaAs barrier represent an unusual quantum dot
system. The lattice parameter mismatch between both constituents is about 0.1 %, considerably smaller
than e.g. in traditional InAs QDs embedded in GaAs (7 %). For simplicity and also for the sake of
scientific marketing, the related low internal strain is advertised as zero internal strain, to which we
will also adhere in the forthcoming discussion. In consequence, these QD are versatile as there is no
strain-related restriction to their volume or shape. Further, the shape and composition of the QDs can
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be experimentally retrieved with the accuracy and reliability impossible in any strained QDs: (1) There
is negligible intermixing between the QD and barrier material during the growth. (2) Change of the
QD shape during the growth of the capping layer (i.e., top barrier), in particular decrease of the height,
which is common in strained QDs [28, 38], is absent here – this allows for easy determination of the QD
morphology on uncapped samples. Together with simple form of the quantum confinement, which is
not contributed by the strain or piezoelectric field, this facilitates the interpretation of the experimental
data with reliable theoretical models. The GaAs/AlGaAs QDs are thus ideal testing system for new
physical ideas and concepts. In particular, they are suitable for the studies of the excitonic fine structure
splitting and its reduction towards zero (Sec. 3.1) as the total anisotropy of the QD is dominated by
the structural anisotropy and the piezoelectric contribution is not present.

On the other hand, zero internal strain hinders the fabrication of the GaAs/AlGaAs QDs as the
strain-driven self-assembly cannot be employed. Instead, complex growth procedures were developed
including local droplet etching [39], modified droplet epitaxy [40], or hierarchical self-assembly [41].

In our study [29] the hierarchical self-assembly [41] was used for the GaAs/AlGaAs QD fabrication.
In first step, InAs QDs were prepared by molecular beam epitaxy using the usual Stranski-Krastanov
growth mode and capped by 10-nm thick GaAs layer. Next, strain-sensitive etching by AsBr3 gas
resulted in removal of InAs QDs and spontaneous formation of nanoholes in the GaAs layer at the place
of InAs QDs. The bottom barrier layer of Al0.45Ga0.55As was deposited at low temperature so that
the nanohole was transferred to AlGaAs surface. A thin layer of GaAs was deposited and the sample
was annealed so that GaAs filled the nanohole. The excessive amount of GaAs, if present, formed a
thin layer (an analogue of a wetting layer, WL) above the filled nanohole (quantum dot). The structure
was completed with the top Al0.35Ga0.65As barrier. Due to anisotropic surface diffusion of Ga and Al
atoms the resulting dots were strongly elongated along [110] direction, a fact which is important for the
studies of fine structure splitting described in Sec. 3.1.

A series of samples with a different thickness of the wetting layer d (between 0 and 4 nm) was
prepared and characterized by low-temperature photoluminescence with microscopic spatial resolution.
Emission from quantum dots and a wetting layer was identified in the spectra, both exhibiting a pro-
nounced red shift with increasing d (which corresponds to an increase of both the QD height and the WL
thickness). With increasing excitation power, a shell-filling and the emission involving excited electrons
and holes were observed.

The QD ground state emission was composed of several lines, a strong one at the high-energy side of
the spectra and several weaker red shifted by ≥ 2 meV. With the help of polarization-resolved measure-
ments and excitation-power-dependent measurements, the former was identified as neutral exciton (X)
recombination, while the latter lines arose from the biexciton (XX, polarization doublet), positive trion
(X+, polarization singlet), or negative trion (X−, polarization singlet). The discrimination between both
trions was based on the background p-doping resulting in higher intensity of X+ in comparison to X−.
The bonding nature of both trions and biexciton is rather uncommon in strained QDs and suggests a
large overlap of electron and hole wave functions. This is facilitated by the absence of the piezoelectric
field (which tends to separate the carriers with opposite charge) but still surprising due to a large effec-
tive mass difference between electrons and holes. We have used the concept of effective confinement
potential [42] which is steeper for lighter electrons and shallower for heavier holes to show that in total
the extension of both wave functions is comparable. Further, the biexciton and trion binding energies
are only weakly dependent on d. As d the increases, the wave functions become more extended and
the Coulomb interaction weakens (which tends to decrease the binding energies), but at the same time
the correlation becomes more pronounced (which tends to increase the binding energies) and both the

10



effects almost cancel each other.
The measurements are well reproduced and interpreted with the numerical simulations combining the

8-band k · p theory for single particle states with the configuration interaction method for the excitonic
complexes. In conclusion, a simple way to modify the height of the strain-free QDs and tailor their
properties was demonstrated together with some peculiar properties such as the ultimate overlap of the
electron and hole wave function and related bonding nature of all exciton complexes. These QDs were
used in subsequent studies of the excitonic fine structure splitting [43, 44, 45] (see Sec. 3.1).

2.2 External strain as a tool for tuning QD properties

The strain field is an important ingredient in determining QD properties. Inhomogeneous internal strain
is present in lattice-mismatched QDs with a magnitude up to several percent.External strain (usually
homogeneous on a scale of QD dimensions) can be imposed to engineer the QD properties; the magnitude
of such strain is considerably weaker than in the case of the internal strain and reaches usually up to
0.1 %. Unintentional external strain can result for example from the presence of defects in the barrier
or vicinity of the cleaved edge of the sample.

The effect of the strain on the band structure is described by the Pikus-Bir Hamiltonian [46] and
comprises the band shift and mixing. Elastic potentials are introduced to describe the magnitude of
the shift. They refer to the shift per unit component of the strain tensor (or their linear combination)
and their characteristic values range between 1 and 10 eV. For example, the heavy and light hole band
in InAs QDs embedded in GaAs are split by about 0.4 eV and the fundamental band gap increases
from 0.4 eV to more than 0.6 eV due to strong internal strain. The shifts induced by the external
strain field are considerably smaller (up to several tens of meV) but still sufficiently large to induce
observable effects e.g. in modifying the biexciton binding energy [47]. Band mixing is important in for
the exciton polarization properties [45], exciton fine structure splitting [44], or making the dark exciton
states optically active [48].

We have employed the external strain field in several studies aiming at the tuning of various quantum
dot properties including the biexciton binding energy [47] (Sec. 2.2), the magnitude of fine structure
splitting, polarization of the exciton transitions and the polarization anisotropy of QD photolumines-
cence [44, 45] (Sec. 3.1) or the tunneling energy in QD vertical molecules [49] (Sec. 4.2).

The principle of the strain application is common to all the studies, although details may differ
due to technological progress over time. In the following we describe our state-of-the-art setup for
strain application [50, 51]. The sample is prepared in a form of a nanomembrane containing the
QDs, possibly embedded in a p-i-n diode structure if the simultaneous application of the external
electric field is desired. The nanomembrane is integrated onto a lead magnesium niobate-lead titanate
[Pb(Mg1/3Nb2/3)O3]0.72] − [PbTiO3]0.28 (PMN-PT) piezoelectric actuator by gold-thermocompression
bonding. PMMA resist used to bind the nanomembrane to the piezo-actuator in earlier works allowed
to transfer only a limited strain and was prone to damage. The voltage applied on the piezo-actuator
induces the in-plane biaxial strain field, either tensile or compressive depending on the sign of the electric
field. The strain is transferred to the QD sample depending on its position on the actuator either as
in-plane biaxial (the QD membrane on top of the actuator) or as uniaxial with the principal strain axis
usually aligned with the QD [110] direction (the QD membrane at the side of the actuator). In the
latter case, denoting the strain along the principal axis ε, the strain along the perpendicular axis reads
−0.7 × ε [52]. The method allows to impose the external strain up to 0.4 % [50].

In one of our early studies employing the external strain field we have addressed the binding energies
of exciton species in InAs/GaAs QDs. Thin GaAs membranes (200 nm) with a single layer of self-
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assembled InGaAs QDs were fabricated using molecular beam epitaxy, transferred onto piezo-actuators
and characterized by low-temperature photoluminescence with the spatial resolution allowing to focus
to individual QDs. Typical spectra consist of three sharp lines attributed to the recombination of the
exciton (X), positive trion (X+), and biexciton (XX). The assignment of the lines was based on the
pumping-power and polarization dependent measurements. The transition energy of the neutral exciton
was about 1.37 eV which gives evidence of rather small QDs. In different QDs, both red shift and blue
shift of the biexciton with respect to the exciton was observed while the positive trion was consistently
blue-shifted.

Binding energy EB of the excitonic complex Y is the difference between the energy of complex
components (a neutral exciton and a hole for the positive trion and two excitons for the biexciton)
and the complex itself. The transition energy Etr of that complex (i.e., the energy observed in the
photoluminescence spectra) is the difference between the energy of the complex and the energy of the
final state after the recombination of single electron-hole pair (i.e., an exciton for the biexciton and
a single hole for the positive trion). The transition energy of the complex Y can be calculated by
subtracting its binding energy from the transition energy of the neutral exciton, i.e.,

Etr(Y ) = Etr(X) − EB(Y ).

The complexes with the positive/negative binding energy are called binding/antibinding and their spec-
tral line is red-shifted/blue-shifted with respect to the neutral exciton line. In the studied QDs, the
binding energy of the biexciton ranged from −2 meV to 2 meV and the binding energies of X+ ranged
from −8 meV to −3 meV. We note that the binding energy is not a measure of the complex stability
– the components are held together by the quantum confinement, not by Coulomb interaction. In
this aspect the exciton complexes in quantum dots differ considerably from those in a bulk crystal or
quantum wells and wires.

The energies of exciton complexes can be estimated from the single particle energies (Ee for the
ground electron state and Eh for the ground hole state) and the Coulomb integrals between those
ground states (a negative Jeh describing the electron-hole attraction and positive Jee and Jhh for the
electron-electron and hole-hole repulsion, respectively). Such simple approach provides an elementary
insight into the exciton complex properties, although it fully neglects the self-consistency (a modification
of the wave functions due to the additional Coulomb potential) and correlation (a collective behavior of
individual particles forming the complex) effects. For example, biexciton is composed of two electrons
and two holes with four e-h attractions and one e-e and one h-h repulsions. Its energy reads

E(XX) = 2Ee + 2Eh + 4Jeh + Jee + Jhh .

The energy of exciton reads
E(X) = Ee + Eh + Jeh

and for the binding energy of the biexciton we thus obtain

EB(XX) = 2E(X) − E(XX) = −2Jeh − Jee − Jhh .

Similarly, the binding energy of the positive trion reads

EB(X+) = −Jeh − Jhh .

Strongly antibinding positive trion therefore requires that the hole-hole repulsion is considerably stronger
than the electron-hole attraction, |Jeh | < Jhh . This is possible when the hole wave function is more
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compact than the electron wave function or when both particles are spatially separated (i.e., having
different average coordinates). The latter case would result into strongly antibinding biexciton which is
not observed. From the binding energies we therefore conclude that the hole is confined into a smaller
volume than the electron (which is consistent with its larger effective mass).

When the external biaxial strain was applied to the QDs, the exciton transition energy Etr(X) was
shifted up to several meV (blue-shifted for the in-plane compression and red-shifted for the in-plane
expansion). Interestingly, the binding energies of XX and X+ show a linear increase with Etr(X) with
a slope

γ(Y ) = ∆EB(Y )/∆Etr(X)

(Y stays forXX orX+), which for different QDs acquires values between 30 µeV/meV and 70 µeV/meV,
similar for both species.

The observations were explained with the help of theoretical modeling using the empirical pseudopo-
tential calculations or the k · p calculations for single particles states combined with the configuration
interaction calculations of the exciton states. The increase of the transition energies upon in-plane
compression was explained by the shift of single particle energies. The observed changes in the binding
energies were explained by the modification of the Coulomb integrals. The electron wave function tends
to be more localized upon compression, which resulted in enhanced magnitudes of Jee and Jeh . At the
same time, the hole wave function becomes slightly less localized but the effect on Jhh was considerably
weaker. Considering the weight Jee and Jeh in the binding energy formulas, this explains the increase
of the binding energies EB(XX), EB(X+) upon compression.

For a QD with originally low biexciton binding energy it was demonstrated the the emission energies
of X and XX can be tuned by the external strain to the same value. This has an interesting application in
the production of polarization-entangled photon pairs utilizing so called time-reordering scheme proposed
by Avron et al. [53].

2.3 Quantum dots between type I and type II confinement

The QDs with the type-II confinement (one type of the charge carriers is localized in the QD volume
while the other in the barrier material, usually close to the QD) have considerably reduced overlap
between the electron and hole wave functions. Consequently, the spontaneous emission rate is low and
the radiative life time of excitations is high compared to type-I QDs [54]. This is for instance exploited
in QD flash memories [55, 56]. In solar cells, QDs are used to enhance the infrared spectral response;
the type-II QDs allow for an easier charge extraction [57, 58]. Even in purely optical applications such
as lasers the InAs QDs with the GaAsSb overlayer close to the transition between type-I and type-II
confinement are studied as their emission fits into the communication wavelengths of quartz optical
fibers (1.3 and 1.55 µm) [59, 60]. Among several dot/barrier material combinations (e.g., Ge/Si,
GaSb/GaAs, CdTe/CdSe, etc.), InAs QDs capped with a ternary GaAs1−ySby layer are particularly
interesting because of the possibility to smoothly tune the QD confinement between type I and type
II by setting a proper Sb content or the thickness of the GaAsSb layer. In this system, electrons are
confined inside the QD and the holes reside in the GaAsSb layer.

Our interest in the GaAsSb capped QDs was originally triggered by the experimental effort to red-shift
the emission wavelength of the standard InAs QDs towards the infrared telecommunication wavelengths
of 1.3 and 1.55 µm. The role of the GaAsSb overlayer was to relieve the internal strain and to reduce
the potential barrier. The reduced strain inside QDs results in a direct red shift of the emission and can
allow for a growth of larger and taller QDs accompanied by additional redshift; the latter effect can be
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considerably larger than the former one [61]. In our theoretical studies [62, 63], we have successfully
reproduced previous experiments and interpreted the red shift of the emission with increasing Sb rate in
the overlayer as a joint effect of the reduced strain field and a shifted band edge resulting in the reduced
height of the confinement barrier in type I and reduced fundamental band gap in type II. In type I,
both effects of the reduced strain and shifted band edges were equally important, in type II the latter
prevails. Interestingly, no increase of the QD volume was found in contrast with the QDs with InGaAs
overlayer [61]. This observation was attributed to the surfacting effect of antimony atoms which helps
to preserve the shape and the height of the QDs during the overgrowth.

Type-II QDs exhibit unusual properties different from type I QDs which give rise to non-trivial
physical phenomena such as the non-linear Stark effect, formation of molecular states, or vanishing fine
structure splitting (see Sec. 3.2) despite the low symmetry of QDs. These phenomena are connected
with the position and shape of the hole wave function. The hole confinement potential profile inside
the GaAsSb overlayer is determined by the inhomogeneous elastic strain, piezoelectric potential, and, if
present, composition and thickness fluctuations of the layer. The principal strain component contributing
to the shift of the heavy-hole band edge is the biaxial strain B expressed in terms of the strain tensor
components εij as

B = εzz − (εxx + εyy)/2

(z is perpendicular to the QD plane in accordance with the standard notation). The shift reads ∆Ehh =
−b · B where b is the biaxial deformation potential. Since b is negative, the holes are preferentially
located in the regions with large positive B, i.e, in regions with the in-plane compression and the vertical
expansion, which are located at the sides of a QD. A QD material has a largest lattice parameter of
all the structure and acts therefore as a stressor. The overlayer at the sides of the QDs tends to be
compressed vertically and stretched laterally. The vertical position of region of large positive B is rather
sensitive to the In distribution inside the QD.

The piezoelectric field has an octopole form with the nodal plane slightly above the QD basis.
Its magnitude is several tens meV, comparable with the strain-induced variations of the confinement
potential. Exact position and shape of the hole wave functions therefore depends on the delicate
interplay between both effects. In most cases, the piezoelectric field splits the hole wave function into
two segments. The segments are either located at the dot basis and situated along [110] or located
above the nodal plane of the piezoelectric field and situated along [11̄0]. The consequences of this
unusual and intriguing hole wave function shape are discussed in the following.

Molecular states The confinement potential energy for electrons and holes is contributed by the
piezoelectric potential energy, which exhibits four minima for the confinement of holes (along [111̄],
[11̄1], [1̄11], and [1̄1̄1̄] direction from the center of a QD) and four minima for the confinement of
electrons along the complementary directions. For electrons, the piezoelectric contribution means rather
a small modification of the band-offset contribution and only contributes to a weak elongation of the
electron wave functions. For the holes, the piezoelectric contribution is strong enough to split the
wave function into two segments. Two lowest QD hole states then resemble bonding and antibonding
molecular orbitals, although they can be in principle described as s and p atomic orbitals. The barrier
between the minima of the potential energy is sufficient to produce true molecular states, with negligible
probability density in the region between the segments. The width of the barrier can be adjusted at
will by changing the lateral dimension of the QD. The (potential) height of the barrier is not tunable
so easily but can be increased in some extent by increasing the height of the QD, which results into
stronger strain field and thus stronger piezoelectric potential. Clear disadvantage of the concept resides
in the impossibility to form the electron molecular states. Still, hole molecular states can be utilized in
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the Burkard’s proposal of quantum gate device [64].
Non-linear Stark shift The hole wave function is usually located at the bottom two minima of the

confinement potential, i.e., below the electrons. Thus, the electric dipole moment is negative (pointing
downwards). When the positive electric field is applied (with a positive potential at the bottom of
the quantum dot), a linear Stark shift (an increase of the exciton transition energy) is observed with
a weak quadratic part (due to a small polarizability of rather strongly confined charge carriers). For a
certain critical value of the field (100 kV/cm for the case studied in Ref. [62]) the confinement energy
minimum above the QD becomes more favorable and the hole is located there, above the electron. This
is accompanied by an abrupt change in the electric dipole moment (which is now positive, i.e., pointing
upwards) and the change in the slope of the energy-field relation. The Stark shift energy-field curve
thus consists of two regions of ordinary, almost linear Stark shifts with an abrupt change of the slope
at the boundary of the regions.

Tunable fine structure splitting Fine structure splitting in type-II QDs is in more detail covered in
Sec. 3.2.

3 Excitonic fine structure

Single particle states in quantum dots are spin-degenerate doublets, unless a magnetic field is applied.
This fact follows from Kramers theorem [65] which states that in any system with the half-integer
total spin and underlying to the time reversal symmetry, the eigenstates are at least doubly degenerate.
Time reversal symmetry is a symmetry of physical laws under the time reversal transformation t → −t.
Schrödinger equation fulfils the time reversal symmetry unless the magnetic field is applied. Thus,
the single particle states in quantum dots form degenerate Kramers pairs (the states differing only
in a spin projection). Similarly, trions (charged excitons, particles composed of two electron and one
hole or one electron and two holes) form degenerate Kramers pairs. On the other hand, excitons are
integer spin particles and as such they do not follow Kramers theorem. In Hartree approximation, where
only a direct Coulomb interaction is considered, excitons are degenerate quadruplets. The exchange
interaction between the electron and the hole splits the exciton levels, giving rise to a so-called fine
structure. In common QDs, two of those levels are bright (with a short radiative lifetime and a strong
optical response, e.g., photoluminescence) and two are dark (with a long radiative lifetime and a weak
optical response, often below the experimental detection limit). The existence of such levels can be
explained by a simple model. The conduction band electrons have the secondary (projection) total
angular momentum quantum number m(e)

J = ±1/2 while for the heavy hole states the number reads
m

(h)
J = ±3/2. For exciton, m(X)

J = m
(e)
J − m

(h)
J holds, i.e., m(X)

J = ±1, ±2. As the spin number
of photon is 1, the selection rule for the single photon processes reads ∆mJ = 0, ±1. The excitons
with m

(X)
J = ±1 can recombine into the vacuum state (mJ = 0) producing single circular-polarized

photon – they are therefore bright. On the other hand, excitons with m(X)
J = ±2 cannot recombine by

any single photon event (because the photon with a spin of 1 cannot carry the exciton momentum) –
such excitons are dark. These simple rules are only approximate in the realistic QDs. For example, the
heavy-hole – light-hole (hh-lh) mixing changes mJ of the hole states and makes the dark states optically
active, although not as intense as the bright states. Such mixing is naturally present in QDs due to
quantum confinement and can be also induced and tuned by the external strain field.

Considering the energy, the exciton quadruplet is split into dark and bright pairs. The dark pair has
usually lower energy and is almost degenerate. The bright pair, usually of higher energy, is further split;
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this splitting is known as fine structure splitting (FSS). Dark-bright splitting arises from the symmetric
part of the exchange interaction and is thus a universal feature of quantum dots. FSS is attributed
to the asymmetric part of the exchange interaction, it is thus present in QDs with reduced symmetry
(lower than D2d [66], an example is an elongated QD).

FSS was observed in various QD systems with the magnitude between zero [26] (which corresponds
to values below a few µeV considering the experimental resolution) and 1 meV [67]. The theory of FSS
was developed by Takagahara [68] soon after its discovery and further elaborated by numerous authors,
our approach is briefly presented in Ref. [34]. The interest in FSS is both practical and fundamental. FSS
helps to identify the optical transitions originating in the exciton, trion, and biexciton recombination.
It plays an important role in the spin initialization e.g. in electron spin memories [69] or in exciton
dynamics and dephasing. [70] It provides some insight into the size and shape of QDs. Benson’s proposal
of the source of entangled photon pairs relying on zero FSS [71] has called for the preparation of QD
systems with low FSS. This issue was addressed in numerous studies either by sophisticated tailoring
of the fabrication procedure to produce the desired high-symmetry QDs, or by applying a post-growth
treatment or external field to tune the FSS.

Several our studies focused on FSS in various QD systemswith the aim to understand the fundamental
properties of the bright exciton doublet and consider its utilization in the polarization-entangled photon
pair source. GaAs QDs with AlGaAs barrier are addressed in Sec. 3.1, and type-II InAs QDs with a
thin GaAsSb overlayer and a GaAs barrier in Sec. 3.2. Finally, a recent study on dark excitons is briefly
described in Sec. 3.3.

3.1 Fine structure splitting of AlGaAs quantum dots

In a series of papers [43, 44, 45] we have studied elongated strain-free GaAs QDs with AlGaAs barrier
described in more detail in Sec. 2.1. In the last paper, the quest for zero FSS was pursued by adjusting
the growth process so that the resulting QDs have a symmetric (circular) shape.

In the first paper [43], we provided a direct quantitative comparison of measured and calculated FSS.
This was enabled by using strain free QDs whose dimensions, shape, and composition were experimen-
tally determined with then unprecedented accuracy. FSS was determined from the polarization-resolved
photoluminescence of individual QDs. The spatial resolution of the setup allowed to collect the lu-
minescence from as few as several tens of QDs. Since individual QDs emitted narrow lines (recorded
linewidth of about 70 µeV is determined by the spectral resolution of a microphotoluminescence setup)
and the ensemble emission covered the spectral range of about 10 meV (due to QD shape and size
inhomogeneity), it was possible to resolve the emission of individual QDs. FSS was determined as the
extent of characteristic wavy patterns formed by the peak energy of the emission plotted as a function
of the polarization angle. The values determined for different structures ranged from 10 to 200 µeV.
Simulations for realistic QD model (using as input scanning probe microscopy data of QD structures) re-
produced both magnitude of FSS and polarization of both components of the emission with a reasonable
accuracy.

Due to the elongation of QDs, the values of FSS are too large for the source of polarization-
entangled photon pairs. For this reason, in our second study we explored the possibility to tune FSS by
the external strain field [44]. Thin MBE-grown membranes (about 150 nm) containing GaAs/AlGaAs
QDs were released from the substrate (by selectively etching off a sacrificial AlAs layer) and transferred
onto a side face of a piezoelectric actuator (PMN-PT crystal). The voltage applied to the actuator
results into strongly anisotropic biaxial strain with components ε∥ and ε⊥ ≈ −0.7ε∥ along the direction
parallel and perpendicular to the electric field, respectively. The membranes were oriented so that the
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electric field direction was close to the [11̄0] GaAs crystal direction, deviating by an angle up to 20◦.
When sweeping the strain ε∥ in the range of few ‰(from negative to positive values), FSS first decreases
and then increases. At the same time the polarization of the high-energy component of the excitonic
emission changes by almost 90◦ (51–79◦ for different QDs), being almost perpendicular to the pulling
direction for large strain. These observations are consistent with a strain-induced anticrossing of the
bright exciton states.

The effect is reproduced and explained by a theoretical modelling. Strain field results into the mixing
of heavy and light hole bands, yielding the bands with anisotropic effective mass. In turn, the elongation
of the hole wave function significantly changes, becoming larger in the direction of the compressive strain.
Strain can even compensate for or preponderate over the structural elongation, resulting into circular or
inversely elongated hole wave functions in elongated QDs. At the same time, the electron wave function
is only negligibly modified.

When a QD elongation axes coincide with the strain axes, a crossing of bright exciton states is
predicted with a zero FSS and abrupt change in the polarization of the high-energy component’s emission.
For a tilt between both axes (and also in a realistic case of irregularly shaped QDs) there is an anticrossing
with a finite minimum FSS and a smooth change in the polarization. The latter case corresponds to the
experimental observations. Interestingly, in that case the hole wave function can be not only elongated,
but also rotated.

In the third study the aspects of the strain-tunable FSS are discussed more thoroughly, including the
relation between the heavy-hole–light-hole mixing, FSS, and polarization orientation and polarization
degree of the excitonic emission [45].

3.2 Fine structure splitting of type-II quantum dots

Our theoretical study [34] dealt with the InAs QDs with a thin GaAsSb overlayer (GO) further embedded
in GaAs. Depending on the thickness and the composition (Sb content) of the GO, the confinement can
be continuously varied between type I and type II with the holes confined inside the GO in the vicinity
of the QD. The transition between type I and type II is accompanied by a change in the hole wave
function shape, in particular, in type II a two-segment hole wave function is formed. As we have learned
in the foregoing, FSS is closely related to the elongation of the wave functions. These facts open an
interesting prospect for tuning the FSS which is explored in the study. In particular, it is shown that
small values of FSS comparable with the natural linewidth of the excitonic transitions are achievable for
realistic quantum dots just by setting suitable GO properties.

We have studied the effect of the segmentation of the hole wave function with a toy model where the
electron and hole probability densities were represented by anisotropic Gaussians. Splitting of the hole
wave function into two segments resulted in a modification of its effective elongation with a possibility
to compensate the electron elongation and achieve zero FSS for a range of parameters. The effective
elongation is contributed by both the elongation of the segments and their mutual position.

Our inspection of the effective confinement potential identified the inhomogeneous strain field and
the piezoelectric field as key ingredients determining the shape of the hole wave function. In particular,
the piezoelectric field has a form of an octopole with a nodal plane slightly above the basis of a QD.
Consequently, changing the vertical position of the hole shall result in a pronounced change in the
position and shape of the segments.

In the next step we have attempted to vary the thickness of the GO to see whether we can vertically
shift the hole wave function and modify the FSS. The electron wave function resided inside the QD
and was almost unaffected. We indeed observed the expected effect (more complex than a simplified
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explanation presented here) and for three considered model QDs (a lens, an elongated lens and a
pyramid), zero FSS was achieved for a certain thickness of the GO.

Further, we have calculated the exciton radiative lifetime to see whether these type-II QDs are
suitable for optical applications, in particular for the source of polarization-entangled photon pairs. In
type-I QDs, typical lifetimes are about 0.5 ns. The zero FSS was obtained for the structures with the
lifetimes of 0.9 ns and 2.2 ns (lens), 3.4 ns (elongated lens), and 4.8 ns (pyramid). Thus, these type-II
QDs are still rather good emitters. We concluded that low natural FSS and efficient photoluminescence
make the GaAsSb capped InAs QDs attractive as a possible source of entangled photon pairs.

In the follow-up study [72] we have shown that similar results can be obtained when the transition
between type-I and type-II confinement is induced by the variation of the Sb content in the GaAsSb
overlayer of constant thickness.

The experimental verification of our predictions was not possible so far and will be attempted in the
ongoing research.

3.3 Spontaneous brightening of dark exciton

Although the dark pair of the exciton quadruplet attracts less attention than its bright sibling, it is still
of considerable interest. Most importantly, it exhibits long radiative lifetime which makes it attractive
for spin storage for quantum information processing [73]. Further, the knowledge of dark-bright energy
splitting provides an insight into the nature of the exchange interaction (including e.g. screening) and
helps to retrieve the QD size and composition.

Dark excitons are known to emit light due to the valence band mixing effects [74]. The factors
promoting the mixing and making the dark excitons optically active include external magnetic field,
external or built-in strain field, or shape asymmetries. The light propagates in the plane of a QD and is
polarized along its vertical axis, different from in-plane polarized emission of bright excitons.

In our study [48] we reported the observation of dark exciton emission in strain-free GaAs/AlGaAs
QDs with highly symmetric shape (identical to the last case of Sec. 3.1). The side emission from a
cleaved facet of the sample was investigated by polarization-resolved micro-photoluminescence. Light
was collected along [11̄0] direction. Typical spectra consist of a strong [110]-polarized peak correspond-
ing to one bright exciton and a weaker [001]-polarized peak corresponding to a dark exciton. The other
bright exciton was observed indirectly due to total internal reflection within the sample and the second
dark exciton remained dark.

In highly-symmetric QDs under no external field the brightening of dark exciton is not anticipated.
The only symmetry-breaking factor is the presence of the cleaved facet. This may introduce a local
electric field or an anisotropic strain field with major axis parallel to [11̄0] direction. Our simulations
have shown that it is this strain field (related e.g. to the oxidation of AlAs layer present below QDs)
that is responsible for the brightening of the dark exciton. We also predict an increase of FSS (i.e.,
energy splitting of the bright exciton pair) in the vicinity of the cleaved edge due to the related strain,
which was verified by subsequent measurements.

It is instructive to explain the mechanism of the brightening. As we have already mentioned, it is
connected with the valence band mixing effect. The ground hole state is always dominated by the heavy
hole band but it contains also a small contribution of light holes. Interestingly, there is a fair amount of
light holes even in as-grown QDs. For a spin-up ground hole state, the weights of the light-hole-spin-up
and light-hole-spin-down bands read 4.1 % and 0.7 %, respectively. However, in optical spectra there is
no signature of light holes (such as the out-of-plane-polarized emission of the dark exciton). When the
strain is applied (the magnitude of 0.1 % along the principal [11̄0]) axis has been set), the weight of
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the light holes increases moderately to 5.0 % and 2.0 % for spin-up and spin-down band, respectively.
Now, the dark exciton is brightened. The reason for such a behavior consists in the symmetry of the
mixing terms and the related symmetry of the envelope functions. The mixing terms between the
heavy-hole and light-hole bands in the kinetic Luttinger-Kohn Hamiltonian [75] are differential operators
that results into light-hole envelope functions quasi-antisymmetric in two coordinates, with negligible
contribution to the transition matrix elements. On the other hand, the mixing terms in the strain Pikus-
Bir Hamiltonian [46] are numbers that result into quasi-symmetric light-hole envelope functions with
substantial contribution to the transition matrix elements. More details are provided in our study [48].

Let us now discuss the practical implications of our study. We have shown that even a cleaved
edge suffices to make a dark exciton optically active. On one hand, this allows a simple access to dark
excitons. On the other hand, the effect has to be taken into account when a long lifetime of dark
excitons is desirable. We also propose the possibility to have both optically active and inactive dark
excitons on a single sample. Finally, we envision the possibility of dynamical brightening/darkening of a
dark exciton via application of anisotropic stress pulses.

4 Quantum dot molecules

Similar to atoms, two or more quantum dots (artificial atoms) can be positioned close to each other so
that their electron orbitals overlap forming joint molecular states. Unlike ordinary molecules, quantum
dot molecules (QDMs) are held together by the embedding medium rather than by bonding electrons.
This allows to tailor the strength of the interaction as well as to form unusual molecules, with e.g. partly
molecular states, antisymmetric ground state, or molecular states for only one type of charge carriers
(either electrons or holes).

QDMs find their application potential as quantum gates for quantum information processing. Here,
individual QDs host qubits – two-state systems which, contrary to ordinary bits, can be in a state of
a superposition of 0 and 1. Qubits are most often represented by a spin of a charge carrier confined
in a QD, but can be also related to the properties of exciton. Quantum gates then allow to perform
operations on qubits. Most prominent operation performed by a quantum gate is CNOT (controlled not
or controlled negation). It takes two qubits as its input (control and target qubit) and reproduces or
flips the target qubit on output depending on the state of the control qubit (the negation is performed
when the state of the control bit is 1). CNOT is a universal gate (similarly to NAND and NOR gates in
classical digital electronics) – any logical operation can be realized by combining CNOT gates. Various
realizations of quantum gates relying on QDMs have been proposed [64, 76]. In addition, all-optical
scheme for the initialization and readout of a spin qubit was realized with a QDM [77]. Outside the
field of quantum information properties, QDMs (or double quantum dots) are studied for their unusual
transport properties [78].

We have contributed to the field of QDMs by two distinct studies aimed at entanglement in lateral
QDMs [63] (Sec. 4.1) and active tuning of the tunnel coupling strength in a QDM [49] (Sec. 4.2).

4.1 Entanglement in lateral quantum dot molecules

In this work we further elaborated Bayer’s proposal of qubit formed by a charge carrier in a quantum dot
molecule, with the carrier in a top/bottom QD representing 0/1. According to the proposal, a QDM can
host two qubits (represented by an electron and a hole), for which an entangled state can be formed.
Two drawbacks of the proposal limits the entanglement: (1) The QDs in a vertical arrangement are
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always dissimilar. (2) The tunneling rate for electrons and holes is significantly different.
We studied theoretically a lateral QDM, in which both drawback are resolved. (1) The QDs in a

lateral arrangement can be in principal identical. (2) The lateral tunneling rates for both types of charge
carriers are not so different as the vertical ones. First, we employed a simple model (derived from a
two-site Hubbard model) to study the effect of relevant parameters: The tunneling rates of electrons
and holes tE and tH , the Coulomb coupling energy U , and the detuning ∆ (a difference of the exciton
energies in the left and right QD). We have come to the conclusion that for a large degree of the
entanglement, ∆ ≪ tE ≈ tH ≪ U is required. The antisymmetric direct exciton offers a larger degree
of entanglement than the symmetric direct exciton.

Next, we addressed realistic QDMs. For several distances between the QDs forming the QDM,
the ratio tE/tH varied between 2 and 3, i.e., it was considerably smaller than in vertical QDMs. The
entropy of entanglement S = 0.99 was predicted for the optimum case, but it was reduced to S = 0.20
even for a tiny difference between the QD radii of 1 % (0.2 nm of 14 nm). We proposed a strategy
to increase the accessible entropy of entanglement consisting of the following steps: (1) Reducing the
distance between the QDs in a QDM. (2) Reducing the lateral dimension of QDs and improving the
barrier properties. (3) Minimization of the detuning by improving the homogeneity of QDs.

4.2 Active tuning of coherent tunneling in quantum dot molecules

In this work we demonstrate the possibility to manipulate the coupling strength in a QDM by using
externally induced strain fields. Theory explains the effect in terms of modified weight of the light hole
component mediating the coupling in the barrier.

The device consists of QDMs (two vertically stacked InGaAs QDs) embedded in the intrinsic region
of n-i-p nanomembranes integrated onto piezoelectric actuators. It allows strain and electric field to be
applied to single QDMs. Micro-photoluminescence measurements recorded while sweeping the external
electric field applied to the molecule revealed characteristic anticrossing patterns [79], from which the
tunnel coupling strength can be determined. The hole coupling strength can be modified by applying
external biaxial strain: For a compressive (tensile) strain tH decreases (increases). For the strain range
between −0.04 % (compressive) and 0.02 % (tensile), tH in different QDMs varies by 27–76 µeV, which
is 15–30 % of the original value.

Our calculations reproduced well the observations and explained the tuning mechanism for tH . In-
spection of the wave functions reveals that, despite the overall heavy-hole character, the hole probability
density in the barrier region is dominated by the light-hole component. The heavy-hole component pen-
etrates the barrier region only by exponentially decaying tails at the QD boundaries, leaving negligible
probability density in the barrier center. The compressive strain increases the energy of light holes
with respect to the heavy holes, leading to a reduction of the light-hole component in the barrier and
therefore the tunnel coupling.

The strain-tunability of the hole coupling can be exploited in the control of entanglement between
spin-qubits in quantum dots.

5 Plasmonic nanostructures

5.1 Imaging of the plasmon resonances

We have employed EELS to image plasmons in gold crescent-shaped plasmonic nanoantennas [80]. These
structures are highly tunable, support two non-degenerate dipolar (i.e., optically active) LSPR and are
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compatible with infrared communication technology. Further, a particularly large field enhancement is
expected close to their sharp tips. For these reasons, we considered them good candidates for plasmon-
enhanced photoluminescence.

Metal nanoantennas of crescent shape were prepared by focused ion beam milling of a sputtered
gold layer. The thickness of the antennas was 20 nm and the lateral dimensions ranged between several
tens and a few hundreds nanometers. Silicon nitride membranes with the thickness of 40 nm were
used as the substrate. The antennas were imaged by annular dark-field scanning transmission electron
microscopy. EELS employed electrons with the energy of 300 keV and its spatial and spectral resolution
was 0.3 nm and 0.2 eV, respectively. Our experimental research was accompanied by the numerical
simulations based on the boundary element method (BEM) using a free software MNPBEM toolbox
together with an in-house developed extension.

EEL spectra recorder for particular spots reveal several peaks corresponding to distinct LSPR. Maps
of the loss probability for the loss energy corresponding to a particular peak reveal the spatial distribution
of the plasmon near field. Depending on the size of the antennas we were able to resolve up to five
LSPR.

From the fundamental point of view it is interesting to consider a transformation of a disk-shaped
antenna into a crescent-shaped antenna, and related symmetry reduction. We have studied such a
transformation and demonstrated splitting of the disk’s dipolar mode into longitudinal and transverse
dipolar modes of the crescent. Finally, we have demonstrated tunability of the LSPR energies by
modifying structural parameters of crescents.

In the follow-up study, we addressed disk-shaped plasmonic antennas [81]. We discussed the influence
of involved fabrication techniques (electron beam lithography and focused ion beam lithography) on the
properties of plasmonic antennas and concluded that the former technique produces antennas of better
quality.

6 Summary and Outlook

Benson’s proposal [71] represents a major motivation for my research work over the last decade. In 2000,
it opened the path towards the generation of polarization-entangled photon pairs and, at the same time,
it raised the need for quantum dots with zero the fine structure splitting of the bright exciton pair. The
FSS is related to the anisotropic exchange interaction; any effect that elongates the wave function of
an electron or a hole forming the exciton results into finite FSS.

In 2008, when I entered the field, we were able to fabricate strain-free (and thus also piezoelectricity-
free) AlGaAs quantum dots. We were able to reconstruct their structural parameters with a fair reliability
and we understood well their optical properties [29]. Unfortunately, these QDs were strongly elongated
and exhibited thus a large FSS [43]. We had at our disposal a powerful tuning technique based on the
application of the external strain using in-house developed piezoelectric actuators [47]. It turned out to
be very useful in reducing the FSS, although only a small part of QDs exhibited FSS values sufficient
for the generation of entangled photon pairs [44]. Next progress was related to the improvements in the
fabrication of quantum dots. With an improved growth protocol, it was possible to fabricate symmetric
strain-free QDs with naturally low FSS [26]. Together with the new generation of the piezoelectric
actuators, that allowed to independently control individual components of the applied strain tensor, the
emission of entangled photon pairs has been experimentally demonstrated.

Along with the main research line, we tackled numerous related problems. In addition to the bright
exciton pair, we studied also the dark exciton pair, which was made optically active by the strain present
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near the cleaved edge of the sample [48] or higher charge and orbital excitation, including excitonic
complexes and excited states of the exciton [29, 47]. The external strain field turned out to be a very
useful tool for tuning and controlling various properties of quantum dots including the binding energies of
excitons and their complexes [47], valence band mixing and polarization anisotropy of light emission [45],
or tunneling rates in quantum dot molecules [49]. We have also addressed type-II quantum dots with
spatially separated electrons and holes [62, 82]. Among others, we predicted the possibility to achieve
zero FSS by adjusting the thickness of the capping layer.

Quantum dots determine the properties of excitons, the initial states for the generation of photons.
However, as electronic elements, they have no or little influence on the generation process itself, which
happens by means of spontaneous emission. Here, optical elements are required that influence the local
photonic density of states and allow to control the rate and directionality of the emission. Plasmonic
antennas represent an example of such optical elements. They are metallic nanostructures with dimen-
sions comparable to quantum dots. They support localized plasmon resonance that allow to modify
the photonic density of states at te nanoscale. When placed to a close vicinity of quantum dots they
do not interfere with excitons except for controlling their spontaneous radiative decay. Our aim is to
integrate the quantum dots with plasmonic antennas in order to controll the emission of photons. Our
preliminary results in this direction include the fabrication of plasmonic antennas and characterization
of their localized plasmon resonances using electron energy loss spectroscopy [80, 81].

After the decades of research, the field of semiconductor quantum dots is mature and ready for trans-
fer of technology to industry. Quantum dot lasers are now commercially available [83], and quantum-dot-
based single-photon sources or flash memories are expected to follow in the near future. The research in
the field will mostly address novel materials, improvement of existing technologies, scalability necessary
for mass industry, etc. Fundamentals of the quantum dot are in general well understood. Nevertheless,
novel discoveries based on out-of-the-box thinking are still possible [84].

Quantum dots are one of the state-of-the-art light sources for quantum communications, both
as single photon emitters and emitters of entangled photon pairs [85]. Our research substantially
contributed to the understanding and optimization of the phenomena related to the latter point, in
particular exciton fine structure splitting.

Despite the favourable properties, quantum dots do not represent an ideal source of quantum light
for industrial applications. Most importantly, their fabrication is stochastic, which limits the uniformity
of individual light sources and hinders their scalability. Next, low operation temperature is required
for the emission of quantum light, at least for most widespread arsenide quantum dots. Further issues
are related to the complexity of fabrication, difficult extraction of light from a material with the high
refractive index, limited tunability, and environmental hazard.

A promising alternative quantum light source emerged recently: Two-dimensional (2D) single-layer
semiconductors (hexagonal boron nitride or transition-metals dichalcogenides) exhibit single photon
emission at room temperature [85]. The emitters can be prepared on-demand by local elastic strain [86]
which offers unprecedented flexibility and controllability. 2D materials are flexible, offer wide-range
tunability, and do not suffer from poor light extraction. While their current performance as light sources
is in many aspects inferior to quantum dots, there is a substantial prospect for improvement. The field
of light emission from 2D materials is fresh and still vastly unexplored. It is also the field into which we
will direct our future research effort.

As excellent light sources, 2D materials are promising candidates for applications in the field of
nanophotonics. 2D emitters are extremely compact and chemically stable and thus suitable for on-
chip integration. Plasmonic antennas operate in deeply subwavelength regime and therefore also allow
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high-density integration. It is the light itself and its wave length that limits the minimum accessible
size of a photonic element. The time has come to harness the near electromagnetic field that beats
the diffraction limit, allows for a subwavelength localization and thus open the path towards smaller
photonic elements and higher density of integration. In our future research we will focus on integration
of quantum light emitters with plasmonic antennas serving for enhanced light emission, steering the
direction of the emitted light, or as waveguide couplers.
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[34] V. Křápek, P. Klenovský, and T. Šikola, Phys. Rev. B 92, 195430 (2015).

[35] D. Bimberg, M. Grundmann, and N. Ledentsov, Quantum Dot Heterostructures (Wiley, 1999).

[36] S. Maier, Plasmonics: Fundamentals And Applications (Springer US, 2007).

[37] A. Kinkhabwala, Z. Yu, S. Fan, Y. Avlasevich, K. Müllen, and W. E. Moerner, Nat. Photonics 3,
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Epitaxial self-assembled quantum dots �QDs� are commonly obtained by the Stranski-Krastanow �SK�
growth mode, in which QDs form on top of a thin two-dimensional �2D� wetting layer �WL�. In SK QDs, the
properties of the WL such as thickness and composition are hard to control independently of those of the
overlying QDs. We investigate here strain-free GaAs/AlGaAs QDs located under a GaAs quantum well �QW�,
analogous to the WL in SK QDs. The thickness of such a QW can be arbitrarily controlled, allowing the optical
properties of the QDs to be tuned without modifying the QD morphology and/or composition. By means of
single-QD photoluminescence spectroscopy, we observe well-resolved excited-state shell structures with inter-
shell spacing increasing monotonically with decreasing QW thickness. This behavior is well reproduced by
eight-band k · p calculations combined with the configuration-interaction model taking the realistic QD mor-
phology as input. Furthermore, for the thinnest GaAs layer investigated here, no QW emission is detected,
indicating that it is possible to suppress the two-dimensional layer usually connecting QDs. Finally, we find
that all recombination involving an electron-hole pair in the ground state, including the positive trion, occurs
at the low-energy side of the neutral exciton emission. This behavior, previously observed for GaAs/AlGaAs
QWs, is a consequence of the large lateral extent of the QDs, and hence of pronounced self-consistency and
correlation effects.

DOI: 10.1103/PhysRevB.80.085309 PACS number�s�: 81.07.Ta

I. INTRODUCTION

Semiconductor quantum dots �QDs�, also referred to as
“artificial atoms,” can be conveniently fabricated by self-
assembled epitaxial growth. For the realization of QD-based
devices, the optical properties of the QDs such as the emis-
sion wavelength, the intersublevel spacing energy, the en-
semble homogeneity, and even the interactions between
nearby QDs should be free for engineering. The most com-
mon method to obtain high quality QDs consists in exploit-
ing the Stranski-Krastanow �SK� growth mode during
strained heteroepitaxial growth, in which QDs spontaneously
form on top of a thin wetting layer �WL�. An example is
InAs QDs on GaAs�001� substrate. The structural properties
of such QDs, such as size, shape, and composition, can be
controlled to some extent by varying the growth parameters
during InAs deposition. Alternatively, the QD structure can
be tuned in situ by partial capping and annealing1,2 or by ex
situ post-growth rapid thermal annealing.3–5 Both the transi-
tion energies and the intersublevel spacing energies can be
adjusted by the above methods either through a reduction in
QD height or by promoting In-Ga intermixing, which re-
duces the QD confinement potential. In both cases, the
shape, size, and composition profile of QDs vary during the
tuning processes.

In SK QDs, the thickness of the WL can only be con-
trolled in a narrow range, because it is mainly governed by
the misfit strain between deposited material and substrate
material.6 On the other hand, unstrained QDs offer the pos-
sibility of independent tuning of WL thickness and QD
shape/size. Self-assembled unstrained GaAs/AlGaAs QDs

can be fabricated by local droplet etching7 or by modified
droplet epitaxy �MDE�.8 With the latter method GaAs QDs
on top of a GaAs quantum well �QW� with arbitrary thick-
ness can be obtained. In analogy to SK QDs, we refer to the
QW as “WL.” The effect of the GaAs WL thickness on the
emission of QDs was investigated in Ref. 8 by photolumi-
nescence �PL� spectroscopy. It was shown that a decrease in
the WL thickness produces a blueshift in the ground-state
�GS� emission and the WL can even be completely sup-
pressed. However, no appreciable effect on the separation
between GS and excited-state �ES� emission was observed,
possibly because the PL inhomogeneous broadening pre-
vented the observation of well-resolved excited-state
“shells.”

To eliminate the effect of inhomogeneous broadening we
investigate here the light emission of single GaAs/AlGaAs
QDs fabricated by “hierarchical self-assembly” �Refs. 9 and
10� as a function of WL thickness. These QDs are defined by
filling Al0.45Ga0.55As nanoholes with GaAs with variable
thicknesses. Therefore, in contrast to SK and MDE QDs, this
growth technique creates inverted GaAs QDs inside
Al0.45Ga0.55As holes with a QW �or WL� above the QDs. By
depositing small amount of GaAs, the formation of the WL
can also be fully suppressed.

Different from commonly investigated SK InAs/GaAs
QDs and independent of WL thickness, we find that all op-
tical transitions involving the recombination of a ground-
state electron with a ground-state hole, including the positive
trion �X+�, are characterized by energies lower than the neu-
tral exciton �X�. This behavior is well reproduced by an
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eight-band k · p calculation combined with the configuration-
interaction model.

Although the shape and lateral extent of the QDs are kept
nominally fixed, a reduction in the WL thickness, and hence
of the QD height, produces a systematic increase in the
GS-ES energy separation. This observation can be seen as a
“cross talk” between vertical confinement potential and lat-
eral confinement potential, responsible for the GS-ES split-
ting. The observed behavior is qualitatively explained with a
simple model and quantitatively reproduced by eight-band
k · p calculations combined with the configuration-interaction
model.

II. EXPERIMENTAL METHODS

The samples studied here were grown by a solid-source
molecular-beam epitaxy �MBE� machine equipped with an
AsBr3 gas etching unit. A layer of InAs QDs grown on GaAs
�001� at a nominal substrate temperature of 500 °C was the
starting point for the fabrication of GaAs/AlGaAs QDs. The
as-grown InAs QDs were overgrown with 10 nm GaAs and
nominal 5-nm-deep AsBr3 etching was applied in situ. As a
result of the strain-enhanced and material-selective etching
rate, bow-tie-shaped nanoholes were created by etching away
the buried InAs QDs.11,12 To create the lower barrier for the
QD confinement potential, the obtained GaAs nanoholes
were overgrown with 10 nm Al0.45Ga0.55As. Due to the low
diffusivity of Al0.45Ga0.55As on the GaAs surface, the nano-
holes are preserved after the overgrowth. The obtained
Al0.45Ga0.55As nanoholes were filled immediately by depos-
iting GaAs of variable thicknesses followed by a one min
growth interruption at 500 °C, which allows the diffusion of
the GaAs into the nanoholes. This multistep growth leads to
the formation of inverted GaAs QDs with tunable QD height
and WL thickness.

In order to deduce the morphology and size of the GaAs
QDs, the morphology of the Al0.45Ga0.55As nanoholes and
uncapped GaAs QDs was studied by atomic force micros-
copy �AFM� in tapping mode at room temperature. For AFM
characterization we employed samples with relatively high
surface density of QDs ��109 cm−2� to collect large statis-
tical information from small area images. For PL character-
ization of single QDs we used low-density ��108 cm−2� QD
samples to avoid using shadow masks. The density was sim-
ply tuned by adjusting the amount of deposited InAs. We
previously verified that the QD density has negligible effects
on the emission energy of the GaAs/AlGaAs QDs, which is a
consequence of the fact that we use dome-shaped InAs QDs
�Ref. 13� with similar sizes independent of density. We can
thus safely use the AFM data to model the optical properties
of samples studied by PL spectroscopy.

For PL investigations, the GaAs QDs were buried by 100
nm Al0.35Ga0.65As, 20 nm Al0.45Ga0.55As, and 10 nm GaAs.
The PL spectroscopy of single QDs was performed in a stan-
dard micro-PL setup at 6 K by using a laser emission of 532
nm as an excitation source, and a spectrometer with 500 mm
focal length equipped with a charge-coupled device for de-
tection.

III. THEORETICAL MODELING

To gain insight into the electronic structure and optical
properties of the studied QDs we calculated transition ener-
gies of various excitonic complexes confined in QDs. The
following two-step process was used: first, we obtained
single-particle states using eight-band k · p theory.14 Second,
we performed configuration-interaction �CI� calculations, in
which the multiparticle states are expanded into a series of
Slater determinants �SDs� constructed from the single-
particle states.15

The eight-band k · p theory presents an efficient way to
obtain the electronic structure with very good accuracy and
at acceptable computational expenses. It accounts for the
conduction and valence-band mixing, while the effects of
strain and piezoelectric field are not considered in this paper
due to the negligible lattice mismatch between GaAs and
AlGaAs. A numerical implementation consists in the finite
difference scheme, which allows for a convenient treatment
of arbitrary shape of QDs. The details of the implementation
are given elsewhere.14,16

In the simulation the QDs are made of pure GaAs, since
we expect limited interdiffusion of Al and Ga in the QDs at
the low substrate temperature used in the experiment. The
bottom surface of the QDs is determined from AFM mea-
surements performed on the unfilled Al0.45Ga0.55As nano-
holes. The upper surface of the QDs is assumed to be flat.
Although in the experiment a perfectly flat GaAs surface is
not recovered after one min annealing �see below�, we
should point out that the real thickness of the QDs cannot be
accessed by AFM measurements and it can only be estimated
from the amount of the deposited GaAs d. Due to this uncer-
tainty in the QD height and unavoidable uncertainty in the
exact size/shape of the dots investigated by PL spectroscopy,
we substitute the realistic profile of the top surface revealed
by AFM by a simple plane. Such a treatment is reasonable
since a rather flat profile is observed at the center of the filled
holes, where the high electron probability occurs. Therefore,
a flat top surface is adopted and an adjustable parameter h is
introduced in our model, which represents the height of the
top plane above the AlGaAs nanohole plane. This parameter
roughly corresponds to the nominal WL thickness d. The
structure is subsequently discretized for the finite difference
calculations. With a grid step of 0.5 nm, a typical grid con-
sists of 120�120�40 points.

The multiparticle Hamiltonian consists of a sum of single-
particle Hamiltonians and Coulomb interaction terms. Ap-
proximately, the wave function of a multiparticle complex
can be constructed as a SD of single-particle states. How-
ever, such a wave function is not the eigenstate of the mul-
tiparticle Hamiltonian because the single-particle wave func-
tions are deformed by the mutual Coulomb interaction. This
effect is treated within CI by expanding the wave function
into a series of SDs. In our calculation we used ten electron
and ten hole wave functions, resulting in 100 SDs for the
neutral exciton, 450 for the trions, and 2025 for the neutral
biexciton.
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IV. RESULTS AND DISCUSSION

A. Morphology of GaAs/AlGaAs quantum dots

In order to determine the morphology of the GaAs QDs,
we imaged by AFM the bottom and the top interfaces with
the Al0.45Ga0.55As and Al0.35Ga0.65As barriers, respectively.
Figure 1�a� shows an AFM image of Al0.45Ga0.55As nano-
holes created by overgrowing the GaAs nanoholes with 10

nm Al0.45Ga0.55As. The holes have an average depth of about
3 nm �see Figs. 1�e� and 1�f�� and are elongated in the �110�
direction, similar to previous results.10 The hole depth rap-
idly decreases as more GaAs is deposited on the AlGaAs
surface followed by annealing �Figs. 1�b�–1�d��. This is due
to GaAs diffusion inside the holes driven by the local posi-
tive surface curvature. The surface evolution is better seen in
Figs. 1�e� and 1�f�, where linescans of representative
Al0.45Ga0.55As and GaAs-overgrown nanoholes are displayed

together along the �110� and �11̄0� crystal directions. Lines-
cans are vertically shifted by an amount d �WL thickness�, to
illustrate the QD plus WL morphology and size in cross sec-
tion. From the linescans we see that nanoholes are com-
pletely filled with GaAs already for d=0.5 nm. On the other
hand, the surface above the GaAs QDs is atomically smooth
only for d�4 nm �see Fig. 1�d��, indicating that the one min
annealing step used after GaAs deposition is not sufficient to
planarize the structure, especially for small values of d �see
Fig. 1�b��.

Figure 1�g� summarizes the values of the depth of the
GaAs nanoholes �top interface of GaAs QDs� and estimated
QD height as a function of d. The QD height is simply esti-
mated as the difference between the depth of Al0.45Ga0.55As
nanoholes and the depth of the subsequently GaAs-filled
holes plus d. It is evident that the QD height increases almost
linearly as a function of GaAs thickness.

B. Single QD spectroscopy: Evidence of bonding positive trion

The growth protocol used here offers the opportunity to
tailor the optical properties, and especially the confinement
energy of the QDs, via fine tuning of the growth parameters.
Representative PL spectra of the ground-state emission in
single QDs with different WL thicknesses are shown in Fig.
2�a�. The energy axes are shifted to facilitate the comparison.
As expected, the emission energy of the GaAs QDs redshifts
when the WL thickness is increased as a result of increased
QD height. In spite of different transition energies, the QD
emission shows similar spectral features independent of d,
i.e., a rather isolated emission line at high energy accompa-
nied by other lines separated by �2 meV on the low-energy
side. The high-energy peaks dominate at low excitation
power and are attributed to neutral exciton recombination
�X�, as suggested by linear polarization-dependent measure-
ments �see Fig. 3�. In all the investigated QDs, an additional
line, which dominates the spectrum at relatively high excita-
tion power, appears on the low-energy side of X. Its energy
separation from X �which is referred to as its “binding en-
ergy” EB� shows a slight tendency to decrease with increas-
ing GaAs WL thickness d in Fig. 2�a�. The EB values mea-
sured for several QDs in samples with different d are
presented in Fig. 2�b�, which shows broad distributions for
each d values. Because of the absence of polarization split-
ting �see Fig. 3� and the p-background doping in our MBE
chamber, we assign the prominent line to a positive trion X+,
as indicated by labels in Figs. 2 and 3. On the other hand,
excitation-power-dependent measurements �shown later in
Fig. 5� show that such a line appears at higher powers com-
pared to the neutral exciton, letting us conclude that an extra
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FIG. 1. �Color online� AFM image of Al0.45Ga0.55As nanoholes
�a� and of nanoholes filled with GaAs with nominal thickness d of
�b� 0.5 nm, �c� 1 nm, and �d� 4 nm followed by one min annealing
prior to cooling to room temperature. Linescans of representative

nanoholes in the �e� �110� and �f� �11̄0� directions. The lines are
offset in vertical direction by an amount equal to d. �g� Depth of the
GaAs-filled nanoholes and the deduced height of GaAs QDs for
different GaAs fillings. The QD height for each sample is extracted
from the difference in depth for the Al0.45Ga0.55As nanoholes and
the GaAs-filled nanoholes plus d.
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carrier �possibly a hole� is not resident in the QD, but is the
result of the nonresonant photogeneration process followed
by carrier migration and relaxation. While PL alone is thus
not sufficient to draw a definite conclusion on the origin of
the peak, the calculation results presented later support its
assignment to X+. Furthermore, the positive value of EB is
fully consistent with previous studies on GaAs/AlGaAs
QWs.17

The small features at lower energies include the negative
trion X− and other multiexcitonic species involving carriers
in the QD excited states. The sharp line observed in some
QDs at relatively low excitation power is attributed to X−

�see Fig. 2�a��. As for the X+, its binding energy tends to
decrease with increasing d.

To further support the line assignment and look for signa-
tures of the neutral biexciton �XX�, we analyzed the polar-
ization of the PL spectra for several QDs by continuous ro-
tation of an achromatic lambda half wave plate followed by
a fixed linear polarizer placed in front of the spectrometer.

With the used configuration, only light polarized in the �11̄0�

crystal direction can enter the spectrometer at a polarization
angle of 0°, while at 90°, light polarized along the �110�
direction is selected. Representative spectra for a GaAs QD
in a sample with d=0.5 nm are shown in Fig. 3. Figure 3�a�
shows a PL spectrum and Fig. 3�b� the grayscale-coded PL
intensity as a function of emission energy and polarization
angle for the X, X+, and XX. The X and XX lines split into
two components, which are polarized perpendicular to each
other. This behavior is currently ascribed to anisotropic
electron-hole exchange interaction, which splits the X level
into two lines.18 Since the X state is the final state of the XX
recombination, the XX emission is split by the same amount.
In the left and right panels of Fig. 3�b� the X and XX lines
show anticorrelated shifts, which confirm the assignment of
the peak origin. The X+ peak energy does not show any
polarization angle dependence, confirming that this line
originates from a singly charged exciton. Figure 3�c� shows
normalized PL spectra for X, X+, and XX at 0° and 90°. The
low-energy component of X is polarized along the elongation
direction of the GaAs QD �see Fig. 1�, i.e., the �110� direc-
tion. The two components of X and XX in Fig. 3�c� are
splitted by �40 �eV. A systematic investigation on the role
of shape anisotropy on the X splitting will be presented else-
where.

Figure 4�a� shows the calculated binding energies of the
positive and negative trions and the biexciton as functions of
the thickness h �see Sec. III and bottom inset in Fig. 4�a��.
The binding energies are defined as the difference between
the transition energy of a certain multiparticle complex and
the neutral exciton as indicated in the inset of Fig. 4�a�. The
binding energy of the biexciton displays only a weak depen-
dence on h; in contrast, the binding energy of the negative
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trion drops substantially as h is increased. The calculated
binding energy for the X+ fluctuates with decreasing h, con-
sistent with the experimental results �see Fig. 2�b��. There-
fore, its attribution to the positive trion emission is supported
by theory. The magnitudes of the calculated binding ener-
gies, lying between 1.5 and 2 meV, however, are smaller than
the observed values �between 2.5 and 3.5 meV for X+ and
around 7 meV for XX�. Probably this difference is caused by

an underestimation of correlation and self-consistency effects
in our calculations. This discrepancy is small for the exciton
and increases with the number of particles the complex is
composed of. For the biexciton, for instance, Shumway et
al.19 observed that only 50% to 65% of the Coulomb correc-
tions are captured by CI for a comparably sized basis set.
The quantum Monte Carlo method, however, which was
used as benchmark in that work, does not properly work in
conjunction with eight-band k · p theory at present. An ex-
ample of the excitonic absorption spectra, calculated for h
=0, is shown in the top inset of Fig. 4�a�.

We should point out that the binding energy of the X+ is
positive, which is usually not the case for InAs QDs �see,
e.g., Ref. 20�. This can be easily explained in terms of Cou-
lomb attractions/repulsions among particles with opposite/
same charges. In addition to the neutral exciton, the trion
energy contains one attractive �electron-hole� and one repul-
sive �hole-hole� Coulomb term. Because of rather similar
spatial distributions of charge densities for both electron and
hole in the in-plane direction �see Fig. 4�b��, these terms
have similar magnitude. The mutual correlation among par-
ticles forming the trion in a large QD slightly favors the
attraction, leading to a positive binding energy. To highlight
the importance of correlation effects, we present in Fig. 4�a�
the binding energy of X+ by excluding correlation effects.
The binding energy is drastically reduced and becomes even
negative for small values of h. Table I summarizes the con-
tributions to the X+ binding energy for different values of h.
The binding energy EB�X+� is the energy of the constituents
�neutral exciton X and a hole� minus the energy of the com-
plex �X+�. Denoting the single-particle energies of electron
and hole as Ee and Eh, respectively, the energy of X reads
E�X�=Ee−Eh+Ceh+EC�X�, where Ceh is the Coulomb at-
traction of electron and hole and EC�X� is the correlation
energy of neutral exciton. The correlation energies are esti-
mated as differences between the CI results obtained on the
basis of ten electrons and ten holes versus two electrons and
two holes. The energy of X+ reads E�X+�=Ee−2Eh+2Ceh
+Chh+EC�X+�, where Chh is the Coulomb repulsion of two
holes and EC�X+� is the correlation energy of positive trion.
Finally, the binding energy of positive trion is EB�X+�=
−Ceh−Chh−EC�X+�+EC�X�. A positive value of EB has been
previously observed in GaAs QWs �Ref. 17� and in II–VI
QDs �see, e.g., Ref. 21�, where the exciton radius may be
substantially smaller than the QD lateral size.

C. QD shell structure and QDs without wetting layer

To investigate the effect of WL thickness on the shell
structures of the GaAs QDs we performed excitation-power-
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TABLE I. Calculated components of the binding energy of the positive trion EB�X+� as functions of the
nominal thickness of the wetting layer h.

h �nm� Ceh �meV� Chh �meV� EC�X+� �meV� EC�X� �meV� EB�X+� �meV�

0 −26.65 27.43 −5.15 −2.76 1.61

1 −23.58 23.81 −3.73 −2.00 1.50

2 −21.26 21.20 −3.36 −1.74 1.68

3 −19.41 19.17 −3.04 −1.80 1.48

4 −17.89 17.56 −3.47 −2.10 1.70
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dependent PL measurements on single QDs. Representative
PL spectra for a QD in the sample with d=0.5 nm are shown
in Fig. 5�a� for different excitation powers. The intensities of
neutral exciton, positively charged exciton lines, and other
species saturate progressively as the excitation power rises.
As a result of further increased excitation power, broad
bands at the low-energy side of the neutral exciton lines
emerge due to emission from multiexcitonic states. To com-
pare the shell structure for QDs in samples with different d,
we show the PL intensity as a function of excitation power

and emission energy �grayscale coded� in Figs. 5�b�–5�e� for
representative QDs in samples with increasing d. For each
QD sample with different thicknesses d, the energy spacing
between subsequent shells is approximately constant, at least
for the first two excited states. The shells can be character-
ized by a number of nodal planes along the �110� and the

�11̄0� directions. The lowest shell clearly originates from s
and the second from p�110� state. The third shell could in
principle stem from p�11̄0� as well as from d�110� states. Our
calculations revealed that it originates from the d�110� state
�i.e., two nodal planes perpendicular to the �110� direction�,
while the shell originating from the p�11̄0� state has even
higher energy and is not observed in the measurements. The

calculated spacing energy for excitations along the �11̄0� di-
rection is almost three times higher as that along the �110�
direction. Thus, in the following, we will consider only the
excitations in the �110� direction.

A comparison between QDs in the four samples shows
that the shell-spacing energy decreases as d increases. This
observation may appear at first surprising, since the lateral
extent of the QDs �which is responsible for the energy spac-
ing between electronic levels in shallow QDs� is nominally
the same in all samples. On the other hand a change in the
vertical confinement potential affects the effective lateral
confinement potential as discussed in more detail below.

Broad range PL spectra of the different samples are
shown in Figs. 5�f�–5�i�. The emission from the GaAs buffer
and substrate, GaAs QDs, and Al0.35Ga0.65As is invariably
observed in all samples at a relatively low excitation power.
In the sample with d=1 nm the emission of the AlGaAs
layer is shifted to about 2.0 eV, which is ascribed to a slight
deviation in the Al content �0.34 instead of 0.35� from the
nominal value. The spectra are dominated by very pro-
nounced emission from the GaAs WL in the case of d
=2 nm and 4 nm, while only a very weak signal is observed
for the sample of d=1 nm and no appreciable signal is ob-
served for d=0.5 nm GaAs QDs. The amplified spectra at
very high excitation power �red dotted spectra in Figs. 5�f�
and 5�g�� show that the WL emission becomes evident for
GaAs QDs of d=1 nm, but is still absent for the QDs of d
=0.5 nm. In the high power spectrum of Fig. 5�f� only a
weak and broad peak near the emission of Al0.35Ga0.65As is
observed. This peak is invariably observed in all the samples
and is composed of many sharp lines, as shown in the inset
of Fig. 5�i� for QDs with d=4 nm. We ascribe this emission
below the band gap of Al0.35Ga0.65As to the recombination of
excitons bound to impurities or confined in alloy
fluctuations.22 Furthermore, by comparing the AFM images
shown in Figs. 1�a� and 1�b� we observe that the surface gets
smoother after deposition of 0.5 nm GaAs �corresponding to
less than two monolayers�, indicating that some of the de-
posited GaAs is consumed partially in planarizing the sur-
face above Al0.45Ga0.55As. We can thus conclude that by
choosing d�0.5 nm we can obtain GaAs QDs without a
WL connecting them, so that the next “continuum” state is
represented by the bulklike top Al0.35Ga0.65As barrier.

Figure 6 summarizes the effect of varying the WL thick-
ness on the emission properties of QDs and WL. The blue-
shift in QD and WL emission for decreasing d is shown in
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Fig. 6�a�, where the emission energy of the QDs is the aver-
age value found for several QDs. This trend is an obvious
consequence of the decreased vertical size of QDs and WL,
and can be quantitatively reproduced by our calculations �see
below�.

To quantify the effect of d on the energy spacing between
ground state and first excited-state emission �E, we fitted the
corresponding broad energy shells measured at high excita-
tion power with Gaussian functions and measured the energy
separation between their centers. The result of this analysis,
performed on several QDs, is shown in Fig. 6�b�, where �E
is plotted as a function of the “confinement energy,” defined
as the energy difference between the GaAs WL and the
ground-state emission of the QDs. For the sample with d
=0.5 nm, the emission energy of the WL is replaced by that
of Al0.35Ga0.65As, since no WL emission is observed. The
shell energy separation shows a systematic increase from
�14 to �32 meV, when the confinement energy is in-
creased, pointing out to a correlation between lateral and
vertical confinement potentials. This behavior is different
from what is observed with other energy tuning techniques
such as rapid thermal annealing.3–5,23 In that case the blue-
shift in the QD emission produced by interdiffusion is ac-
companied by a smaller blueshift in the WL emission, so that
the confinement energy decreases and so does the shell sepa-
ration �E.

The calculated lowest transition energy and �E are de-
picted in Figs. 7�a� and 7�b�, respectively, as functions of the
QD height. As the height increases, all the energies of elec-
trons, holes, and transitions decrease, as well as �E. These
results are in good agreement with the experimental data
shown in Fig. 6. While the decrease in energies is attributed
to a reduced confinement energy in the growth direction, the
explanation of the decreased spacing energy �E is at first not
obvious. The spacing is related to the lateral profile of the
QDs, which is not influenced by the presence of the WL. The
wave functions also do not extend laterally into the WL,
although they do vertically. The decrease in �E can be thus
rationalized in the following way: due to the flat shape of the
dots studied here, the lateral confinement can be approxi-
mately separated from the vertical potential allowing the
separation of variables in the three-dimensional Schrödinger
equation. The vertical confinement energy is obtained by
solving a one-dimensional Schrödinger equation for the

height of the QD at a certain point of the lateral plane. The
vertical confinement energy varies laterally as the height var-
ies, forming an effective lateral confinement potential. This
reasoning elaborated in more detail can be found in Ref. 24.
For smaller values of the height �e.g., when no WL is
present�, the dependence of the vertical energy on the height
is rather steep, resulting in steep lateral potential and distant
level spacings �large values of �E�. On the contrary, for large
values of the height �when a thick WL is present�, the verti-
cal energy-height dependence is rather shallow, resulting in
shallow lateral potential and close level spacings �low values
of �E�. Figure 8�a� shows an example of the effective lateral
confinement potential �for electrons� along the �110� direc-
tion calculated for different values h of WL thickness �the

confinement along �11̄0� can be approximately decoupled
and does not contribute to the observed shell spacing, since
all the observed shells originate in the states with nodal
planes perpendicular to �110��. The height profile was taken
from an AFM image of the AlGaAs nanohole shown in Fig.
8�b�, where the values of h are indicated as horizontal lines.

The effect of the Coulomb interaction on the transition
energies is depicted by circles in Fig. 7. Due to the attraction
between the electron and the hole forming the exciton, tran-
sition energies are reduced. This effect is more pronounced
for the ground state than for the first excited state due to its
lower spatial extension. The spacing �E, therefore, increases
if the Coulomb interaction is taken into account.

The comparison of the measured and calculated transition
energies and shell spacings is shown in Fig. 9�a�. The points
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corresponding to experimental data lie in close proximity of
the model line. The total heights of the QD+WL system
estimated from AFM �Fig. 1�g�� are compared with the
heights of the model structures as a function of d in Fig. 9�b�.
For the samples with d=1 and 2 nm, the QD height used in
the model to reproduce the observed transition energies is
slightly larger than the one estimated from AFM, attributed
to random size fluctuations. Figure 9�c� shows calculated

transition energies for the GaAs WL together with the corre-
sponding experimental data. As pointed out in Fig. 6�a�, no
emission is observed for d=0.5 nm GaAs QDs. The calcu-
lation in Fig. 9�c� shows a very good agreement of measured
�see Fig. 6�a�� and predicted transition energies for the GaAs
WL. This result indicates that the thickness of the WL is not
affected by the GaAs diffusion into the nanoholes due to
their very low surface density.

V. CONCLUSIONS

We systematically investigated the influence of the con-
finement potential on the optical properties of unstrained
GaAs/AlGaAs QDs with tunable WL thickness and emission
energy. For fixed QD shape, a systematic decrease in the
energy separation between ground and excited states is ob-
served when the WL thickness is increased. This degree of
control, which is not available for commonly studied
Stranski-Krastanow QDs, is used to produce QDs without
WL. Theoretical calculations of the transition energy of QDs
and WL show good agreement with the experimental data
and allow us to clarify the impact of the WL thickness on the
optical properties of QDs. Finally, different from commonly
studied InAs/GaAs QDs, the GaAs/AlGaAs QDs are charac-
terized by a positive trion with emission energy lower than
the neutral exciton, which is found to be a consequence of
the large lateral extent of the QDs, and hence, of pronounced
self-consistency and correlation effects. In particular, the un-
common energetic sequence of XX, X−, X+, and X under-
lines the peculiar nature of our QD system.
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We study the effect of an external biaxial stress on the light emission of single InGaAs=GaAsð001Þ
quantum dots placed onto piezoelectric actuators. With increasing compression, the emission blueshifts

and the binding energies of the positive trion (Xþ) and biexciton (XX) relative to the neutral exciton (X)

show a monotonic increase. This phenomenon is mainly ascribed to changes in electron and hole

localization and it provides a robust method to achieve color coincidence in the emission of X and

XX, which is a prerequisite for the possible generation of entangled photon pairs via the recently proposed

‘‘time reordering’’ scheme.

DOI: 10.1103/PhysRevLett.104.067405 PACS numbers: 78.67.Hc, 78.20.hb, 81.05.Ea, 81.40.Tv

Sources of entangled photon pairs on demand are a
major building block for quantum computation and com-
munication [1]. Recently, the generation of entangled pho-
ton pairs from semiconductor quantum dots (QDs) has
attracted great interest [2–5]. The polarization-entangled
photons are produced in an idealized QD with degenerate
intermediate exciton states in the cascade: biexciton
ðXXÞ ! excitonðXÞ ! ground state (G), where the polar-
ization of a photon pair is determined by the spin of the
intermediate exciton state [6]. However, real self-
assembled QDs exhibit intermediate exciton ground states
split into two states by an energy � called fine structure
splitting (FSS) [7]. This is the consequence of shape and
atomistic crystal anisotropy and the electron-hole ex-
change interactions [8]. The FSS in self-assembled
InðGaÞAs=GaAs QDs grown along the [001] crystal direc-
tion is typically quite large as compared to the radiative
linewidth (�1:0 �eV). The nonvanishing FSS encodes the
which-path information and destroys the polarization en-
tanglement. The generation of entangled photon pairs by
simple preselection of rare dots with � close to zero [2,4] or
by spectral filtering [3] has been demonstrated.
Furthermore, a number of postgrowth techniques have
been used to reduce �, such as in-plane magnetic fields
[9], lateral electric fields [10,11], uniaxial stress [12], and
rapid thermal annealing [13].

An alternative proposal to generate entangled photon
pairs from QDs, without any fundamental requirements
on the FSS to be smaller than the radiative linewidth, is
the so-called time reordering scheme [14]. However, this
scheme requires the emission energies of X (EX) and XX
(EXX) to be the same. In this scheme, one entangles the red

photons H1ðV2Þ and the blue photons V1ðH2Þ [see the
central panel of Fig. 1(a)] across generations in a QD. It is
accomplished by performing a unitary operation (time
reordering) U on the two-photon state such that

jh�HjUy
HUV j�Vij> jh�Hj�Vij [14,15], where j�HðVÞi is

the wave packet resulting from the biexciton cascade emis-

FIG. 1 (color online). (a) Level schemes showing the XX-X
cascade. The solid (dashed) line represents the decay channel
that yields H (V) polarized photons. Across generation color
coincidence of X and XX (EX ¼ EXX) can be achieved by
applying tensile (compressive) stress to a QD with positive
(negative) EBðXXÞ. (b) Schematic drawing of the experiment
and optical microscopy image of a 200 nm-thick GaAs mem-
brane (inset). (c) Low temperature PL spectra of QDs with
negative (QD1) and positive (QD2) XX binding energy.
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sion. This novel concept is currently under vivid discussion
[15–18]: On one hand the two-photon wave packet may
suffer significant dephasing after the time reordering, on
the other hand the emission energies EX and EXX in the as-
grown QDs are usually different because of pronounced
interactions between charge and spin carriers in a QD.

In this Letter we show that an external biaxial ten-
sile (T) or compressive (C) stress can be used to achieve
EX � EXX. Stress is provided in situ by placing a thin
GaAs membrane containing self-assembled InGaAs
QDs on top of a piezoelectric actuator, made of
½PbðMg1=3Nb2=3ÞO3�0:72-½PbTiO3�0:28 (PMN-PT) [see

Fig. 1(b)]. With increasing compression, the relative spec-
tral positions of different excitonic species (X, XX, and
Xþ) show subtle, but systematic changes: The binding
energies EB of both Xþ and XX, defined as EBðXX=XþÞ ¼
EX-EXX=Xþ increase in all studied QDs. Based upon

million-atom empirical pseudopotential many-body calcu-
lations of realistic InGaAs=GaAs QDs, we ascribe this
phenomenon to the increase in electron-hole Coulomb
interactions due to the increase in confinement of electrons
and slight decrease in confinement of holes upon compres-
sive biaxial stress. Finally, different from the behavior
observed under in-plane uniaxial stress [12], biaxial strain
does not appreciably affect the FSS, a behavior which is
also expected from our calculations.

We fabricated 200 nm-thick GaAs membranes with
embedded self-assembled InGaAs QDs, and then trans-
ferred them onto a 300 �m-thick PMN-PT actuator via
PMMA resist [20]. A bias voltage V applied to the PMN-
PT results in an out-of-plane electric field F which leads to
an in-plane strain "k in the GaAs membrane and the QD

structure [see Fig. 1(b)]. The PMN-PT was poled so that
V > 0 (<0) corresponds to in-plane compressive (tensile)
strain "k < 0 (>0). Figure 1(c) shows low-excitation

power photoluminescence (PL) spectra of two QDs with
negative EBðXXÞ (QD1) and positive EBðXXÞ (QD2). The
neutral exciton X and the biexciton XX are identified by
power- and polarization-dependent PL. (The latter allows
us also to determine the FSS of X and XX). An unpolarized
line lying at the higher energy side of X and XX is attrib-
uted to positive trion Xþ emission. The assignment is
supported by the background p-type doping of our struc-
tures and by the correlation between EBðXþÞ and EBðXXÞ
observed in all the studied dots [see Fig. 2(e)].

Figure 2(a) shows the color-coded PL intensity of QD1
as a function of emission energy and voltage V applied to
the PMN-PT actuator. V is swept several times between
0 and 1100 V with steps of 20 V, to demonstrate the
reversibility of the tuning. For V > 0 the QD experiences
an in-plane compression (C). The emission energies of
different lines show roughly linear blueshifts with V. At
the maximum reached bias, EX shifts by �1:8 meV, with-
out appreciable deterioration of the emission linewidth and
intensity [20]. Similar energy shifts for a given V are
observed for different dots in the same device. However,

different devices show different maximum shifts, which
may be due to slight variations in the composition or the
mechanical contact of the PMN-PT to the coldfinger. More
interestingly, the EBðXXÞ and EBðXþÞ show a linear in-
crease with EX, see Fig. 2(b), with slopes �XX ¼ 51:6 and
�Xþ ¼ 62:7 �eV=meV for QD1. The results of a similar
experiment performed on QD2 are shown in Figs. 2(c) and
2(d). In this case V is swept to positive and negative values.
Under tension (V < 0) the QD emission lines redshift and
the linear dependence between binding energies and EX

extends also to the tensile (T) strain region.
In order to verify whether these findings are affected by

QDstructural fluctuations,wehavedetermined thevalues of
� for 14 different dots. The results are shown in Fig. 2(f).
In all the studied dots we observe that both �Xþ and �XX

are positive and that for a given dot �Xþ ’ �XX. The former
observation is interesting as it opens up the possibility to
tune EBðXXÞ to zero in a controllable way. The latter
suggests a common underlying physical mechanism re-
sponsible for the changes in binding energy of XX and Xþ.
In order to understand the results and estimate the mag-

nitude of the in-plane strain achieved in the experiment, we
performed calculations on realistic InGaAs=GaAs QDs
containing 3� 106 atoms using the empirical pseudo-
potential and the configuration interaction (CI) approaches
[21]. The excitonic states are calculated at the correlated CI
level, including all configurations generated from 12 elec-
tron and 12 hole states (spin included). We model the QD
as a lens shaped In0:8Ga0:2As structure with a height of

FIG. 2 (color online). Color-coded PL intensity of QD1 (a) and
QD2 (c) as a function of emission energy and voltage applied to
the actuator. The binding energies of XX and Xþ show a linear
increase with EX for both QDs, as shown in (b) and (d).
(e) Binding energies at V ¼ 0 and (f) slopes �XX and �Xþ for
14 different QDs.
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2.5 nm and elliptical base of major (minor) axis of 10
(7.5) nm along the ½1�10� ([110]) crystal direction.

Figure 3(a) shows the calculated emission energies of X,
XX, and Xþ as a function of biaxial strain "k ¼
½ða� a0Þ=a0�, where a (a0) is the lattice constant of
strained (unstrained) GaAs. As in the experiment, all emis-
sion lines blueshift for "k < 0 and redshift for "k > 0. In
analogy to the results shown in Figs. 2(b) and 2(d), we plot
in Fig. 3(b) the relative binding energies of XX and Xþ as a
function of EX. Although the initial values of EX and
binding energies are somewhat different from those ob-
served in the experiment [Figs. 1(c) and 2(e)], the calcu-
lation is able to reproduce the linear increase of EBðXþÞ
and EBðXXÞ with EX. For the modeled QD structure the
slope of EBðXXÞ is �XX ¼ 114 �eV=meV, comparable
with the experimental values. By repeating similar calcu-
lations on a larger QD with a circular base and a height of
3.5 nmwith a lower In concentration (60%), we find �XX ¼
28:3 �eV=meV. Although the values of �’s depend on the
actual QD structure and size the linear increase of binding
energies of XX and Xþ relative to X upon biaxial com-
pression is a rather general phenomenon as we observed in
the experiments.

From our empirical pseudopotential calculations, we
find that the effect of biaxial strain on the correlation
energy is very small. The main changes in the binding
energies of XX and Xþ are due to changes in the direct
Coulomb interactions between electron and holes and can
be approximated by

�EBðXþÞ � �Jeh � �Jhh;

�EBðXXÞ � �EBðXþÞ � ½�Jee � �Jeh�;
(1)

where Jee, Jhh, and Jeh are the Coulomb integrals between
lowest electron (e) and hole (h) states. Figure 3(c) shows
that �Jeh and �Jee increase with compressive strain, with
only small deviations from each other. Interestingly, �Jhh
shows the opposite behavior, but its magnitude is substan-
tially smaller than those of �Jeh and �Jee. We thus con-
clude that the increase in binding energies of XX and Xþ
upon compression is mainly a consequence of the increase
in the electron-hole attraction term. The fact that (�Jee �
�Jeh) is small, qualitatively explains the similar values of
�EBðXXÞ and �EBðXþÞ, as shown in Fig. 2(f).
To understand the increase in Jee, Jeh, and decrease in

Jhh upon compression, we plot in Fig. 3(d) the strain
modified conduction band minimum and the upper two
valence bands. For the latter bands we used circles propor-
tional in size to the fraction of heavy-hole character. In the
unstrained region, far from the dot, heavy- and light-hole
bands are degenerate; close to the dot (inside the dot), the
light (heavy)-hole band forms the valence band maximum.
Since the QD hole states have up to �92% heavy-hole
character, we define the valence band offset (VBO) as the
offset between the heavy-hole bands [Fig. 3(d)]. No such
complication arises for the conduction band offset (CBO).
In Fig. 3(e) we show a linear increase by�35 meV for the
CBO upon change in biaxial strain from 0.1% to �1%.
This represents an increased confinement and localization
of wave function: the intuitive picture of a compressed
wave function obtained by a compression of the sample,
is valid. For the VBO, however, we find a decrease by
�3 meV for the same range of strains. Upon compression,
the wave functions tend to become more delocalized. This,
rather counterintuitive behavior can be observed directly
on the wave functions in Fig. 3(f), where we display the
lowest electron state (LUMO) and highest hole state
(HOMO) at two different strains. This localization or
delocalization gives rise to the increase in Jee, Jeh, and
decrease in Jhh shown in Fig. 3(c). Similar results are
obtained also by eight-band kp calculations combined
with the CI model [20].
The fact that the biexciton binding energy monotoni-

cally increases upon compression provides a controllable
strategy to tune EBðXXÞ to zero. If XX is initially located at
the high (low) energy side of X, a biaxial compression
(tension) allows us to tune EBðXXÞ so that the color coin-
cidence between XX and X is achievable, depending on the
available tuning range, the value of �XX and the initial
value of EBðXXÞ. Figure 4(a) demonstrates this capability
for a QD where EBðXXÞ is initially �270 �eV. The total
shift of EX in this device is �11 meV, which according to
the calculations correspond to strain values exceeding
�0:3%. Figure 4(b) shows gray scale coded PL intensity
plots of X and XX as a function of linear polarization angle
and energy for various values of V. As expected, X and XX

FIG. 3 (color online). (a) Calculated emission energies of X,
XX, and Xþ as a function of in-plane biaxial strain "k. (b) Rela-
tive binding energies of Xþ and XX vs EX. (c) Changes in Cou-
lomb integrals with biaxial strain. (d) Calculated band offset dia-
gram at "k ¼ 0; for the valence band, the size of the circles is

proportional to the heavy-hole character of the bands. (e) Changes
in CBO (VBO) with strain "k. (f) HOMO and LUMO wave

functions at "k ¼ 0:1% and�1%. The red color encloses 75% of

the charge density, while light gray color represents the outline
of the QD.
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show anticorrelated shifts as we rotate the analyzer. The
FSS for this QD, i.e., the energy separation � between the
H and V components of X or XX is 48� 5 �eV. As the
voltage increases the magnitude of EBðXXÞ decreases,
while � stays constant within the measurement uncertain-
ties. This finding, which is reproduced by our calculations,
is not surprising, because the symmetry of the structure is
not appreciably changed by biaxial strain. At 1100 V
EBðXXÞ ! 0 and � dominates the energy scale in the
problem: only two peaks with the splitting of � can be
observed. We have now practically reached the color co-
incidence of (V2, H1) and (H2, V1). For future entangle-
ment measurements, we envision the use of a Michelson
interferometer. That will allow the ‘‘red’’ (V2, H1) and the
‘‘blue’’ (H2, V1) photons to be directed to the two outputs
of the interferometer, and hence spatially separated [22].

In conclusion, we have studied in detail experimentally
and theoretically the effect of biaxial strain on the binding
energies of different excitonic species confined in single
InGaAs=GaAsð001Þ quantum dots. The most intriguing
finding is that biaxial strain is a reliable tool to engineer
the QD electronic structure and reach color coincidence
between exciton and biexciton emission. While other tech-
niques may be used to reach this goal, such as rapid
thermal annealing [13,23] or lateral electric fields [24],

strain engineering is advantageous as it can be performed
in situ and does not produce any appreciable degradation of
the emission, which usually occurs at large electric fields
[25]. Furthermore, biaxial strain does not alter the exci-
tonic FSS, which should remain sufficiently large for ex-
perimental tests on the viability of a newly proposed
concept for the generation of entangled photon pairs
[14]. Finally, the employed method can be used to study
the effect of stress and tune the properties of a broad range
of nano- and microstructures, such as optical microcavi-
ties [26].
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FIG. 4 (color online). (a) Biexciton binding energy of QD3 as
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EBðXXÞ vanishes (limited by the system resolution) and �
dominates at 1100 V.
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layer: Localization of holes and its effect on the optical properties
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The electronic structure of InAs quantum dots covered with the GaAs1−ySby strain reducing layer
has been studied using the k� · p� theory. We explain previous experimental observations of the red
shift of the photoluminescence emission with increasing y and its blue shift with increasing
excitation power. For y�0.19, type-II dots are formed with holes localized in the GaAsSb close to
the dot base; two segments at the opposite sides of the dot, forming molecular-like states, result from
the piezoelectric field. We also propose an experiment that could be used to identify the hole
localization using a vertical electric field. © 2010 American Institute of Physics.
�doi:10.1063/1.3517446�

InAs quantum dots �QDs� covered with the GaAs1−ySby

strain reducing layer �SRL� represent an efficient light source
at the communication wavelengths of 1.3 /1.55 �m.1,2 The
role of the SRL is to reduce the strain inside the QDs and to
modify the confinement potential, both effects increasing the
otherwise small emission wavelengths of the InAs QDs.
Note that the GaAs1−ySby capped QDs differ from the more
conventional InxGa1−xAs capped ones3,4 in several important
aspects. The antimony atoms act as surfactant, which helps
preserve the shape and the height of the QDs during the
overgrowth. The resulting QDs are considerably higher than
the InxGa1−xAs-capped ones.5 Moreover, for y�0.14, the
formation of type-II dots with holes localized in the SRL was
reported.1,2,6 The red shift of the emission energy with y
increasing from 0.10 to 0.22 has been found,2 more pro-
nounced in the type-II confinement regime. A peculiarity of
the type-II regime is a large blue shift �up to tens of meV� of
the emission energy with the excitation power.2,6

We have calculated the electronic structure of QDs
capped by the GaAs1−ySby SRL using a two-step approach.
First, single particle states were obtained using the
Nextnano++ solver 7 based on the eight-band k� · p� theory.
Second, we calculated the energies of the excitons using the
configuration interaction method with the basis set formed
from the single particle states.8 The values of the material
constants are given in Ref. 9. Based on the published cross-
section scanning tunneling micrographs �XSTM�,5,10 we as-
sume a pyramidal shape of the model QD with the height of
8 nm and the base length of 22 nm. Both the shape and the
dimensions were taken from Ref. 5 without any changes. The
results of Refs. 5 and 10 also suggest that the QDs are com-
posed of InxGa1−xAs with a trumpet-like composition profile,
with x=0.4 at the base of the pyramid �low In content� and
x=1.0 at its top �maximum In content�. Here, we adopt this
profile. The XSTM cannot very reliably determine the com-
position profile,11 thus we studied several other profiles and
found only minor differences.9 The thickness of the SRL has
been fixed at 5 nm and y varied between 0.10 and 0.22.

Figure 1 shows the lowest transition energy as a function
of y. With y increasing from 0.10 to 0.22, the energy red-
shifts by 84 meV from 1055 to 971 meV, the origin being
illustrated in the inset. This is in very good agreement with
the optical data,2 where the energy shifts by 83 meV from
1050 to 967 meV. We emphasize that the red shift was re-
produced without any modification of the shape and dimen-
sions of the model QD. This is consistent with the observa-
tions of Ref. 5 that the shape and the size of the QDs are
independent of y. Recall that in the InxGa1−xAs capped QDs,
a large part of the red shift is caused by the increase of
volume.12 For y�0.15 �y�0.19�, the probability of finding
the hole inside the QD is larger than 80% �smaller than
20%�, which we call type-I �type-II� confinement in the fol-
lowing. We have found the type I to type II transition not to
be abrupt, but rather to be a continuous process starting at
low y, accelerated in a certain range of y �0.15�y�0.19 for
our dot�, and finally saturating at high values of y.9 Note that
we found the type-II QDs for larger y than usually reported.
The red shift of the type-II confinement is faster because the

a�Electronic mail: klenovsky@physics.muni.cz.

FIG. 1. Calculated values of the emission energy of the model pyramidal
QD �circles� compared to the corresponding values obtained from the opti-
cal measurements, taken from Ref. 2 �squares�. The vertical axis of the
experimental values is shifted by 5 meV with respect to that of the model
results. The arrow points to the onset of the type-II confinement. A sche-
matic representation of the hole confinement is also shown.
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bottom of the potential well shifts and not the barrier as in
type I.1,13,14

The type I to type II transition is associated with a re-
duction of the overlap of the electron and hole wave func-
tions and the corresponding decrease of the Coulomb energy
of the electron-hole pair from 26 meV at y=0.10 to 12 meV
at y=0.22. The biexciton emission energy calculated using
the configuration interaction method8 with six electrons and
eight hole basis states is blue-shifted by 4 meV with respect
to the exciton emission energy at y=0.10, and blue-shifted
by 18 meV at y=0.22. While the multiexcitonic ordering in
type-I QDs depends on structural properties of the QD,11 the
blue shift of the biexciton with respect to the exciton is a
characteristic property of the type-II QDs.9 We suggest that
the blue shift of the emission energy with the pumping in-
tensity reported for type-II QDs2,6 is caused by the emission
from the blue-shifted biexcitons emerging at high pumping
powers. This could be verified by intensity-dependent micro-
photoluminescence measurements. The biexciton energy
could be used as the indicator of the type of the confinement.

Next, we address the wave functions. The probability
densities of the lowest electron and hole states in the model
QD are shown in Fig. 2 �y=0.10 for electrons, y=0.10 and
y=0.22 for holes�. The electrons are localized in the In-rich
region of the QD, the position of the maximum of their prob-
ability density being only weakly dependent on y. For y
=0.10, the holes are localized inside the QD close to the base
of the pyramid, in agreement with the previously reported
results for the type-I InAs QDs.15 For y�0.19, the holes are
located in the SRL. It has been assumed that they reside
above the QD.6,16 We found them, however, to be located
close to the base of the dot �see Figs. 2�e� and 2�f��. This is
a consequence of the strain distribution. The shift of the
heavy-hole band edge due to the biaxial strain B=�zz− ��xx

+�yy� /2 is given by �E=−b ·B, where �ij are the components
of the strain tensor and b is the biaxial deformation potential.

Since b is negative, the holes prefer the regions with large
positive values of B at the dot base, as shown in Fig. 3.

If only the strain is included in the calculations, the
maximum of the probability density of the hole ground state
forms a ring surrounding the dot base. The piezoelectric field
splits it into two segments located along the �110� direction.9

The wave functions resemble those of quantum dot mol-
ecules. Quantum dot molecules �QDMs� are important for
the quantum information processing as a potential tool for
manipulating the qubits— a quantum gate.17 Vertical QDMs
can be easily manufactured and offer a strong coupling, but
they cannot be scaled and suffer from the internal symmetry
lowering induced by the strain field.18 On the other hand,
lateral QDMs �LQDMs� reported so far exhibit a weak
coupling19 and their properties cannot be tuned easily. The
properties of the “molecules” under consideration are in
many aspects superior. Most importantly, the distance be-
tween the segments and the tunneling energy can be easily
tuned by the size of the QD and the Sb content in the SRL
�the value of the tunneling energy corresponding to the QDs
under consideration is 0.28 meV�. The barrier between the
segments is better defined. The clear disadvantage is the con-
finement of only one type of charge carriers, i.e., holes, rul-
ing out applications in devices involving both electrons and
holes. However, there exist promising proposals of devices
which require only one type of charge carriers.17 Our mol-
ecules represent an interesting alternative to the LQDMs dis-
cussed in this context.

In the following, we propose an experiment that could be
used to identify the localization of the holes, based on the
Stark shift in the vertical electric field. Figure 4 shows the

(a) (b)

(c) (d)

(e) (f)

FIG. 2. �Color online� Cross sections of the probability density �arbitrary

units� of the lowest electron state for y=0.10: �a� �11̄0� plane, �b� �001�
plane; ��c� and �d�� the same for the lowest hole state and y=0.10; ��e� and
�f�� the same for the lowest hole state and y=0.22 �see also Ref. 9�. The

�11̄0� planes contain the vertical symmetry axis of the QD and the �001�
cross sections are located 3.5 nm �2.5 nm� above the base of the QD for
electrons �for holes�. The borders of the QD and the SRL are denoted by the
solid lines. The dashed lines are the isolines of the In content inside the QD
�100% and 60%�.

[110]
[001]

FIG. 3. �Color online� The �11̄0� cross section of the confinement potential
for holes in the type-II QD with y=0.22. The scale is in eV. The holes are
confined in the two potential minima in the SRL close to the base of the QD.

FIG. 4. The emission energy �squares� and the vertical dipole moment
�circles� as functions of the vertical electric field in the type-II QD with y
=0.22.
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calculated transition energy and the vertical dipole moment
as functions of the applied electric field. According to our
calculations, the dipole moment of the exciton in zero field is
small and oriented downward �negative direction�. The elec-
tron and the hole are both rather strongly confined and their
vertical polarizability is low. As a consequence, only a weak
Stark shift of the emission energy in a vertical electric field is
predicted, positive when the field is oriented upward �posi-
tive direction�. For a sufficiently strong positive field, how-
ever, the hole state above the tip of the QD turns to be the
ground state,9 the dipole moment of the exciton increases
dramatically and changes its sign, and so does the Stark shift.
The transition between the weak negative and large positive
dipole moment is fairly steep and should be identifiable. For
the hole ground state located above the tip of the QD, a
similar transition would occur for a negative field. We note
that this possibility could occur in real QDs due to, e.g., a
higher antimony content in the SRL above the QD.20

In conclusion, we have shown that the red shift of the
emission energy with increasing Sb content y in the
GaAs1−ySby SRL is mainly due to the modified confinement
potential in the QD; there is no need to vary the structural
parameters of the model dot with changing y to reproduce
the optical data. The blue shift of the emission with increas-
ing pumping power is attributed to the increasing proportion
of the biexcitons whose emission energy is considerably
higher compared to the excitons. We have found that for y
�0.19, the holes are localized in the SRL close to the base of
the dot, rather than above it. An experiment involving exter-
nal electric field has been proposed to verify this prediction.

The work was supported by the Institutional Research
Program under Grant No. MSM 0021622410 and the GACR
under Grant No. GA202/09/0676.
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Abstract. We present results of our 8-band ~k · ~p calculations of the emission energy of
InAs/GaAs quantum dots (QDs) covered with GaAs1−xSbx strain reducing overlayer (SRO). In
agreement with previous experimental observations we find a strong red shift of the emission
with increasing Sb content. We explain this effect by: (1) The lowering of the valence band offset
between the QD and the SRO with increasing Sb content resulting in the type-II QDs with holes
confined in the SRO for Sb concentration above 14%. (2) The reduction of compressive strain
inside the QDs. The contributions of these mechanisms to the total red shift are estimated and
compared. For realistic shape and size of the QD and a realistic value of the SRO thickness the
previously measured photoluminescence data are reproduced with fairly good accuracy.

1. Introduction
Self-assembled InAs/GaAs quantum dots (QDs) have been investigated for their interesting
physical properties and potential applications; one of the latter is an efficient light emission
on the communication wavelengths of 1.3/1.55µm. To tune the emission wavelength towards
this range, various strategies can be used. One possibility is to use QDs stacked in vertical
multilayers [1]. Another option relies on capping QDs with strain reducing overlayers (SRO);
here, ternary materials such as InxGa1−xAs [2] and GaAs1−xSbx [3] can be used. The resulting
red shift with increasing In content in InxGa1−xAs SROs has been explained as an effect of three
mechanisms: the reduction of the hydrostatic strain in the InAs QDs, lowering of the barrier
height for both electrons and holes at the side of the SRO, and a change in the dot size during
the growth process; the latter two were identified as the decisive contributions [2].

We present here a similar analysis for the GaAs1−xSbx SROs. The situation is slightly
different since the lowering of the valence band offset with increasing Sb content results in a
transition to the type-II QDs occurring at the Sb concentration of approximately 14%. Above
this value holes are localized in the SRO instead of the QDs. In previous photoluminescence
studies, this transition to the type-II QDs has been attributed to be the dominant cause of the
observed red shift [4]. However, a detailed theoretical analysis is still missing.

2. Method
QDs capped by GaAs1−xSbx SROs were simulated using nextnano++ software [5]. The structure
consisted, from bottom to top, of a GaAs substrate, InAs QD, GaAs1−xSbx SRO and a GaAs
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capping layer. Our calculations started by finding the strain inside the structure, continued by
a calculation of the piezoelectric field, and ended with solving the Schrödinger equation using
the 8-band ~k · ~p approximation. All these steps were performed using the nextnano++ built-in
solvers. The values of the material parameters have been taken from [6], with the exception of
the deformation potentials and the InAs/GaAs valence band offset, taken from [7].

To distinguish between the effects of the reduced strain in the QDs and those of the lowered
valence band offset, the following calculations were performed: (1) We have calculated the strain
field for the GaAs1−xSbx SRO and used it subsequently as the input for the piezoelectricity and
quantum calculations. Apart from the elastic constants and the lattice parameter, we considered
the SRO to correspond to a pure GaAs. In this way we have specified the contribution of the
reduced strain within the QDs. (2) We have used the strain field calculated for a pure GaAs
overlayer and values of the parameters of the GaAs1−xSbx SRO (except for the lattice parameter
and the elastic constants) in subsequent calculations to obtain the effect of the modified valence
band offset. In this case, also other parameters were changed, such as the conduction band offset
and effective masses. However, the most pronounced effect is indeed connected with a modified
valence band offset.

3. Results and discussion
In our calculations we have varied the dimensions of the QD and the thickness of the SRO,
in order to fit the transition energy and its red shift observed in [3]. We have chosen the
semiellipsoidal shape of the QD as it is common for InAs dots large in volume. We have
obtained the best agreement for the QD height of 5 nm, the QD diameter of 14 nm and the
SRO thickness of 3 nm.

The calculated values of the lowest transition energy are shown in Fig. 1. The experimental
data measured at 15 K, taken from [3], are shown for comparison. To facilitate the comparison,
the calculated data are blueshifted by 20 meV. The shift could be due, e.g., to the fact that the
real QDs consist of InGaAs rather than of pure InAs.
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Figure 1. • Peak emission en-
ergy measured at 15 K, taken from
[3]; ◦ Calculated values of the low-
est transition energy; 4 The same
obtained considering the Sb con-
centration dependence of the elec-
tronic structure parameters only; 5
The same obtained considering the
strain effect only.

The calculated red shift of the lowest transition energy when going from 10% to 22% of Sb of
95meV is in reasonable agreement with the experimental value of 82 meV. We decompose this
shift into the contribution of the reduced strain in the QD, and that of the lowered valence band
offset between the QD and the SRO. Both contributions are shown separately in Fig. 1. The
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modified valence band offset accounts for ∼ 45meV of the red shift, while the reduced strain
accounts for ∼ 20 meV. The difference of ∼ 30meV between the sum of the values and the total
red shift is a result of the combination of the effects.

Below the Sb concentration of 14 %, both effects contribute nearly equally to the total shift,
with a linear dependence on the Sb concentration. Around 14 %, the transition to the type-II
QD occurs and increasing the Sb content further enhances the effect of the lowered valence band
offset (which becomes negative). Accordingly, we identify the onset of the type-II QDs as the
dominant mechanism causing the red-shift of the emission energy, confirming the assumption of
Ref. [4]. However, the influence of the GaAs1−xSbx capping layer on the strain in the structure
is responsible for a surprisingly large portion of the red shift as compared to the InxGa1−xAs
SRO [2].

Fig. 2 shows the hydrostatic component of the strain (εxx + εyy + εzz) along the symmetry
axis of the dot. The compressive strain inside the dot decreases by 0.3% when increasing the
Sb content from 10 % to 22%. This corresponds to the red shift of the conduction band edge
by ∼ 20meV, explaining fully the simulated contribution of the reduced strain to the red shift,
shown in Fig. 1.
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Figure 2. Hydrostatic strain
(εxx + εyy + εzz) along the sym-
metry axis of the QD for —— 0 %,
- - - - 10 %, · · · · · · 22% of Sb con-
tent in the SRO.

The reduction of the compressive strain inside the QD can be explained as follows. The
lattice parameter of GaAs1−xSbx is larger than that of GaAs. The presence of the SRO
therefore increases the total strain in the structure. However, the contrast in lattice parameters
between the QD and the SRO is reduced as compared to the GaAs overlayer, which results in a
reduced strain inside the QD. In particular, the material around the sides of the dot has a lower
compressive impact. On the contrary, matching the lattice parameter to the GaAs overlayer
enhances the compressive strain in the SRO, as seen clearly in Fig. 2.

There is a pronounced difference in the magnitude of the relaxation of the compressive strain
inside the QDs with GaAs1−xSbx SRO considered here and inside the QDs with InxGa1−xAs
SRO studied in Ref. [2]. The lattice parameters of the SROs are nevertheless comparable.
The difference likely originates in the different aspect ratios of the QDs in both cases. The
GaAs1−xSbx covered dots are rather high and the elastic interaction between them and the SRO
is more intense than in the flat QDs covered with InxGa1−xAs.
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4. Conclusion
In conclusion, we have calculated the emission energy of QDs covered with the GaAs1−xSbx

SRO with various values of the Sb content. We were able to reproduce the observed transition
energies, and their red shift with increasing Sb content. In agreement with previous studies, it
has been found that the red shift is caused mainly by the transition to the type-II QDs above
the Sb concentration of 14 %. Almost one fourth of the red shift is caused by the reduction of
the compressive strain inside the QDs; this is much more than in the case of InxGa1−xAs SROs.
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We measure, by photoluminescence spectroscopy, the fine structure splitting �FSS� of bright excitons con-
fined in a large number of elongated and unstrained Al0.35Ga0.65As /GaAs /Al0.45Ga0.55As quantum dots �QDs�
and quantum-well potential fluctuations �QWPFs�. While the FSS values are comparable, the light polarization
directions for well-oriented QDs and randomly oriented QWPFs on the same sample are substantially different.
We compare the results with model calculations using as input scanning probe microscopy data of QD struc-
tures nominally identical to those investigated by photoluminescence. The model reproduces well the polar-
ization orientation for all studied samples and also the magnitude of the FSS, at least for relatively tall dots. We
discuss the results and elucidate the role of in-plane elongation on the FSS.

DOI: 10.1103/PhysRevB.81.121309 PACS number�s�: 78.67.Hc, 81.07.Ta

Semiconductor quantum dots �QDs� keep attracting much
interest due to their potential applications in the field of
quantum information processing and communication. As an
example, the biexciton-exciton radiative cascade in QDs can
be used to generate entangled photon pairs.1 The neutral ex-
citon consists of two optically dark and two bright states.
The energies of the bright states are usually separated by an
energy of several tens of micro-electronvolts. This separa-
tion, known as fine structure splitting �FSS�,2 is attributed to
the anisotropic electron-hole exchange interaction.3,4 The
FSS destroys the polarization entanglement of photons,
which can be achieved only on rare QDs with FSS on the
order of the homogeneous linewidth5,6 or by using spectral
filtering.7 For this reason, the FSS of excitons in QDs is
currently an active field of research with the aim of better
understanding its origin8–10 and predicting strategies to re-
duce it.11

Despite the efforts, a direct and quantitative comparison
of theoretical with experimental results on FSS of QDs re-
mains difficult. This is mostly due to the lack of accurate
structural parameters taken into the model, which often re-
sults in inconsistencies between theory and experiment. In
fact, most of the previous investigations on FSS focused ei-
ther on strained and intermixed Stranski-Krastanow �SK�
QDs �Refs. 12 and 13� where the alloy composition profiles
are difficult to access or on potential fluctuations in thin
quantum wells �QWs�, which have poorly defined
shape.2,14,15 Besides that, the theoretical predictions depend
strongly on the employed models,8 which should be tested on
QDs with well-known structural parameters. Therefore,
theory and experiments on FSS have remained so far rela-
tively disjointed. Unstrained GaAs/AlGaAs QDs with good
structural homogeneity16–18 are ideally suited to address this
problem. Only very recently, Abbarchi et al.19,20 studied the
FSS of GaAs QDs but the correlation between FSS and QD
morphology was kept at a qualitative level.

In this work, we measure the FSS of “hierarchically self-
assembled” GaAs/AlGaAs QDs �Ref. 17� and make a direct
comparison with calculations based on eight-band k · p and

the configuration-interaction models. We determine the opti-
cal properties �FSS and polarization orientation� and the
morphology of hundreds of QDs. Due to the lack of lattice
mismatch and choice of growth conditions, intermixing,
strain, and piezoelectricity are negligible in our QD system.
We therefore use the experimentally determined shapes and
nominal growth parameters as input for the calculations. We
find that the model reproduces well the polarization orienta-
tion for all studied samples and also the magnitude of the
FSS, at least for relatively tall dots. The agreement on the
FSS values is somewhat poorer for flatter dots, where the
model predicts values which are generally larger than the
observed ones. The comparison between the polarization di-
rections for QDs and for QW potential fluctuations �QWPFs�
allows us to highlight the dominant contribution of the shape
asymmetry in determining the FSS for the investigated sys-
tem.

The studied QDs were grown by molecular-beam epitaxy
combined with in situ selective etching. The latter is used to
create nanoholes �NHs� on the GaAs surface starting from
SK InAs/GaAs islands.21 The NHs are overgrown with an
Al0.45Ga0.55As layer of thickness D serving as bottom barrier
at a nominal substrate temperature of 500 °C. During Al-
GaAs overgrowth, the shape of the NHs changes slightly,
their depth decreases, while their elongation along the �110�
axis is maintained.17 After AlGaAs growth, the NHs are
filled by depositing nominal 2 nm of GaAs followed by a 2
min growth interruption, which allows the diffusion of GaAs
into the NHs. The deposition of a top Al0.35Ga0.65As barrier
yields inverted unstrained GaAs QDs surrounded by a thin
GaAs QW. The obtained QDs are characterized by a good
size homogeneity resulting in photoluminescence �PL� en-
semble linewidths down to �10 meV, which allows the
comparison with theoretical simulations. By terminating the
growth right after the deposition of the Al0.45Ga0.55As bottom
barrier, we determined the shape of the AlGaAs NHs and
hence of the GaAs QDs using scanning tunneling micros-
copy or atomic force microscopy �STM/AFM�. We used
AFM to collect data with large statistics and ultrahigh-
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vacuum STM to image the roughness of the AlGaAs layer.
Three NH samples with D=5, 7, and 10 nm were investi-
gated with AFM and three QD samples produced with the
same nominal growth parameters were studied by PL spec-
troscopy.

The optical investigations were carried out in a standard
micro-PL setup at 8 K, with a spectral resolution of
�70 �eV. The linear polarization of the QD emission was
measured by continuous rotation of a � /2 wave plate fol-
lowed by a linear polarizer in front of the spectrometer. By
using samples with relatively high QD density �some
109 cm−2�, we investigated up to 15 QDs within one mea-
surement cycle, similar to the approach of Ref. 12.

Figure 1�a� shows an example of the PL intensity as the
� /2 wave plate is rotated by 360° �corresponding to 720° of
polarization angle�. The laser power was set well below satu-
ration to keep biexciton emission below the detection limit.
Each spectrum consists of a number of sharp recombination
lines originating from different dots. The wavy patterns are
ascribed to the FSS of neutral excitons �both fine structure
splitted photons have orthogonal linear polarization�. Several
lines showing no FSS are attributed to positive trions.22 All
neutral exciton lines appear to “oscillate” in phase in Fig.
1�a�, indicating a rather homogeneous orientation of the low-
and high-energy components of the doublets.

For the determination of the FSS, we first fit the different
excitonic lines with Lorentzian curves as a function of the
polarization angle. The results for two representative QDs
are shown in Figs. 1�b� and 1�c�. Depending on the ampli-
tude of the FSS, the obtained peak positions follow a pattern
resembling either a sine wave �for relatively small FSS,
where the two components are not spectrally resolved, see
Fig. 1�b�� or a square wave �for larger FSS, where the two
components are spectrally resolved even without polarization
selection, see Fig. 1�c��. In both cases, we then fit the wavy
pattern with a sine function to determine the polarization
orientation of the low-energy component of the doublet rela-
tive to the �110� crystal direction. In the former case, the sine
fit provides also a reliable measure of the FSS �Fig. 1�b��

while in the latter case, we obtain the FSS by fitting the flat
regions of the “square wave” with two constant functions
and measuring the energy difference �Fig. 1�c��. The uncer-
tainty of the FSS is estimated to be �� +10

−5 � �eV.
Our theoretical simulation of the FSS consists of two

steps. First, single-particle states are calculated by eight-band
k · p theory by using the structural information obtained by
AFM and nominal growth parameters. The shape of the QDs
is discretized in steps of 0.5 nm. �A test with 0.25 nm reso-
lution yielded to comparable results.� The resulting wave
functions are expressed as

�i�r�� = �
n=1

8

�i,n�r��un�r�� ,

where i is an index of the wave function, �i,n�r�� are the
so-called envelope functions, and un�r�� are Bloch waves in
the � point. The summation goes over six valence and two
conduction bands. Details are given elsewhere.10,23

The second step is the configuration-interaction calcula-
tion of the exciton states. The exciton wave function �X� is
expanded into the basis of configurations �C�c� ,v���,

�X� = �
�,�

�C�c�,v���, �C�c�,v��� = âc�
+ âv��0� .

Here � ��� is the index of conduction �valence� single-
particle state �the auxiliary labels c and v help to distinguish
between conduction and valence electrons�, âi

+ and âi are the
creation and annihilation operators of the ith single-particle
state, and �0� is the “vacuum” state �i.e., the valence-electron
states are occupied and conduction-electron states are
empty�.

The exciton Hamiltonian matrix elements are

	C�c�,v���Ĥ�C�c�,v	��

= �Ec� − Ev��	��	�	 − Vc� v	,c� v� + Vc� v	,v� c�

with

Vij,kl =
 
 d3r�1d3r�2
�i

��r�1�� j
��r�2�e2�k�r�1��l�r�2�

4
�0�r�r1� − r2��
.

Here Ei are single-particle energies, e is the elementary
charge, �0 is the vacuum permittivity, and �r is the dielectric
constant. The terms −Vc� v	,c� v� and Vc� v	,v� c� represent
direct and exchange Coulomb interaction, respectively.

The evaluation of Coulomb matrix elements was carried
out following mostly the procedure of Takagahara.9 The im-
portant extension is that we included more terms �zeroth and
first order� in the expansion 2.9 of Ref. 9, which were zero in
previous works8,9 because of neglected mixing between con-
duction and valence bands in single-particle calculations.
The energies of the exciton states are found by the Hamil-
tonian diagonalization and the FSS is retrieved as the energy
difference between the two lowest bright exciton states.

The left insets in Fig. 2 show images of NHs on samples
with different D obtained by numerical averaging of AFM
topographs of around 50 AlGaAs NHs. The average depth of
the NHs is 4.8�0.4, 4.1�0.3, and 3.3�0.4 nm for D=5, 7,
and 10 nm, respectively. While most of the NHs on the same
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sample have rather homogeneous size and orientation, as
they are produced by etching of coherent InAs islands with a
good size homogeneity, some deeper �about 7 nm� NHs are
found in the sample with D=5 nm �right inset in Fig. 2�a��.
These nanostructures are likely to originate from relatively
large dislocated InAs islands �DIs�. Figure 2 shows the rela-
tion between FSS and emission energy for QDs in the three
different samples. Besides the experimental data �circles�, we
show the results of the calculations for ten different NHs,
which were randomly chosen in the AFM images of each
sample �dots� as well as for the averaged shapes �stars�. In all
plots, we see that the calculation results �dots� corresponding
to GaAs dots obtained by etching of coherent InAs islands
display “bimodal” distributions in the emission energy �i.e.,
an apparent gap located, e.g., around 1.62 eV for the sample
with D=5 nm�. This is due to the discretization step size of
0.5 nm used in the calculations.

We first focus on the sample with D=5 nm �Fig. 2�a��.
The experimental exciton energy displays a bimodal distri-
bution. QDs emitting at low energy have small FSS �down to
�10 �eV� while QDs emitting at higher energy have larger
FSS ��66 �eV�. We ascribe the low-energy emission lines
to excitons confined in QDs obtained by etching of DIs. �The
fact that these QDs are optically active is interesting, as it
indicates that the InAs material and crystal defects are re-
moved during the AsBr3 etching step leaving behind deeper
NHs, which can be used as a template to create defect-free
GaAs/AlGaAs QDs.� In spite of the spread in FSS values for
both families of dots, we also see that the FSS tends to in-
crease with increasing emission energy. The points corre-
sponding to the calculation results for both QD families are
well overlapped with the experimental data, indicating that
the used model is able to reproduce the emission energies,
the magnitude of the FSS, and also the trend of increasing
FSS with energy.

If we now compare the images of the NHs in the top
insets of Fig. 2, we see that dots tend to become more elon-
gated with increasing D.17 Qualitatively, we would thus ex-
pect an increase in FSS, as also confirmed by the calculations
�compare the stars in Figs. 2�a�–2�c��. The experimental re-
sults do not follow however such a clear trend. For the
samples with D=5, 7, and 10 nm, the average values of the
FSS change from 66, to 53 to 96 �eV, with standard devia-
tions increasing with D from 23 to 28 and to 38%, respec-
tively. The broadening of the distributions of the FSS with

increasing D can be partly ascribed to the broadening of the
distribution of size and shapes of the NHs, which become
more irregular as D increases.17 For the samples with D=7
and 10 nm, the calculated and experimental points show
some overlap but the predicted FSS values are generally
larger and their distribution more homogeneous than the ob-
served ones. Although we cannot definitely track the origin
of the poorer agreement compared to the sample with
D=5 nm, we note that for increasing D, the NH depth de-
creases so that monolayer-high asperities of the bottom or
top AlGaAs interfaces �which are below the resolution used
in the calculation� may lead to exciton confinement in a
small region of the QD, similar to QW thickness fluctuations.
Furthermore, as the dots become flatter, the spilling of the
exciton wave function in the alloy barrier increases: alloy
disorder �an atomistic effect which is not treated in our
model� may contribute to the broadening of the FSS
distributions.24

To obtain an idea about the contribution of effects other
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than shape anisotropy24 �e.g., crystal anisotropy, alloy disor-
der, etc.� to the FSS of our QDs, we studied experimentally
the FSS of excitons confined in the potential fluctuations of
the rough QW between the QDs. The distribution of the FSS
values for the QDs �Fig. 3�a�� in the sample with D=7 nm is
slightly narrower compared to the distribution for the QW-
PFs �Fig. 3�b�� of the same sample but the average values are
comparable. On the other hand, the polarization direction of
light emitted by excitons confined in QDs and QWPFs is
remarkably different �Figs. 3�c� and 3�d��. The low-energy
component of the bright excitons in QDs shows a pro-
nounced alignment along the �110� crystal direction �Fig.
3�c��, in all investigated samples. We attribute this finding to
the homogeneity in elongation of the AlGaAs NHs. A de-
tailed analysis of around 400 NHs shows in fact that the NHs
for all values of D are aligned within �7° with respect to the
�110� crystal axis �not shown�. This polarization distribution
is also reproduced by our simulations on QDs with D=5, 7,
and 10 nm �inset of Fig. 3�c�� and it appears different from
previous studies3,20 where the high-energy component of the
doublets was observed to be parallel to the long QD axis.
The reason for this discrepancy is at present unclear. The
polarization of light emitted by QWPFs is rather randomly
oriented �see Fig. 3�d� and inset�, with only a slight prefer-

ential alignment along the �110� and �11̄0� directions. We
mainly ascribe this observation to the irregular shape of the
confining potentials created by the bottom QW barrier �see
STM image in the inset of Fig. 3�b��. �We expect the top QW
interface to be smoother because of the larger diffusivity of

Ga compared to Al and the annealing step following GaAs
growth.�

Finally, we have also measured the polarization direction
for QDs obtained by filling AlGaAs NHs �D=10 nm� with
only 0.5 nm GaAs. In this case, the emission energies are
very close to those of the QWPFs but the polarization of the
exciton emission is very similar to that observed for the taller
dots discussed here: the low-energy component of the exci-
ton is invariably polarized along directions close to the �110�.

In conclusion, we have studied experimentally and theo-
retically the fine structure splitting of neutral excitons in
elongated and unstrained GaAs QDs embedded in AlGaAs
barriers. The calculations, which are based on the measured
structure and nominal growth parameters, are able to repro-
duce well the polarization orientation for all studied dots and
also the magnitude of the splitting for relatively tall dots. For
flatter dots, the predicted values are however slightly larger
than the observed ones. Finally, we highlight the impact of
shape anisotropy on the FSS by comparing measurements on
QDs and on randomly oriented QW potential fluctuations on
the same samples.
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We study the effect of elastic anisotropic biaxial strain, induced by a piezoelectric actuator, on the light emitted
by neutral excitons confined in different kinds of epitaxial quantum dots. We find that the light polarization
rotates by up to ∼80◦ and the fine structure splitting (FSS) varies nonmonotonically by several tens of μeV as the
strain is varied. These findings provide the experimental proof of a recently predicted strain-induced anticrossing
of the bright states of neutral excitons in quantum dots. Calculations on model dots qualitatively reproduce the
observations and suggest that the minimum reachable FSS critically depends on the orientation of the strain axis
relative to the dot elongation.

DOI: 10.1103/PhysRevB.83.121302 PACS number(s): 78.67.Hc, 78.20.hb, 81.07.St, 81.07.Ta

Semiconductor quantum dots (QDs) obtained by epitaxial
growth are receiving much attention because of their potential
use as building blocks for quantum information processing
and communication devices.1–7 QDs confine the motion of
charge carriers in three dimensions and are thus referred to
as artificial atoms. Similar to real atoms, external electric and
magnetic fields can be used to manipulate the properties of
bound states in QDs.8–13 In addition, the solid-state character
of QDs allows for engineering methods which are not available
for atoms. Dynamic stress fields14–17 represent an example,
whose wide potential is only recently being recognized.18,19

The emission of neutral excitons confined in QDs
with symmetry lower than D2d is typically split by sev-
eral tens of μeV because of the anisotropic electron-hole
exchange interaction.9,20,21 This broken degeneracy of the
bright excitonic states, referred to as fine structure splitting
(FSS), prevents the use of QDs as sources of entangled photon
pairs on demand.4–7,22 External electric or magnetic fields have
been applied to restore the QD symmetry and achieve FSS
values comparable to the radiative linewidth.10,11,13,14 Seidl
et al.15 showed that also uniaxial strain can in principle be
used to reduce the excitonic FSS. Due to the limited tuning
range available, it has, however, remained unclear whether
strain is suitable to reach sufficiently low values of FSS5 and
what the mechanisms behind the observed FSS changes are.
Based on atomistic model simulations for InGaAs/GaAs QDs,
Singh and Bester19 predicted that uniaxial stress generally
leads to an anticrossing of the bright excitonic states. Thereby,
the magnitude and phase of the mixing of the bright excitonic
states are modified, which results in a change of the FSS and
in a rotation of the linear polarization of the emitted photons.18

Such an anticrossing behavior has been recently observed for
QDs under strong vertical electric fields.13

Here we present the first experimental proof of the pre-
dictions in Ref. 18 for three different kinds of QDs under
anisotropic biaxial stress. A continuum model based on eight-
band k · p and configuration interaction theory qualitatively
reproduces the observations, highlights their physical origin,

and shows how the minimum reachable FSS depends on the
angle between strain axis and dot orientation.

The measurements are performed on two different samples
grown by solid-source molecular beam epitaxy (MBE). The
active structures consist of QDs embedded in thin mem-
branes, which are released from the underlying substrate and
transferred onto a piezoelectric actuator. The first membrane
sample, with total thickness of about 150 nm, contains
GaAs/AlGaAs QDs23 and quantum well (QW) potential
fluctuations (QWPFs).20,23 The latter, which are produced
by local thickness or alloy fluctuations in a narrow QW,
act as QDs with low confinement potential. The second
sample contains standard InGaAs/GaAs QDs embedded in
200-nm-thick membranes.24

The external stress is applied using a piezoelectric
[Pb(Mg1/3Nb2/3)O3]0.72 − [PbTiO3]0.28 (PMN-PT) crystal.
By applying a voltage V between the front and the back surface
of the crystal [i.e., along the x axis in Fig. 1(b)] the side faces,
such as the top x-y plane, expand (or contract) parallel to
the direction of the electric field F , for positive (negative)
applied voltage. Simultaneously, the side faces contract (or
expand) perpendicular to the electric field [i.e., along the y

axis in Fig. 1(b)]. We denote the strain parallel to the x and
y axes as ε and ε⊥, respectively. The relation between these
strain components is ε⊥ ≈ −0.7 × ε (see Ref. 25). By placing
membranes with QDs on the side faces of the PMN-PT we
can thus apply strongly anisotropic biaxial stress on the QDs.
According to previous results,16,26 we expect values of ε of
the order of a few ‰ in the explored range of the electric field
F . Photoluminescence (PL) spectroscopy measurements are
performed at a temperature of 8 K in a standard micro-PL setup
with a spectral resolution of about 70 μeV. The linear polariza-
tion of the luminescence is analyzed by combining a rotatable
achromatic half-wave plate and a fixed linear polarizer.24

Figure 1(a) shows a color-coded PL-intensity map for a
neutral exciton (X) confined in a GaAs/AlGaAs QWPF as a
function of the emission energy and polarization angle for
different values of the electric field F applied to the PMN-PT

121302-11098-0121/2011/83(12)/121302(4) ©2011 American Physical Society
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FIG. 1. (Color online) Behavior of a neutral exciton confined in
a GaAs/AlGaAs QWPF under anisotropic biaxial stress. (a) Color-
coded PL intensity vs polarization angle and energy for different
values of electric fields applied to the piezoelectric actuator [the
field values for the panels 1–4 are indicated in (f)]. The dashed
lines are guides for the eye showing the rotation of the polarization
direction. The x direction in (b) corresponds to polarization angles
of 0◦, 180◦, 360◦, 540◦, and 720◦ and coincides with the polarization
direction of the high-energy component at F = −20 kV/cm (panel 4).
(b) Sketch of the device consisting of a membrane (sample) glued on
a side of a PMN-PT crystal. (c),(d),(e) Polarization dependence in
polar coordinates of the relative emission energy for panels 1, 2,
and 4, respectively, of (a). The mean emission energy E(F ) for each
value of F is subtracted. (f) Polarization angle of the high-energy
component of X with respect to the direction of the electric field vs
E(F ). The dots marked by red circles correspond to the data shown
in (a). (g) FSS vs average emission energy.

(panels 1–4: F = 33, 10, −6.6, and −20 kV/cm). In this
membrane the electric field direction forms an angle of about
20◦ with the [110] GaAs crystal direction. The periodic energy
shift (wavy pattern) observed in PL is ascribed to the excitonic
FSS (see, e.g., Ref. 23).

Two striking features clearly emerge from Fig. 1(a): (i) The
polarization direction of the excitonic emission, related to the
phase of the wavy pattern, rotates by more than 60◦ when F

is changed from 33 to −20 kV/cm (see dotted lines); (ii) the

magnitude of the FSS, that is, the amplitude of the oscillations
of the wavy patterns, first decreases and then increases with
decreasing electric field. To extract quantitative information
from the data, we first fit the peak position with a single
Lorentzian curve at each polarization angle. The obtained
relation of peak position E vs polarization angle φ is then
fitted by a sine function to estimate both the magnitude of the
FSS and the polarization of the X transitions with respect to the
field direction [x axis in Fig. 1(b)]. The resolution in the deter-
mination of the FSS with this procedure is around 2.5 μeV.27

For FSS values larger than 10 μeV, the uncertainty in the
determination of the polarization direction is less than 10◦.

Figures 1(c)–1(e) show polar plots of the relative peak
positions �E = |E(φ,F ) − E(F )| extracted from Fig. 1(a)
after subtraction of the average emission energy E(F ) mea-
sured for different values of F . The data, which are averaged
over two periods of the polarization-resolved measurements
(from 0◦ to 360◦ and from 360◦ to 720◦), clearly show the
strain-induced changes both in polarization direction and FSS.
Figure 1(f) shows the orientation of the linear polarization
of the high-energy component of X (with respect to the
direction of F ) as a function of E(F ). Figure 1(g) shows the
corresponding behavior of the FSS. When moving from low to
high emission energies, that is, from tensile to compressive
strain along x, the FSS goes through a broad minimum
before increasing again. The maximum observed change of
the FSS for this QWPF is about 50 μeV. Concerning the
polarization direction we observe that: (i) It shows oscillations
(with amplitude larger than the experimental uncertainty)
superimposed to a smooth decrease when the FSS is minimum;
(ii) It appears to saturate with increasing FSS and, more
precisely, it is aligned parallel to F for strong compression
(point 4). By performing similar measurements on different
QWPFs we consistently observe the same qualitative behavior:
The polarization rotation mainly occurs in correspondence to
the minimum of the FSS. Interestingly, the minimum value
of the FSS varies from one QWPF to another. Examples where
the minimum FSS reaches values below about 5 μeV are
presented in Fig. 2(d) and in the supplemental information.24
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FIG. 2. (Color online) (a),(b) Polarization and FSS behavior
of a GaAs/AlGaAs QD and (c),(d) of an InGaAs/GaAs QD. The
polarization angle φ is defined as the angle of the higher energetic
emission line with respect to the x direction in Fig. 1(b). For both
QDs shown here the x direction roughly corresponds to the [110]
direction of the GaAs membrane.
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In order to test whether these effects occur also for
other QD structures, we have performed measurements on
GaAs/AlGaAs QDs and InGaAs/GaAs QDs (see Fig. 2).

For compressive strain, the emission energy of the
GaAs/AlGaAs QD presented in Figs. 2(a) and 2(b) blueshifts
similar to the QWPFs, whereas the emission energy of the
presented InGaAs/GaAs QD [Figs. 2(c) and 2(d)] redshifts.
The fact that a redshift is observed for the InGaAs QD
is in qualitative agreement with the calculations presented
in Ref. 19 for In-rich QDs. In spite of the very different
structural properties and behavior of the emission energy under
anisotropic strain, the excitonic behavior of the two different
types of QDs is qualitatively the same as for the GaAs/AlGaAs
QWPFs: we observe a clear polarization rotation of the emitted
light (by 79◦ for the GaAs/AlGaAs QD and by 51◦ for the
InGaAs/GaAs QD) [see Figs. 2(a) and 2(c)]. Simultaneously,
the FSS is tuned in a range of ∼70 μeV for the GaAs QD
and ∼25 μeV for the InGaAs QD [see Figs. 2(b) and 2(d)].
Furthermore, the rotation of the polarization mainly takes place
when the FSS reaches its minimum value.

The above findings are consistent with a strain-induced
anticrossing of the bright states of a neutral exciton, which was
recently predicted by Singh and Bester for InGaAs QDs19 via
atomistic model simulations. In order to gather more insight on
the physical origin of the observed phenomena, we calculate
the excitonic FSS of model dots by combining the eight-
band k · p model and the configuration interaction method
following the approach described in Refs. 28, 29, and 23.
Strain is introduced via the Pikus-Bir Hamiltonian.30 In the
model we consider a semiellipsoidal GaAs/AlGaAs QD with
composition equal to the nominal one used in the experiment.
The main axis ε of the anisotropic biaxial strain [x axis in
Fig. 1(b)] coincides with the [110] GaAs crystal direction and
we assume ε⊥ ≈ −0.7 × ε [see insets in Fig. 3(b)]. The main
axis of the QD forms an angle α with respect to the [110]
direction [see right inset in Fig. 3(a)].24

Figures 3(a) and 3(b) show, for different values of α, the
calculated polarization angle and the FSS as a function of
ε, respectively. We begin with the ideal situation of a QD
elongated along the [110] crystal direction (α = 0). For zero
strain, the QD has a FSS of 33 μeV, which is comparable
with typical observed values. When the QD is stretched, both
exciton transitions remain linearly polarized and perpendicular
to each other (not shown) and the FSS varies in a wide
range [see Fig. 3(b)]. For a strain ε of 0.086% the FSS
reaches its minimum value below 0.4 μeV. The polarization
direction of the high-energy component, shown in Fig. 3(a), is
perpendicular to the elongation direction of the QD for strains
below 0.086% and abruptly changes by 90◦ for higher strains.

For increasing α, the polarization direction varies in a
wider range of strain values; that is, it rotates smoothly as
a function of strain, as shown in Fig. 3(a). Correspondingly,
the minimum of the FSS becomes increasingly broad and the
reached minimum value increases with increasing α. We also
note that at zero strain the polarization angle is determined by
the orientation of the dot. As the strain increases, the structural
orientation becomes less important and the polarization angle
is determined mostly by the magnitude and direction of the
strain, yielding similar values for all dot orientations. This
behavior is also observed in the experiments: For the largest
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FIG. 3. (Color online) Theoretical study of the influence of
anisotropic biaxial strain on the light emitted by a excitons in
model GaAs/AlGaAs QDs. The left inset in (a) shows the shape
of the artificial structure. (a) Polarization of the high-energy
excitonic component with respect to the x direction ([110]) in
Fig. 2(b) for different values of α (i.e., angle of the elongation
direction with respect to the [110] crystal direction; see right inset).
(b) Corresponding values of the FSS, the left (right) inset displays
the direction of the applied stress for compressive (tensile) strains
ε. (c)–(e) Density map of the ground-state hole wave function for a
QD with α = 0 for different strain values. The white ellipse indicates
the shape of the QD. (f) Orientation of the hole wave function with
respect to the [110] direction vs strain. See text for more details.

available strains, and away from the FSS minimum, anisotropic
biaxial stress allows us to orient the polarization direction
parallel/perpendicular to the strain direction in a predictable
way [see Figs. 1(a)–1(e)]. Finally we note that similar results
are obtained when the direction of the strain is changed and
the QD is kept fixed instead of rotating the QD shape with
respect to the crystal direction as discussed here.24

By inspecting the single-particle states we found that small
strains produce relevant changes on the ground-state hole wave
function, while their effect on the electron wave function
is much weaker. In particular: (i) The proportion of the
light hole band in the hole state is substantially increased
(e.g., from 0.6% at ε = 0% to 11% at ε = 0.2% for α = 0);
(ii) the hole wave function changes in shape and orientation,
as illustrated in Figs. 3(c)–3(e) for α = 0. In general, for finite
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values of α, the elongation direction of holes rotates by up
to 90◦, as shown in Fig. 3(f). At the same time the electron
wave function rotates by <7◦ (not shown). These effects are
a consequence of the nondiagonal terms in the Pikus-Bir
Hamiltonian, which enhance the mixing of the heavy hole
band with other bands (in particular, the light hole band) and
modify the effective mass causing its pronounced anisotropy
along the principal stress axes [110] and [11̄0]. The smooth
rotation of the hole wave function observed for finite values of
α [see Fig. 3(f)], which is analogous to the behavior observed
for the polarization direction [see Fig. 3(a)], is due to the
joined influence of the structural anisotropy (elongation of the
QD) and the anisotropy of the effective mass, which tends to
elongate the wave functions along the [110] or [11̄0] direction
depending on the sign of the applied strain. We note that the
effects of the strain-induced band edge shift and the created
piezoelectric potential on the FSS are negligible.

In spite of the simplicity of the model QD shape, the
presented continuum model is able, for finite values of α,
to account for the experimental observations

In conclusion, we have reported on the effects of anisotropic
biaxial stress on the emission of neutral excitons confined

in single semiconductor QDs. We have shown that relatively
small strains are sufficient to produce dramatic changes of
the polarization direction and of the energy splitting of the
excitonic exchange-split doublet. Qualitatively the same
results are obtained from three different kinds of QDs, con-
sistent with a scenario involving a strain-induced anticrossing
of the bright excitonic states.19 Based on a continuum model,
which is able to reproduce the main observed features, we
ascribe the effects to substantial changes of the hole states.
The theoretical investigation also shows that, for a given QD
structure, the minimum reachable FSS depends strongly on the
direction of the strain.
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M. Benyoucef, V. Zwiller, K. Dörr, G. Bester, A. Rastelli, and
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This work presents an experimental method to tune the degree of heavy-hole (HH) and light-hole (LH)
mixing of the ground state of quantum dots (QDs). A ferroelectric crystal is used to apply reversible anisotropic
biaxial stress to thin nanomembranes, containing GaAs/AlGaAs QDs. The stress-induced modification of the QD
anisotropy leads to a change of the relative intensity of the two emission lines produced by the recombination
of neutral bright excitonic states. Such a change is ascribed to a variation of the degree of HH-LH mixing. At
the same time the modified anisotropy produces a change of the excitonic fine structure splitting (FSS). Model
calculations provide a qualitative insight into the relation between strain, HH-LH mixing, and the FSS in epitaxial
GaAs/AlGaAs QDs.

DOI: 10.1103/PhysRevB.87.075311 PACS number(s): 81.07.Ta

The potential use of semiconductor quantum dots (QDs) as
hosts for quantum bits renders them appealing building blocks
for quantum information and communication.1,2 The spin of
holes, confined in semiconductor QDs, has been proposed as
alternative to the spin of electrons for QD-based quantum bits.
In fact, the p-orbital-like character of the holes’ Bloch waves
reduces the interaction between hole spin and the atomic nuclei
and hence the hyperfine interaction, which limits the coherence
time of the spins.3,4

The use of hole-spins as quantum bits requires a minimized
mixing of the heavy-hole (HH) and the light-hole (LH)
states as mixing can produce dephasing of the hole spin.5

In turn, this mixing is strictly connected to the symmetry
of the QDs. A symmetry lower than D2d allows for: (i)
a mixing of HH- and LH bands (|J = 3

2 ,mJ = ± 3
2 〉 ⇐⇒

|J = 3
2 ,mJ = ± 1

2 〉),6–8 where J is the angular momentum
of the hole, and mJ the projection of the hole spin on
the z axis, (ii) a mixing of the bright excitonic states (| +
1〉 ⇐⇒ | − 1〉), which, together with the exchange interaction,
causes the fine structure splitting (FSS).8,9 The QD anisotropy
can have several origins: apart from the QD shape, also
intrinsic strain fields or alloy fluctuations can distort the
desired symmetry.6,10–13 It is difficult to find QDs that fulfill
these requirements, since technical and physical limits of
the growth lead to QDs with emission energies and QD
anisotropies differing from the desired characteristics. This
makes postgrowth tuning techniques essential. It has been
shown that simple tuning techniques such as annealing,14

electric and magnetic fields (both lateral and vertical),15–17

optical light fields,18 as well as external stress fields19–22 can
be used to tune the FSS of neutral excitons, which is related
to the QD anisotropy. Very recently it has been shown by
our group that the combination of two tuning knobs, namely
stress and electric fields, allows the FSS of randomly chosen
QDs to be tuned to zero.23 However, these works have not
addressed the influence of the QD anisotropy on the HH-LH
mixing.

Recently, Belhadj et al.6 investigated nominally unstrained
GaAs/AlGaAs QDs obtained by droplet epitaxy24–27 and
ascribed the occurrence of HH-LH mixing to the shape
anisotropy of QDs. A thorough study of the combined effect
of strain and shape anisotropy on the excitonic emission of
strained InGaAs/GaAs QDs has been presented in Ref. 28.

In Ref. 19 we have investigated the influence of variable
anisotropic stress on the FSS and on the polarization orienta-
tion for different kinds of QDs. By employing GaAs/AlGaAs
QDs with improved optical properties29,30 we now demonstrate
how variable anisotropic stress produced by a piezoelectric
actuator can be used to tune the valence band mixing in QDs,
as implied by the observed tuning of the relative intensity of
the excitonic emission lines. The observed changes in optical
properties are in turn attributed to the stress-induced tuning of
QD anisotropy.

The sample studied here was grown on a semi-insulating
GaAs-(001) substrate by molecular beam epitaxy. The active
QD structure was grown by the following procedure:31

Gallium droplets are first deposited on a 100-nm thick GaAs
layer, followed by annealing in an As4 atmosphere at a
substrate temperature of 520◦C, which leads to the formation
of nano holes. The nano holes are overgrown by a 7 nm thick
Al0.44Ga0.56As bottom barrier followed by 3 nm of GaAs,
forming the QDs. The QDs are capped with 112 nm of
Al0.33Ga0.67As followed by 20 nm of Al0.44Ga0.56As and 19 nm
of GaAs. The dots have an irregular shape elongated along the
[110] direction.32 The 261-nm thick active structure containing
the QDs was grown on top of an Al0.75Ga0.25As sacrificial
layer. This layer is removed via selective wet chemical etching
to create thin QD membranes, which are then glued on
top of a ferroelectric [Pb(Mg1/3Nb2/3)O3]0.72 − [PbTiO3]0.28

(PMN-PT) crystal to apply the stress. A description of the
experimental details and of the properties of the PMN-PT can
be found in Refs. 19,33–35. By applying an electric field,
F , to the PMN-PT in the same geometry as in Ref. 19, a
strain ε‖ parallel to the electric field and a strain perpendicular
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FIG. 1. (Color online) (a) Theoretically expected relation between polarization degree and FSS of unstrained QDs, as the elongation of
the QD is varied from 1.0 to 2.5 while the height and the volume are kept constant. The inset shows a sketch of the artificial QD shape, with
extensions a, b, and h. The QDs are aligned along the [110] crystal direction. (b) Experimentally obtained polarization degree vs FSS for
unstrained QDs measured in the unprocessed sample.

to F , ε⊥, are created inside the membrane. The ratio of
the strains is expected to be ε⊥ ≈ −0.7 × ε‖. The sign of
both strains can be inverted by changing the sign of F .
We use polarization-resolved microphotoluminescence (PL)
spectroscopy to investigate the QD-emission properties. The
experiments were performed in a helium flow cryostat at
temperatures of ∼6 K. The spectra were recorded by using
a spectrometer with a spectral resolution of around 40 μeV. A
rotatable λ/2-wave plate was used in combination with a fixed
polarizer to analyze the linear polarization of the emitted light
(see also Refs. 10,19). The experimental data are accompanied
by calculations relying on the eight-band k · p model in
combination with the configuration interaction method, and
with strain introduced via the Pikus-Bir Hamiltonian. Details
about the theoretical model can be found in Refs. 10,19.

Before discussing the influence of strain on the QD
emission, we focus on the unstrained GaAs/AlGaAs QDs. In
order to give a measure of the degree of HH-LH mixing, we
define the polarization degree, P , based on the intensity Ih

(Il) of the higher (lower) energetic emission line of the fine
structure split neutral exciton P = (Ih − Il)/(Ih + Il).

Figure 1 shows the polarization degree vs the corresponding
FSS for model GaAs QDs [Fig. 1(a)] and for the dots studied
in the experiment [Fig. 1(b)]. The points in Fig. 1(a) are
obtained by calculating the polarization degree and FSS of
semiellipsoidally shaped QD structures on top of a 1.5-nm
thick wetting layer with a variable lateral elongation (a/b) and
a fixed height h = 4.6 nm [see inset in Fig. 1(a) for structure].
The volume of the QDs was kept constant to avoid misleading
contributions of a different volume to the result (the product
of the lateral radii was kept fixed at 1100 nm2). For FSS other
than zero, the polarization degree is negative and follows a
clear trend, i.e., the larger the FSS the smaller the polarization
degree. This shows that FSS and polarization degree are
correlated with each other. The contribution of the LH to the
hole ground state increases from 2.6–3.4 % as the elongation
increases from 1 to 2.5, the contribution of the other two
bands (conduction and split-off) is below 0.2%. Figure 1(b)
shows a scatter plot of polarization degree vs FSS obtained by

measuring the emission of QDs in an unprocessed sample. The
FSS shows a rather narrow distribution with an average value
of about 40 μeV. We also note that the polarization direction of
the low-energy component of the bright exciton is on average
parallel to the [110] crystal direction, which is the elongation
direction of the QDs, similar to our previous study.10 However
the polarization degree does not show any clear correlation
with the FSS value. We qualitatively ascribe this observation
to the fact that, while QDs are invariably elongated along the
[110] direction, the shape of the studied dots is rather irregular
and varies substantially from dot to dot.31,32

To avoid the complications produced by an unknown dot
shape, we perform strain-tuning experiments on individual
QDs. This allows us to tune the QD anisotropy for a fixed
shape. Figure 2 shows the polarization-resolved PL data of a
neutral exciton confined in a GaAs/AlGaAs QD embedded
in a membrane connected to a PMN-PT actuator, for two
different electric fields F = −10 kV/cm [Figs. 2(a)–2(c)] and
F = +30 kV/cm [Figs. 2(d)–2(f)] applied to the PMN-PT.
The [110] crystal direction of the membrane is aligned parallel
to F (ε‖). Figures 2(a) and 2(d) show a color-coded PL intensity
map of the emission of the neutral exciton. In Fig. 2(a),
one can resolve the two fine structure split lines, whereas in
Fig. 2(d) the two lines have almost the same energy. The FSS
is determined in the following way: First the peak position
for each polarization angle is obtained by fitting the emission
lines with a Lorentzian curve. Then the peak position is plotted
vs the polarization angle, as depicted in Figs. 2(b) and 2(e).
The relative energy, �E, is obtained by subtraction of the
average emission energy of the two excitonic emission lines.
The magnitude of the FSS is finally obtained by fitting this
relation with a sinusoidal curve [indicated by the black line
in Figs. 2(b) and 2(e)]. The relative intensities are used as
a measure for the HH-LH mixing.6,8 In Figs. 2(c) and 2(f)
the peak intensity of the emission lines is plotted vs the
polarization angle. The intensity values are averaged over
twelve degrees of polarization angle. The solid (dotted) vertical
lines indicate the polarization angles corresponding to the
higher (lower) energy emission line. It can be seen that the
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FIG. 2. (Color online) (a) Polarization-resolved color-coded PL signal of the recombination of a neutral exciton confined in a GaAs/AlGaAs
QD. (b) Relative emission energy, �E, of the two excitonic components as a function of the polarization angle. The red data points display
the spectral peak position measured for each single spectrum, the black solid line shows a sinusoidal fit applied to the data points to
obtain values for the FSS/orientation of the polarization. (c) Intensity vs polarization angle. The vertical solid lines indicate the angles
where the higher energy emission line is selected, while the dotted lines correspond to the lower energy emission line. (a), (b), (c) show
a measurement performed at an electric field F = −10 kV/cm applied to the PMN-PT, while (d), (e), (f) display the same relations for
F = +30 kV/cm.

ratio of the intensities for the two different values of F changes
significantly.

Figures 3(a)–3(c) show the behavior of the FSS, polariza-
tion orientation, and polarization degree, P , when F is varied
from + 30 kV/cm down to −13 kV/cm (i.e., from tensile to
compressive strain along the field direction, red data points)
and back to + 30 kV/cm (green data points). Figure 3(a) shows
that the FSS decreases as the electric field increases, i.e., as
the PMN-PT expands along the field direction. In Fig. 3(b) the
angle between the polarization direction of the higher energy
emission line and direction of F is plotted vs the electric field.
FSS and polarization direction follow the behavior expected
for an anticrossing of the bright excitonic states,16,19 i.e.,
the polarization rotates mainly when the FSS is close to
its minimum value. Similar to our previous results obtained
on different types of dots,19 away from the anticrossing, the
high-energy component aligns along the electric field direction
([110]) under compression (negative field values). Figure 3(c)
shows how the polarization degree, P , changes with F . The
polarization degree can be tuned over a broad range, from
negative to positive values by almost 35%. It is worth noting
that at F = 0 kV/cm, the value of P is slightly higher than
the values observed for the QDs shown in Fig. 1(b), which can
be explained by prestrain in the QD membrane, which results
from the gluing and cooling processes.29 To see whether the
characteristic features of the measured data are stable over
longer time, we repeated the same measurement by changing
the electric field in the opposite direction (green data points).
The green curves reproduce the trend of the red data points,
but with a shift in the electric field. This inelastic behavior can
be explained by an irreversible behavior of the PMN-PT or of
the glue interface.

Figures 3(d)–3(f) show the results of the strain-dependent
calculations. To this aim, the strains ε‖ and ε⊥ were applied
along the [110] and [110] direction of the GaAs crystal,
respectively. The elongation axis of the semiellipsoidal QD
is rotated by an arbitrary angle α = 15◦ with respect to the
[110] direction. Figures 3(d) and 3(e) show the FSS and the
polarization orientation of the higher energy emission line
with respect to the [110] direction as a function of ε‖. A typical
anticrossing behavior with ε‖ is observed, which is in a good
agreement with the experimental data (unshadowed area).16,19

Figure 3(f) illustrates the relation between polarization degree
and ε‖. For the unstrained QDs the polarization degree is
negative and the strain tunes it toward positive values before
shifting it to even more negative values for the case of tensile
stress.

The unshadowed area in Figs. 3(d)–3(f) allows a direct
comparison with the experimental data. A quantitative com-
parison between theory and experiment is difficult, since the
membranes and consequently also the QDs are generally
highly prestrained29 and the modeled shape is much simpler
than the experimental shape. The inset in Fig. 3(f) shows the
contribution of HH (red data points) and LH (green data points)
to the hole ground state. The contribution of the HH decreases
from 96% to 74% as the strain is increased from ε‖ = 0% to
ε‖ = 0.4%. At the same time the LH contribution increases
from 4% to 25%, which shows that strain is a powerful tool to
control the degree of hole band mixing of excitons confined in
QDs. (The sum of the two contributions is generally lower than
1 since also the conduction and spin-orbit split-off bands are
included in the calculations.) The pronounced increase of the
mixing is attributed to the nondiagonal terms in the Pikus-Bir
Hamiltonian. The resulting mixing is present already in the
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FIG. 3. (Color online) Experimental investigation [(a)–(c)] of the QD shown in Fig. 2 and model results [(d)–(f)]. The electric field F

applied to the PMN-PT is varied from F = +30 kV/cm to F = −13 kV/cm (red data points) and back to F = +30 kV/cm (green data points).
(a) FSS vs F , (b) F dependence of the polarization angle of the higher energy emission line with respect to the direction of F . (c) Polarization
degree vs F . (d)–(f) Model results for a semiellipsoidal QD tilted by 15◦ with respect to the [110] as strain ε‖ parallel to the [110] direction
is varied [see inset in (d)]. (d) Relation of FSS and strain ε‖, (e) polarization direction of the higher energy emission line with respect to the
direction of ε‖. The insets in (e) indicate the direction of the strain field applied to the structure. In (f) the relation between polarization degree
and ε‖ is plotted. The nonshadowed area in (d)–(f) is a guide to the eye, to allow a link between theory and experiment. The inset in (f) shows
the contribution of HH (red data points) and LH (green data points) to the hole ground states. The sum of the two contribution is generally
lower than 1 since also the conduction and spin-orbit split-off bands are included in the calculations. The scale of the abscissa is the same as
for the main axis.

bulk material and is only moderately/weakly influenced by the
confinement. On the other hand, the mixing in the unstrained
QDs results only from the lateral confinement. For our flat
QDs we expect it to be rather weak.

In conclusion, we demonstrated that anisotropic stress can
be used to vary continuously on-chip the QD anisotropy
leading to a simultaneous change of the FSS and HH-LH
mixing. These findings open up the possibility of using strain
to tune the purity of the QD hole state.

We acknowledge F. Ding, K. Dörr, A. Herklotz,
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We investigate the fine structure splitting (FSS) of excitons confined in strain-free, highly symmetric
GaAs/AlGaAs quantum dots (QDs) as a function of size. QDs with similar geometry are created by filling
nanoholes on an AlGaAs surface with different amounts of GaAs. In turn, nanoholes of regular reversed-cone
shape are obtained by Al-droplet etching of an AlGaAs layer. The resulting QDs have high optical quality, as
witnessed by emission linewidths smaller than 20 μeV under nonresonant excitation. The average FSS decreases
from 12.5 ± 6.4 to 3.6 ± 1.7 μeV as the QD height increases from 5.4 ± 0.3 to 8.0 ± 0.2 nm, following the
expected 1/volume dependence. Theoretical calculations using atomic force microscopy data of QD structures
as input show that the geometrical similarity of QDs is reflected in invariant aspect ratio and lateral elongation
of the wave functions and reproduce the experimental FSS energies.

DOI: 10.1103/PhysRevB.90.041304 PACS number(s): 81.07.Ta, 78.67.Hc, 71.35.Lk, 71.70.Gm

Single quantum dots (QDs) have been recognized as
promising candidates for all-solid-state single photon [1]
and entangled photon pair [2–5] sources to be used in
quantum communication and computation [6–8]. To generate
polarization entangled photons using the biexciton-exciton
cascade, the involved exciton states should be degenerate, i.e.,
the so called fine structure splitting (FSS) of the optically
bright doublet should be smaller than the natural linewidth
of the exciton recombination. In the past decade different
factors have been identified to be responsible for the FSS
[9–17], such as shape elongation, piezoelectricity, etc. In
addition, several methods have been demonstrated to reduce
the FSS to values suitable for entanglement photon generation
[4,18–31].

However, even if the sources of FSS have been theo-
retically analyzed, systematic experimental demonstrations
of the correlation between FSS and specific QD structural
parameters have largely lagged behind because of lack of
suitable samples. Difficulties mainly fall into uncontrol-
lable details of the QD growth processes. In the widely
used Stranski-Krastanow QDs, like In(Ga)As/GaAs QDs,
anisotropic migration of adatoms, indium segregation, and
atom interdiffusion introduce shape elongation, composition,
and strain inhomogeneity [14–17,32]. Because these effects
occur together, it is difficult to separate their contributions. For
example, the FSS should decrease when the QD size increases
because the electron-hole exchange interaction decreases
with increasing spatial extension of the electron and hole
wave functions [13,33,34]. However, larger QDs tend to
display larger FSS values [15,35,36], as shape asymmetry
and piezoelectricity also increase when the QD size increases.
In this respect, GaAs/AlGaAs QDs are a simpler system
because of the negligible lattice mismatch between QD and
barrier material. Surface segregation and interdiffusion are
also much reduced compared with indium-containing QDs.
Different methods have been used to grow GaAs/AlGaAs QDs

*y.huo@ifw-dresden.de

such as monolayer fluctuations in thin quantum wells [37],
“hierarchical self-assembly” using AsBr3-etched nanoholes
(NHs) [38–40], droplet epitaxy (DE) [41,42], overgrowth on
patterned recesses [43,44], or local-droplet-etched (LDE) NHs
[45–48]. In the first method, QD sizes and shapes are poorly
defined. In the second method, QDs have a strongly elongated
shape and the only study on the FSS dependence as a function
of QD size considered QDs with different shapes [39]. In the
DE method, shape asymmetry is also observed for large QDs
[36]. In the other two approaches, the QD shape is defined
by the NH shape since subsequent filling with GaAs does
not change the NH shape appreciably. However, no clear
dependence of the FSS on QD size has been reported so
far [49]. Here we address experimentally and theoretically
this point focusing on highly symmetric GaAs/AlGaAs QDs
grown on GaAs(001) substrates and having different volumes
but consistent shape.

The samples were grown using molecular beam epitaxy
(MBE). We first grew a layer of Al0.4Ga0.6As on a GaAs(001)
buffer at a substrate temperature of 600 °C. We then deposited
0.5 monolayers (ML) Al in arsenic debt environment at an
AlAs-equivalent rate of 0.5 ML/s to form droplets, followed
by 5 min annealing under arsenic flux. During this step
the droplets react with the underlying Al0.4Ga0.6As forming
NHs surrounded by a circular rim of recrystallized material.
Figure 1(a) shows an atomic force microscopy (AFM) image
of a droplet-etched Al0.4Ga0.6As surface displaying NHs with
a surface density of less than 1 μm−2. The NH shape can be
approximated by a reversed cone, as sketched in Fig. 1(b).
Figure 1(c) shows a scatter plot of the NH aspect ratio,
i.e., the ratio between hole depth h and base diameter D,
versus the hole depth. (The depth is measured as the vertical
distance between the rim and the NH deepest point.) To obtain
QDs with different sizes, we overgrew the surface with NHs
with different amounts of GaAs at 0.1 ML/s followed by 2
min annealing. The resulting QDs were capped with another
Al0.4Ga0.6As layer acting as a top barrier.

To measure the QD morphology, we etched NHs on the
surface of the top Al0.4Ga0.6As layer and filled them with the

1098-0121/2014/90(4)/041304(5) 041304-1 ©2014 American Physical Society
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FIG. 1. (Color online) (a) A 3 μm × 3 μm AFM image of Al-
droplet-etched NHs on an Al0.4Ga0.6As surface. (b) Sketch of the hole
shape, which is close to a reversed cone. (c) NH depth and aspect ratio
[between hole depth (h) and base diameter (D)].

same amount of GaAs as for the buried QDs using the same
growth parameters. Figures 2(a)–2(f) are representative AFM
images and line scans of NHs before and after 1.5 and 2.5 nm
GaAs overgrowth, see Supplemental Material [50] for more
images. The surface progressively flattens with increasing
filling because GaAs migrates preferentially into the NHs,
as the negative surface curvature produces a minimum in the
chemical potential [51]. By subtracting the average depths
after GaAs filling from the original NH depth, we estimate
the QD heights. We measured 7–9 QDs for each sample using
2 × 2 μm2 AFM images with resolution of 512 × 512 pixels.
The mean QD heights after filling with 1.5 and 2.5 nm GaAs
are 6.4 ± 0.3 and 8.0 ± 0.2 nm, respectively. We note that
the real NH depth can deviate slightly from the quoted value
because of AFM tip convolution, surface oxidation, or possible
fluctuations during growth. Since intermixing between GaAs
and AlGaAs is negligible, QDs are expected to have the same
shape as the holes.

Polarization-resolved microphotoluminescence (μ-PL)
measurements were carried out at �5 K to measure the FSS
values of neutral excitons confined in QDs [52,53]. A laser
beam with 532 nm wavelength was focused on the sample sur-
face with a 50× microscope objective. PL was collected with
the same objective, passed through a rotatable λ/2 achromatic
retarder, a linear polarizer, and dispersed by a spectrometer
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FIG. 2. (Color online) AFM images (top) and line scans (bottom)
of representative NHs before [(a), (b)] and after filling with 1.5 [(c),
(d)] and 2.5 [(e), (f)] nm GaAs. Line scans are taken along [110] and
[1−10] crystal directions.
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FIG. 3. (Color online) (a)–(d) Relative emission energies ob-
tained by fitting polarization-resolved μ-PL spectra of representative
QDs as a function of polarization angle using a Lorentzian line shape.
The QDs are formed by filling the NHs with 1.0, 1.5, 2.0, and 2.5 nm
GaAs, respectively. 0 deg corresponds to the [110] crystal direction.
FSS values are obtained from a sine fit (solid line) of the peak energies.
(e) and (f) FSS and polarization angle of QD emissions as a function of
exciton energy. Twenty QDs were chosen randomly in each sample.
The angles in (f) represent the polarization direction of the high
energy component of the bright doublets with respect to the [110]
crystal direction.

with spectral resolution of �20 μeV. Figures 3(a)–3(d) show
the relative peak positions extracted from Lorentzian fits of
the polarization-resolved μ-PL spectra of representative QDs,
formed by filling 1.0, 1.5, 2.0, and 2.5 nm GaAs in NHs, as
a function of polarization angle. (See Supplemental Material
[50] for the corresponding PL spectra.) The amplitude of the
oscillations corresponds to the FSS, which clearly decreases
as the QD size increases. The resulting values of FSS are
13.8, 8.8, 4.8, and 1.6 μeV for QDs with fillings of 1.0, 1.5,
2.0, and 2.5 nm, respectively. The corresponding full width at
half maximum (FWHM) of single excitonic lines is resolution
limited (�20 μeV), indicating good optical quality of the QDs.
To draw more general conclusions on the dependence of FSS
on QD size, we have performed statistical investigations by
measuring the FSS of 20 randomly selected QDs in each
sample. Figure 3(e) shows the measured values of FSS as
a function of exciton energy for different fillings. When the
filling amount (and hence the QD size) increases, the excitonic
energy and FSS both decrease. For fillings of 1.0, 1.5, 2.0, and
2.5 nm, the average FSS values are 12.5 ± 6.4, 9.2 ± 3.7,
3.9 ± 1.8, and 3.6 ± 1.7 μeV. From Fig. 3(f), which shows the
polarization angles of the high energy component of the bright
doublets, we see that the increase in FSS and broadening of
FSS distribution with decreasing QD size is accompanied by
a narrowing of the distribution of polarization angles.

To understand the experimental results, we calculated the
single particle wave functions and excitonic FSS by combining
eight-band k · p theory and configuration interaction following
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FIG. 4. (Color online) (a) QD structures with heights of 4.6
and 8.6 nm, respectively, used for the model calculations and
corresponding probability densities of the lowest electron and hole
states. (b) Calculated vertical aspect ratio (solid lines) and lateral
aspect ratio (dashed lines) of the spatial extension of electron
and hole probability densities. Electrons are represented by black
squares, holes by red circles. (c) The angle between the long axis
of the probability density distribution and [1−10] crystallographic
axis for electrons (black squares) and holes (red circles) and the
polarization angle of the lower component of the bright doublet
(diamond symbols).

the approach described in Refs. [11,54]. In the calculation we
used the AFM image of a NH to define the lower boundary of
the model dot, while a flat top boundary was set in accord with
the measured QD heights. Figure 4(a) shows the QD structures
with heights 4.6 and 8.6 nm and corresponding electron and
hole wave functions. From the analysis of the wave function
we observe that: (1) Electron and hole wave functions are
rather similar, sharing the barycenter located in the midheight
of the QD. The vertical separation of both charge carriers is
below 0.1 nm resulting in a negligible electric dipole moment.
This is in contrast with InAs/GaAs QDs where the carriers
are separated due to the inhomogeneous biaxial strain and the
inhomogeneous InGaAs composition profile. The similarity of
the lateral extensions, despite different effective masses, was
discussed in Ref. [40]. (2) The extensions of the wave functions
scale with the height of the QD. The extension parameters are
obtained by fitting a three-dimensional Gaussian distribution
to the probability density and are used to define the vertical
aspect ratio (vertical-to-mean-lateral extension) and the lateral
elongation (ratio of the lateral extensions). These parameters,
shown in Fig. 4(b), exhibit only minor variations as a function
of QD height, reflecting the geometrical similarity of the QD
structures. Only for the largest filling, when the NH becomes
overfilled and a continuous quantum well is formed, the aspect
ratio of the hole wave function is somewhat reduced. This fact
does not influence our conclusions as there is only a minor
impact on FSS as the lateral elongation is preserved and such
height is out of our experimentally studied range.
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FIG. 5. (Color online) Fine structure splitting (a) and exciton
energy (b) as a function of QD size. Black squares are the experiment
data, red circles are theoretical calculations.

From Fig. 5(a), which shows the average FSS values vs
QD height, we see that the FSS decreases with increasing
QD height. Figure 5(b) shows that also the exciton energy
decreases, consistent with quantum confinement effects. The
calculated FSS and exciton energies, also shown in Fig. 5,
are in good agreement with experimental data. The small dis-
crepancies may originate from the simplified QD morphology
with a flat top and from atomistic contributions such as alloy
fluctuations in the barrier, which are not included in the model
calculation of FSS.

To further understand the above results we consider the
origins of FSS. Since our QDs are formed in an almost
lattice-matched heterostructure and are characterized by a
rather uniform shape distribution and negligible intermixing,
factors like shape irregularity, strain, and piezoelectricity play
no important roles. Based on the calculations we can fully
attribute the observed magnitude of FSS to the minor structural
elongation of the QDs. However, the prediction of similar
polarization angles for all heights [Fig. 4(c)] is in contrast with
the observed broad polarization distribution for large heights
[Fig. 3(f)]. We infer that the FSS is affected by weak (several
μeV) randomizing effects such as the Al-rich and irregularly
shaped rim of NHs or alloy fluctuations in the barrier. Such
effects are negligible for small QDs (with large FSS due to
pronounced electron-hole overlap), but are responsible for the
broadening of the polarization angle distribution when the
dominant contribution of structural elongation becomes low
(i.e., for large heights).

In conclusion, we have obtained highly symmetric strain-
free GaAs/AlGaAs QDs by filling Al-droplet-etched NHs in
AlGaAs with GaAs. By changing the GaAs filling amount we
obtain QDs of different sizes but similar shape, which offer
an ideal platform to study QD size effects on FSS. Through
statistical investigation of QD size and excitonic FSS, we find
that the FSS does depend on QD size and that it decreases
when the QD size increases. Calculations using eight-band
k · p theory and configuration interaction reproduce well the
experimental results.
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Excitonic fine structure splitting in quantum dots is closely related to the lateral shape of the wave functions. We
have studied theoretically the fine structure splitting in InAs quantum dots with a type-II confinement imposed
by a GaAsSb capping layer. We show that very small values of the fine structure splitting comparable with
the natural linewidth of the excitonic transitions are achievable for realistic quantum dots despite the structural
elongation and the piezoelectric field. For example, varying the capping layer thickness allows for a fine tuning
of the splitting energy. The effect is explained by a strong sensitivity of the hole wave function to the quantum
dot structure and a mutual compensation of the electron and hole anisotropies. The oscillator strength of the
excitonic transitions in the studied quantum dots is comparable to those with a type-I confinement which makes
the dots attractive for quantum communication technology as emitters of polarization-entangled photon pairs.
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I. INTRODUCTION

Excitonic fine structure splitting (FSS) is a tiny energy
splitting of two bright exciton states confined in quantum dot
(QD) heterostructures with a typical magnitude ranging from
units to hundreds μeV. It is manifested in a doublet structure
of the exciton recombination band. It was observed for the
first time in GaAs/AlGaAs quantum wells with fluctuating
thickness [1] and then in various QD systems [2–5]. Soon after
its discovery it was attributed to the electron-hole exchange
interaction [6] and its finite value was related to the reduced
symmetry, which needs to be lower than D2d [2].

The interest in FSS is triggered by both fundamental
and application points of view. FSS helps to distinguish the
spectral features originating in the recombination of exci-
ton (doublet), biexciton (doublet with opposite polarization-
energy dependence), and trion (singlet) [2,7,8]. It plays an
important role in the spin initialization, e.g., in electron spin
memories [9] or in exciton dynamics and dephasing [10–13]. It
provides some insight into the size and shape of QDs [14,15].
Benson’s proposal of the source of entangled photon pairs
relying on zero FSS [16] has called for the preparation
of QD systems with low FSS. Using (111) substrates for
the growth of InAs QDs reduced both structural asymmetry
and piezoelectric contribution [17]. Another attempt involved
strain-free GaAs/AlGaAs QDs with zero piezoelectric field,
which, however, still exhibited a finite FSS due to structural
elongation [5,18]. Postgrowth annealing of InAs QDs allowed
one to decrease FSS from 96 μeV to a mere 6 μeV [19]
or even to invert the bright exciton levels with the minimum
FSS value of 4 μeV [20] (which might be underestimated,

*vlastimil.krapek@ceitec.vutbr.cz

though, as the rotation of the polarization upon the levels
anticrossing was disregarded). Another class of approaches
is based on in-operation tuning, where the originally large
value of FSS is reduced by applying the external field:
electric [21,22], magnetic [2,23], or strain. The external strain
field allowed one to reach FSS below experimental resolution
in GaAs/AlGaAs QDs [24,25]; the simultaneous application
of electric field allowed for a more powerful symmetry
restoration and rather universal recovery of low FSS [26].
The experimental generation of polarization-entangled photon
pairs in low-FSS QDs has been reported [27–31]. FSS has also
been studied in QDs emitting at infrared telecommunication
wavelengths [32–36].

Various effects contributing to the FSS can be divided
into two classes based on the involved length scale: atomic
and macroscopic. Atomic-scale effects are connected with the
irregularities of the crystal lattice such as the interfaces, partic-
ular elements distribution in alloys [37], charged defects [38],
etc. The magnitude of these effects is still the subject of
investigation; the atomistic simulations based on the tight-
binding method [39] predict considerably larger values than
those relying on the empirical pseudopotential method [40].
In general, atomic-scale effects are weak compared to those
on macroscale. For example, the magnitudes of about 1 μeV
are reported for a specific alloy distribution in the AlGaAs
barrier [37] of GaAs QDs. The effect is more pronounced
when the dot material is an alloy, which should therefore be
avoided when aiming at low FSS. A lower bound of several
μeV was predicted for strain-tuned FSS in ternary In0.6Ga0.4As
QDs [41]. By macroscopic scale we mean for the purpose of the
foregoing discussion that the characteristic length of the effect
is comparable with the dimensions of a QD and the underlying
crystal lattice is perceived as a homogeneous environment.
Thus, the crystal symmetry is no longer relevant and the finite
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values of FSS are now related to the symmetry lower than
C4, i.e., to the lateral elongation of the wave functions (e.g.,
envelope functions of the k · p theory). Principal contributions
to the FSS on macroscopic scale arise from the asymmetric
(elongated) shape of a QD and piezoelectric field. Further,
it is possible to use the external strain field to induce the
anisotropic effective mass tensor and modify the elongation of
the hole wave functions and the related value of FSS [24].

Further information is contained in the polarization prop-
erties of the exciton doublet. Simple considerations assuming
a purely heavy-hole exciton in an elliptic-disk-shaped QD [6]
predicted a linear polarization of both transitions with the low-
energy component polarized parallel with the long QD axis
and the high-energy component having the orthogonal polar-
ization. Typically, both structural-elongation and piezoelectric
axes are parallel with the crystal axes [110] and [11̄0], and so
are the polarizations of both components. However, in some
structures with shallow irregular confinement potential, such
as quantum well thickness fluctuations, stochastic polarization
directions were observed [5]. Further, when the light-hole
contribution to the exciton ground state becomes important, the
polarization orthogonality of both components is lost [24,42].
Thus, the definition of FSS as the difference between the
exciton emission energies at [110] and [11̄0] is not always
correct, although it is widely used [14,20].

We focus here on QDs with type-II confinement, in which
one type of charge carrier is confined in QD volume and
the other in the barrier close to the QD vicinity. Possible
inner/outer material combinations leading to the type-II con-
finement include InAs/GaAsSb and InP/GaInP with electrons
bound in the inner material, and InP/GaP, GaSb/GaAs, or Ge/Si
with holes bound in the inner material. In II-VI core/shell
nanocrystals, electrons are confined in the core for CdTe/CdSe
and holes for ZnSe/CdTe material combination [43]. The
characteristic properties of type-II QDs are often discussed
in the context of future applications. The radiative lifetime
of excitations is tunable and can reach values considerably
larger than in type I [44,45], which is exploited in QD flash
memories [46,47]. In solar cells, QDs are used to enhance
the infrared spectral response; the type-II QDs allow for
an easier charge extraction due to their larger electron-hole
separation [48,49].

The energies of excitons and excitonic complexes in type-II
QDs have been frequently studied experimentally [50–54] and
theoretically [55–63]. Those works focused on the energy scale
above several meV (such as transition or binding energies). The
excitonic FSS in type-II QDs has not been addressed so far.

The particular system of interest is InAs QDs with a
thin GaAs1−ySby overlayer embedded in GaAs [64–81]. One
reason for selecting this material system is the possibility
to induce a smooth crossover between type-I and type-II
confinement regimes simply by changing y; the crossover
values between 0.14 and 0.18 have been reported [65–67].
The other is that it belongs to systems with holes bound
outside. Owing to their large effective mass the holes are
more susceptible to the local potential profile or external
perturbations, offering a larger potential for tuning their wave
functions and the related FSS. The photoluminescence of
GaAs1−ySby capped QDs is rather intense [68,69] despite
the type-II confinement with the radiative lifetimes as low as

10 ns [70,71]. The strain-reducing effect of the GaAs1−ySby

layer together with the surfacting effect of antimony allow
one to increase the emission wavelengths of standard InAs
QDs and reach the telecommunication wavelengths of 1.3 and
1.55 μm [72–74]. Various shapes of GaAs1−ySby QDs have
been reported, including a lens [75,76,82] or a pyramid with a
graded In concentration [77]. Notably, the hole wave function
is expected to be composed of two segments localized in the
minima of the piezoelectric potential [66].

In this work we present a theoretical study of excitonic fine
structure splitting of InAs QDs with GaAs1−ySby overlayer.
We propose a method to tune the FSS by setting the thickness of
the GaAs1−ySby layer. The values comparable with the natural
linewidth can be achieved. The paper is organized as follows:
In Sec. II a theory of FSS is described. To gain a qualitative
understanding of the relations between the wave functions and
FSS we discuss in Sec. III a simplified single-band model with
Gaussian wave functions. The full calculations are presented
in Sec. IV. We summarize and conclude in Sec. V.

II. THEORY

The single-particle states were calculated within the eight-
band k · p theory [83,84], in which the wave functions are
expanded into products of periodic parts of Bloch functions ub

in the � point and corresponding envelope functions χb,

ψ(r) =
∑

b∈{x,y,z,s}⊗{↑,↓}
ub(r)χb(r). (1)

In this equation b is the band index, the bands x,y,z correspond
to the valence band Bloch waves which are antisymmetric with
respect to the corresponding mirror plane, and s corresponds to
the conduction band Bloch wave. Following usual conventions,
z denotes the growth direction. The calculations include the
effects of the elastic strain via the Pikus-Bir Hamiltonian [85]
and the piezoelectric field. The numeric simulations were
performed with Nextnano 3D [86], which employs the finite
difference method. The simulation space was discretized with
a step of 1 nm. Material parameters were taken from the
Nextnano database and they are also listed in the Supplemen-
tary material of Ref. [66].

Once the single-particle states are calculated, it is conve-
nient to use them as a basis for the exciton state |X〉. First the
Slater determinants |X(ci,vj)〉 = c

†
cicvj|0〉 are formed, where

|0〉 is Fermi vacuum state (empty quantum dot), c
†
ci creates

an electron in the ith conduction state, and cvj annihilates an
electron in the j th valence state; the corresponding single-
particle wave functions are denoted ψci and ψvj, respectively.
For the calculations of FSS we used four Slater determinants
formed from the ground hole and electron states. Following
Ref. [6] [Eq. (2.3)] the exciton Hamiltonian matrix elements
read

〈X(ci,vj)|Ĥ |X(ck,vl)〉
= (Ei − Ej )δikδjl + C(ci,vj,ck,vl) + EX(ci,vj,ck,vl),

where Ei is the energy of the ith single-particle state, C

represents the direct Coulomb interaction, and EX represents
the exchange interaction.
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Defining

Sc,v(r) =
∑

b∈{s,x,y,z}⊗{↑,↓}
χ∗

c,b(r)χv,b(r)

and vector T with the components

T x
c,v(r) = P

Eg

∑
σ∈↑,↓

[χ∗
c,sσ (r)χv,xσ (r) + χ∗

c,xσ (r)χv,sσ (r)]

and T y,T z defined analogously (Eg is the fundamental band
gap and P is one of the Kane’s parameters related to the
nonvanishing coordinate matrix elements 〈x|x|s〉 = P/Eg),
we can write

C(c1,v1; c2,v2) = − e2

4πε

∫
dr1

∫
dr2

1

|r1 − r2|
× Sc1,c2(r1)Sv2,v1(r2)

(e denotes the elementary charge and ε the dielectric function).
The exchange Coulomb interaction term EX can be expressed
as a sum of the following three terms:

EX0(c1,v1; c2,v2)

= e2

4πε

∫
dr1

∫
dr2

1

|r12|Sc1,v1(r1)Sv2,c2(r2), (2)

EX1(c1,v1; c2,v2)

= e2

4πε

∫
dr1

∫
dr2

1

|r12|3 r12 · [Sv2,c2(r2)Tc1,v1(r1)

− Sc1,v1(r1)Tv2,c2(r2)], (3)

and

EX2(c1,v1; c2,v2)

= e2

4πε

∫
dr1

∫
dr2

1

|r12|5
∑ ∑
α,β∈x,y,z

T
(α)
c1,v1(r1)T (β)

v2,c2(r2)

×[
δαβ |r12|2 − 3rα

12r
β

12

]
, (4)

where r12 = r1 − r2 and δαβ is the Kronecker delta. We note
that S is nonzero only when the mixing of valence and
conduction bands is taken into account. Thus, only the third
term of the multipole expansion, Eq. (4), contributes to the
FSS when this mixing is neglected, e.g., when single-band or
six-band [87] k · p theory is used to obtain the wave function of
individual particles. However, as the scaling of the terms with
the linear extension of the wave function L goes as EX0 ∼ 1/L,
EX1 ∼ 1/L2, EX2 ∼ 1/L3, the low-order terms are important,
in particular, in larger QDs.

III. MODEL OF GAUSSIAN WAVE FUNCTIONS

Before treating realistic quantum dots with the full-
complexity model, it is worth providing an intuitive under-
standing of the relation between the shape of the excitonic
wave function and the value of FSS. To this end we employed
a simplified model with the exciton composed of a single
Slater determinant, no band mixing, and the electron and
hole densities having the form of three-dimensional Gaussian
functions. The electron and hole envelope functions read

1 2 3 4 5
Elongation [Lx/Ly]

0

20

40

60

80

F
S

S
 (

µe
V

)

Ly

Lx

FIG. 1. (Color online) FSS as a function of the lateral elongation
of the wave functions, defined as Ew = Lx/Ly . Orange line: A
smaller dot with the extension parameters Lx × Ly = 25 nm2, Lz =
2 nm. The lateral extensions are varied preserving the value of their
product (and thus the volume and vertical aspect ratio of a QD).
Electron and hole wave functions have the same extensions and are
elongated equally. Green line: A larger dot with the extensions twice
larger than for the smaller dot, i.e., Lx × Ly = 100 nm2, Lz = 4 nm.
Magenta line: A smaller dot, Lx × Ly = 25 nm2, Lz = 2 nm, with
opposite electron and hole elongation. For electrons, Ew has a
constant value of 2/3. For holes, Ew is varied and FSS is displayed
as a function of the hole elongation. Insets: The insets schematically
depict the wave functions. Hatched magenta ellipses correspond to
the electron wave functions.

(normalization constant omitted for simplicity)

χe,h(r) ∝
√

exp

[
− (x − x0)2

L2
x

− (y − y0)2

L2
y

− (z − z0)2

L2
z

]
,

where Lx,y,z determine the spatial extensions of a particle and
x0,y0,z0 are the coordinates of its center. As the band mixing is
neglected in the model, only the dipole-dipole exchange term
[Eq. (4)] contributes to the FSS.

A crucial parameter for FSS is the lateral elongation of
the envelope functions defined as Ew = Lx/Ly . It follows
directly from Eq. (4) that for nonelongated envelope functions
(Lx = Ly) FSS acquires a zero value. The dependence of the
FSS on the elongation is shown in Fig. 1. In order to isolate
the effect of the elongation and avoid unintentional variation
of other parameters, we preserved the volume and the effective
vertical aspect ratio of the model dots, i.e, values of Lz and
the product Lx × Ly were kept constant. First, we assumed
the same envelope function for both electrons and holes
(orange and green lines). Such case corresponds, e.g., to strain-
free GaAs/AlGaAs dots [88]. FSS exhibits a monotonically
increasing concave dependence on the lateral elongation Ew.
To demonstrate the effect of the QD volume, we show FSS for
a smaller dot (extension parameters Lx × Ly = 25 nm2, Lz =
2 nm) and a larger dot with two-times larger dimensions (e.g.,
eight-times larger volume). The values of FSS for a larger QD
are exactly eight times smaller. The inverse proportionality of
FSS to the QD volume or to the third power of a characteristic
linear dimension L can be directly inferred from Eq. (4).
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With the band mixing taken into account, additional terms
proportional to 1/L and 1/L2 emerge. However, the 1/L3

or 1/V scaling law (V representing a volume of the QD)
has been recently demonstrated experimentally in realistic
strain-free GaAs/AlGaAs QDs [15]. FSS values exceed the
natural linewidth of the exciton recombination lines (up to
units of μeV) even for a modest elongation. For example, for
Ew = 1.2 we predict FSS of 11 μeV (1.4 μeV) in the smaller
(larger) QD. We note that for the QDs studied in Ref. [15] we
found the values of Lx × Ly between 11 and 36 nm2 and Lz

between 1 and 2 nm. The smaller dot case thus corresponds
well to realistic GaAs/AlGaAs QDs.

Next, we introduce an important concept of the compen-
sated elongation. For a suitable exciton wave function shape,
FSS can attain a zero value even in the system that lacks the
required symmetry C4v . We consider the electron envelope
function to be elongated in the direction perpendicular to
the elongation of the hole envelope function, Ewe = 2/3 (the
subscripts e and h are used, when required, to distinguish the
parameters of electrons and holes, respectively). The extension
parameters correspond to the smaller dot: Lx × Ly = 25 nm2,
Lz = 2 nm. FSS is plotted as a function of the hole elongation
Ewh � 1 in Fig. 1 (magenta line). The prominent feature of
the dependence is the zero-value minimum at Ewh = 3/2 (i.e.,
the inverse of the electron elongation. Intuitively, this can be
described as the mutual compensation of both electron and hole
elongations. The integral in Eq. (4) attains a zero value, which
is, however, not related to the symmetry. In realistic QDs,
the condition of the inverse elongation does not hold (due to
band mixing or different volume of the envelope function of
electrons and holes) but the effect is preserved. The minimum
value of FSS can be larger than zero in case of QDs with
the irregular shape. The effect of the compensated elonga-
tion has already been demonstrated experimentally utilizing
the anisotropic external strain to vary the elongation of the
hole envelope function [24]. In the following we will demon-
strate that the elongation of the hole envelope function can
be efficiently varied in type-II InAs QDs with GaAsSb capping
layer.

The transition between type-I and type-II confinement in
GaAs1−ySby capped QDs is accompanied by the splitting
of the hole wave function into two segments [66], evenly
spread along the central electron wave function in QDs with
a sufficient symmetry [Figs. 6(b) and 6(c)]. The behavior
of FSS under such transition is shown in Fig. 2. When the
segments are shifted from the central position along their
long axis (orange line), small shifts effectively enhance the
hole elongation and consequently the FSS. For larger shifts
the wave function disintegrates; now the effect of increased
distance of electron and hole prevails resulting into a decrease
of FSS. The same behavior is predicted for nonelongated wave
functions (green line), where the FSS dependence starts at a
zero value, increases as the holes become effectively elongated,
and decreases when the separation effects prevail. When
the segments are shifted along their short axis, the effective
elongation of the holes decreases as the segments are separated,
and so happens with FSS. Depending on the magnitude
of the original elongation, two possibilities exist: (1) The
hole eventually becomes elongated in opposite direction
(magenta line; note the magenta insets of Fig. 2 schematically
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FIG. 2. (Color online) FSS for a hole wave function composed
of two segments. The extensions of both electron and hole wave
functions fulfill Lx × Ly = 25 nm2, Lz = 2 nm, with the lateral
elongation Ew = Lx/Ly of 5/4 (orange line, squares), 1 (green
line, circles), 5/6 (magenta line, diamonds), and 5/8 (maroon line,
triangles). The electron wave function is composed of a single
Gaussian (x0 = 0) while the hole wave function is split along x into
two identical Gaussian segments evenly positioned around the central
electron wave function (x0 = ±d/2, d being the segment distance).
FSS is plotted as a function of the distance between the centers of the
segments. Insets schematically depict the position and shape of the
segments.

depicting the change in the elongation direction). FSS goes
through a zero value and starts to increase again. Finally, the
separation effects prevail and FSS decreases. (2) When
the original elongation is large, the hole disintegrates before
the elongation direction is changed (maroon line). In such
case a monotonously decreasing dependence of FSS on the
segment distance is observed, governed first by the decrease
of the effective elongation and then by the separation effects.

In strongly asymmetric QDs the minima in confinement
potential corresponding to both segments can differ consider-
ably and a single-segment hole wave function displaced from
the central electron wave function can be formed. In such case
there is no effective change in the elongation and the separation
effect leads to a monotonous decrease of FSS (not shown).

IV. REALISTIC QUANTUM DOTS

We will now focus on realistic InAs QDs with a
GaAs1−ySby capping layer. We will show that FSS in such
structures can be tuned by the thickness of the GaAs1−ySby

layer. Three QD geometries will be considered here, denoted as
pyramidal, symmetric lens shaped, and elongated lens shaped.
The pyramidal QD is adopted from Ref. [77] and has the shape
of a pyramid with the base length of 22 nm, height of 8 nm,
and the trumpet indium composition profile within the pyramid
(see Ref. [77] for details). For the other structures we assume
QDs composed of pure InAs. The symmetric lens-shaped QD
motivated by Refs. [75,82] is modeled as a top of a sphere with
the base radius of 8 nm and the height of 4 nm. A prominent
form of the lateral asymmetry of QDs is their structural
elongation. So far no elongation was reported for InAs QDs
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FIG. 3. (Color online) Effective confinement potential (color bar
scale in meV) without the contribution of the piezoelectric field for
holes in the lens-shaped QD. (a) Es = 1, plane (11̄0) through the QD
center; (b) Es = 2, plane (001) just above the QD base [the vertical
position is shown in panel (a) by a dashed line]. Boundaries between
different materials are schematically depicted. The potential is given
from the electron view; the holes are confined near the largest values
represented by the red/orange spots.

with GaAs1−ySby overlayer, which is in striking contrast with
InAs QDs capped by pure GaAs [89,90]. This can be attributed
to the surfacting effect of antimony but it is also possible that
the elongation has been overlooked as the methods involved
in experimental studies were insensitive to it. Therefore,
we consider in our study also the possibility that QDs are
elongated. In accordance with GaAs capped InAs QDs [90,91]
we select the direction [11̄0] as the main elongation axis and
quantify the elongation by the ratio of characteristic lateral
dimensions along [11̄0] and [110], denoted as Es in the
following (the subscript s is used to differentiate the structural
elongation from the wave-function elongation used in the
previous section). The elongated lens-shaped QDs are formed
from the lens-shaped dot by its stretching along [11̄0] and
compressing along [110] by the same factor so that the QD
volume and height are preserved; the radii for Es = 2 read 11.3
and 5.65 nm, etc. All QDs are capped with the GaAs0.8Sb0.2

layer of a certain thickness and further embedded in GaAs.
Our choice of the Sb content is similar to the values reported
in experiments [71,77,78] and was motivated by its proximity
to the crossover between the type-I and type-II confinement
which allows one to adjust the type of confinement by selecting
a proper thickness of the GaAs1−ySby layer.

The shape of the wave functions is closely connected
with the confinement potential, which is contributed by the
band-edge offsets, strain field, and piezoelectric potential.
Here, we visualize the confinement by the effective potential
constructed from the eigenvalues of the pointwise diagonalized
Hamiltonian (terms containing the spatial derivatives are
discarded and the Hamiltonian is then diagonalized at each
point of the simulation grid). In contrast with the standard
confinement potential entering the Schrödinger equation, the
effective potential involves the strain-induced band mixing.

The hole effective potentials in all type-II QDs discussed
further in the paper exhibit qualitatively similar features. We
will present them for the lens-shaped QD with the GaAsSb
layer thickness of 5 nm and with the elongation Es of either
1 or 2. Figure 3 shows the potential profile without the
piezoelectric contribution. The potential is given from the
electron view; the largest values correspond to the minima
of the hole confinement. Zero energy is set to the valence
band edge of bulk unstrained InAs. Two local minima of the
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FIG. 4. (Color online) Piezoelectric potential (color bar scale in
meV) for the symmetric lens-shaped QD. (a) plane (11̄0) through the
QD center; (b) plane (001) just above the top of the QD [i.e., above
the horizontal nodal plane; the vertical position is shown in panel (a)
by a white dashed line].

hole confinement potential are formed in the GaAsSb layer
along the sides of the QD and above its top [Fig. 3(a)]. The top
minimum is of the light-hole character and therefore penalized
by the quantum confinement. The ground hole state will be
localized in the side minimum which forms a ring around
the QD [Fig. 3(b)], in which weak variations of the potential
are present with two rather shallow absolute minima along the
long QD side (i.e., in [110] direction from the QD center).
Depending on the magnitude of these variations, the wave
function might form a ring or be split into two segments.

The piezoelectric field has an octopole shape, shown in
Fig. 4. Its contribution is rather important as its magnitude
of about 50 meV is comparable to the variations of the rest
of the confinement potential inside the GaAs1−ySby layer.
The horizontal nodal plane of the piezoelectric octopole lies
close to the side minimum of the confinement potential.
The piezoelectric potential therefore tends to split the wave
function of the holes in the side minimum into two segments
situated along [110] below the nodal plane or along [11̄0]
above the nodal plane.

The total effective confinement potential is shown in Fig. 5.
The following shapes of the hole wave function are possible:
(i) inside a QD (type I), (ii) a ringlike shape along the QD
when the piezoelectric field is too weak to localize the holes
in its minima, (iii) two segments at the dot base situated
along [110] [Figs. 5(a) and 5(c)], and (iv) two segments at
the QD sides above the piezoelectric nodal plane situated
along [11̄0] due to the piezoelectric field [Fig. 5(b)] or along
[110] when the structural elongation along [11̄0] prevails
[Fig. 5(d) is close to that case]. In pyramidal QDs with the
trumpet In composition profile, both the side minimum of
the confinement potential and the piezoelectric octopole are
shifted up towards the region of large In content. In short, there
is a rich variety of the hole wave-function shapes. Variation
of the parameters such as the thickness or the composition of
the GaAsSb layer are supposed to induce transitions between
those shapes. For example, switching between the deep narrow
minima below the nodal plane [Figs. 5(a) and 5(c)] and shallow
broad minima above the nodal plane [Figs. 5(b) and 5(d)]
shall be achievable. Considering the effect of the compensated
elongation, this results in nontrivial dependences of FSS on
structural parameters and opens an interesting prospect for the
tuning of FSS.

Figure 6(d) shows the dependence of FSS on the thickness
of the GaAs1−ySby layer in two lens-shaped QDs: symmetric
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FIG. 5. (Color online) Total effective confinement potential
(color bar scale in meV) including the contribution of the piezoelectric
field for holes in the lens-shaped QD. (a), (c) Plane (001) below the
nodal plane of the piezoelectric potential (just above the QD base),
Es = 1 (a) and 2 (c). (b), (d) Plane (001) above the nodal plane of the
piezoelectric potential (3 nm above the QD base), Es = 1 (b) and 2
(d). Black circles and ellipses display the QD boundary at respective
heights. The potential is given from the electron view; the holes are
confined near the largest values represented by the red/orange spots.

and weakly elongated (Es = 1.1). We exploit the fact that
the excitons in our model exhibit only two well-defined
polarizations and encode the polarization of the lower exciton
component into the sign of the FSS. In this way, the level
crossing is better visible. We will first discuss the case of
the symmetric QD. The electron wave function is weakly
elongated in the [11̄0] direction and as it resides within the
QD, its variation with the thickness of the GaAs1−ySby layer
is negligible. For a thin GaAs1−ySby layer (up to 3 nm)
the ground hole wave function resides inside the QD, too.
It experiences the bottom part of the piezoelectric octopole
and is thus elongated in [110], as shown in Fig. 6(a). The
polarization of the lower exciton component is [110]. With
increasing thickness a hole ground state gradually shifts into
the GaAs1−ySby layer and also slightly upwards (for about 1.3
nm for the full range of thicknesses). Consequently, it becomes
split by the upper part of the piezoelectric octopole into two
segments along [11̄0]. For the thickness interval between 3
and 5 nm, the segmented wave function behaves as effectively
elongated in [11̄0] [Fig. 6(b)] and the lower exciton component
is also polarized along [11̄0]. For the thickness values above
5 nm, the segments are well separated and the elongation of
each segment in [110] determines the character of the wave
function. The lower exciton component is again polarized
along [110]. Thus, we distinguish three regions of different
exciton polarization. At each of the two transitions between
those regions, exciton levels cross and FSS is reduced to zero.
We note that minimum values obtained in our calculations
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FIG. 6. (Color online) (a)–(c) Planar probability density of the
hole ground state in the symmetric lens-shaped QD (height 4 nm,
radius 8 nm), plane (001) (integrated over [001]) for the GaAs0.8Sb0.2

layer thickness of (a) 2 nm, (b) 4 nm, and (c) 8 cm. The QD boundary
at the base height is displayed with the white line. (d) FSS (thick solid
lines with symbols, left) and exciton radiative decay rate (thin dashed
lines) between the ground electron and hole state in the symmetric
lens-shaped QD (orange) and the elongated lens-shaped QD with
Es = 1.1 (green) as functions of the GaAsSb layer thickness. The
polarization of the lower exciton component is encoded into the
sign of FSS: positive/negative sign corresponds to the polarization
along [110]/[11̄0], respectively. The red labels denote the points
corresponding to the maps of the probability density.

are nonzero due to the finite step in the thickness dependence
and read 0.1 and 1 μeV for the first and second transition,
respectively. The observed behavior of FSS corresponds well
to the qualitative prediction of the model of Gaussian function
for Lx/Ly = 5/6 (cf. Fig. 2, magenta line).

Similar behavior is observed in a lens-shaped QD weakly
elongated in [11̄0] [Fig. 6(d), green lines]. The first region
is now missing, as the elongation of the hole wave function
within the QD volume (for a thin GaAs1−ySby layer) is now
[11̄0] because the structural elongation dominates over the
piezoelectric contribution. The zero FSS is reached for a
GaAs1−ySby layer thickness of 7 nm. Figure 7 shows the FSS
dependence on the thickness of the GaAs1−ySby layer in a
pyramidal QD with the trumpet profile (height of 8 nm and
base size of 22 nm). As in the case of the lens-shaped QDs,
the hole wave function changes its effective elongation during
the crossover between the type-I and type-II confinement and
in turn, exciton levels cross and FSS is reduced towards zero.
Thus, variations of the GaAs1−ySby layer thickness present
a universal approach to tune and reduce FSS. For a typical
lifetime of InAs QDs of 1 ns, the natural linewidth of the
exciton recombination is 4 μeV; experimentally predicted
spectral linewidth approaches 100 μeV [92]. Both values are
larger than the minimum accessible values predicted here for
the GaAs1−ySby capped QDs.
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FIG. 7. (Color online) FSS (thick solid line with symbols, left)
and exciton radiative decay rate (thin dashed line) between the ground
electron and hole state in the pyramid-shaped QD as functions of
the GaAsSb layer thickness. The polarization of the lower exciton
component is encoded into the sign of FSS: positive/negative sign
corresponds to the polarization along [110]/[11̄0], respectively.

We note that due to the idealized QD shapes considered
in the study the exciton levels exhibit crossing, i.e., FSS
goes through zero and the polarizations of the transitions
are changed abruptly. In realistic QDs, which are always
somewhat irregular, exciton levels undergo anticrossing with
a nonzero minimum FSS and smooth polarization variations.
We do not address this issue here as no experimental data
related to the irregularities is available. The interested reader
is referred to a detailed discussion [93] and studies of different
QD systems [24,37].

Finally we argue that GaAs1−ySby capped InAs QDs can
be good emitters even in the type-II confinement regime.
There is experimental evidence of intense photoluminescence
from the GaAs1−ySby capped InAs QDs [70], about four
times weaker than for the reference type-I sample and about
three times stronger after rapid thermal annealing. Roughly
15-times higher exciton lifetime has been reported (0.7 ns
in type I compared to 11.2 ns in type II) [70]. We support
these observations with the calculations of the exciton radiative
decay rate γR shown in Figs. 6(d) and 7. The radiative exciton
lifetime τR = γ −1

R reads [94]

τ−1
R = e2nrEX

πm2
0ε0�

2c3

∑
e

|〈0|e · p̂|X〉|2,

where e is the elementary charge, nr is the refractive index
(a square root of the relative permittivity given in Ref. [66]),
EX is the exciton energy, m0 is the free electron mass, �

is the Planck constant, c is the speed of light, |X〉 and |0〉
denote the exciton and vacuum wave function, respectively,
p̂ is the momentum operator, e is the polarization vector,
and the summation goes over three independent polarizations.
Typical calculated lifetimes for type-I QDs are in the range
0.4–0.5 ns. The values corresponding to the minima of FSS
are 0.9 and 2.2 ns for the symmetric lens-shaped QD, 3.4 ns for
the elongated lens-shaped QD, and 4.8 ns for the pyramidal
QD. The comparison with the experimental values suggests
that the theoretical values might be somewhat underestimated
but the trends shall be reproduced. Thus, roughly twice to
ten-times higher exciton lifetime as compared to type-I QDs is
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FIG. 8. (Color online) FSS divided by the natural spectral
linewidth of exciton transitions between the ground electron and
hole state in the symmetric lens-shaped QD (orange), the elongated
lens-shaped QD with Es = 1.1 (green), and the pyramid-shaped
QD (magenta) as functions of the GaAsSb layer thickness. The
polarization of the lower exciton component is encoded into the sign
of FSS: positive/negative sign corresponds to the polarization along
[110]/[11̄0], respectively.

expected. For this reason we are convinced that the extraction
of individual photons from individual GaAs1−ySby capped
QDs will be experimentally feasible.

The natural linewidth of the exciton transitions is �/τR . The
increase of the lifetime in type-II structures therefore results in
narrower transitions. For the generation of entangled photon
pairs the FSS needs to be compared with the spectral linewidth.
The FSS divided by the spectral linewidth for all previously
considered QDs is shown in Fig. 8. The gray-shaded rectangle
highlights the area of quasidegenerate exciton transitions (with
the FSS lower than the spectral width), in which the generation
of the entangled photon pairs is possible. As the area is rather
narrow, a postgrowth selection of QDs or further tuning might
be required to produce the polarization-entangled photon
pairs.

V. CONCLUSIONS

In GaAs1−ySby capped InAs QDs, lateral symmetry of the
hole wave functions can be to a large extent influenced by the
thickness of the GaAs1−ySby layer. In particular, during the
crossover between type-I and type-II confinement regimes,
the hole wave function is shifted upwards across the nodal
plane of the piezoelectric octopole, which is accompanied by
the change of the direction of lateral elongation. Due to the
mechanism of compensated elongation, a crossing of the bright
exciton levels and a reduction of FSS to zero is predicted
for certain thicknesses of the GaAs1−ySby layer. Low natural
FSS and efficient photoluminescence make the GaAs1−ySby

capped InAs QDs attractive as a possible source of entangled
photon pairs.
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V. KŘÁPEK, P. KLENOVSKÝ, AND T. ŠIKOLA PHYSICAL REVIEW B 92, 195430 (2015)

Czech Science Foundation (Grant No. 15-21581S), Tech-
nology Agency of the Czech Republic (Grant No.
TE01020233), and EU 7th Framework Programme

(Contracts No. 286154—SYLICA and No. 280566—
UnivSEM). P.K. was supported by the internal project
MUNI/A/1496/2014.

[1] D. Gammon, E. S. Snow, B. V. Shanabrook, D. S. Katzer, and
D. Park, Phys. Rev. Lett. 76, 3005 (1996).

[2] M. Bayer, G. Ortner, O. Stern, A. Kuther, A. A. Gorbunov,
A. Forchel, P. Hawrylak, S. Fafard, K. Hinzer, T. L. Reinecke
et al., Phys. Rev. B 65, 195315 (2002).

[3] D. Kovalev, H. Heckler, G. Polisski, and F. Koch, Phys. Status
Solidi B 215, 871 (1999).

[4] V. D. Kulakovskii, G. Bacher, R. Weigand, T. Kümmell, A.
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[5] J. D. Plumhof, V. Křápek, L. Wang, A. Schliwa, D. Bimberg, A.
Rastelli, and O. G. Schmidt, Phys. Rev. B 81, 121309 (2010).

[6] T. Takagahara, Phys. Rev. B 62, 16840 (2000).
[7] N. I. Cade, H. Gotoh, H. Kamada, H. Nakano, and H. Okamoto,

Phys. Rev. B 73, 115322 (2006).
[8] M. E. Ware, E. A. Stinaff, D. Gammon, M. F. Doty, A. S.

Bracker, D. Gershoni, V. L. Korenev, S. C. Bădescu, Y. Lyanda-
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We have theoretically studied type-I and type-II confinement in InAs quantum dots with GaAs1−ySby capping
layer. The character of the confinement can be adjusted by the Sb content. We have found that upon the transition
from type-I to type-II confinement the hole wave functions change the topology from a compact shape to a two-
segment shape, resulting in the complex changes in the exciton fine structure splitting with zero values at particular
compositions. Additionally, a high exciton radiative recombination probability is preserved even in type-II. This
allows to design strongly luminescent quantum dots with naturally low fine structure splitting, which could serve
as sources of entangled photon pairs for quantum communication.
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1. Introduction

The ability of the quantum dots to isolate and ma-
nipulate individual charge carriers and their integrabil-
ity into more complex devices make them a candidate
for various applications in field of quantum information
processing. The source of entangled photon pairs, a cru-
cial element of distinct quantum communication proto-
cols, has been proposed [1] and later realized [2] using
the biexciton-exciton radiative cascade. For this it is
important that the splitting of the bright exciton dou-
blet (so called fine structure splitting, FSS) is lower
than the transition linewidth. FSS was attributed to the
anisotropic electron-hole exchange interaction [3] which
emerges when the symmetry is lower thanD2d [4]. FSS of
as-grown structures is usually by far too large and elab-
orate methods are employed in order to reduce it. The
usual lateral asymmetry is suppressed by the growth of
symmetric strain-free quantum dots [5] or by the growth
on [111] substrates [6]. Post-growth tuning of FSS is pos-
sible by means of the external electric [7], magnetic [4],
or strain field [8, 9].

Type-II QDs confine one type of charge carriers in the
QD volume while the other type resides in a barrier and is
only loosely bound by local variations of the confinement
potential or the Coulomb coupling to the carrier inside
the QD. Here we focus on InAs QDs with GaAs1−ySby
capping layer (CL), in which holes are localized in the
barrier close to the vicinity of the QD. The type of con-
finement can be set by the Sb content y; the transition

∗corresponding author; e-mail:
vlastimil.krapek@ceitec.vutbr.cz

values between 0.14 and 0.18 have been reported [10, 11].
The photoluminescence of the QDs is rather strong even
in type-II regime up to y = 0.28 [12].

In this work we study theoretically the properties of
InAs QDs with the GaAs1−ySby CL in type-I and type-
II confinement regimes. We have demonstrated that with
increasing Sb content the smooth crossover between type-
I and type-II regimes is induced, accompanied by the
red shift of the transition energy, the segmentation of
the hole wave function, and non-trivial changes in the
FSS magnitude and polarization of the bright exciton
transitions. We predict the possibility to prepare QDs
with naturally low FSS and efficient photoluminescence
by setting a proper Sb content.

2. Theory

The single particle states were calculated within the
eight-band k · p theory [13] using the Nextnano 3D soft-
ware package [14]. Realistic strain and piezoelectric fields
were included. Next, the exciton states were calculated
using the configuration interaction method [15] in which
the wave functions are expanded into a basis of Slater
determinants formed from the single particle states. The
matrix elements of the Coulomb Hamiltonian were cal-
culated following the approach of Refs. [3, 16].

3. Results

We consider here a lens-shaped InAs QD with the
height of 4 nm and the radius of 8 nm on GaAs substrate,
capped with a GaAs1−ySby layer with the thickness of
6 nm. The axis of the lens is parallel with the [001] crys-
tal axis, the related coordinate is denoted z. To induce
the crossover between the type-I and type-II confinement
regimes, we have varied the antimony content y between
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0.1 and 0.22. The bulk valence band edges of InAs and
GaAs1−ySby cross for yCO ≈ 0.15 with the InAs valence
band being higher in energy (i.e., confining the holes) for
y < yCO.

Fig. 1. In-plane probability density (integrated over z)
of the ground state of (a) electron, y = 0.10, (b) hole,
y = 0.10, (c) hole, y = 0.20, (d) hole, y = 0.22. White
circles denote the QD boundary at the height of the
base.

We will first inspect the wave functions. In-plane prob-
ability densities (quadrate moduli of the wave functions
integrated over direction z parallel with the lens axis)
are shown in Fig. 1. The electrons (Fig. 1a) are local-
ized inside the QD volume, slightly elongated along [11̄0]
due to the piezoelectric field, and remain practically in-
variant under the change of Sb content y. Holes are for
lower antimony content also localized within the QD vol-
ume (Fig. 1b) and slightly elongated along [110]. As y
increases, the hole wave function extends laterally more
into barrier (Fig. 1c). Finally, holes are expelled from
the QD volume and become confined in the GaAs1−ySby
layer (Fig. 1d), where their wave function forms two seg-
ments [11] located along the [110] direction, each elon-
gated along [11̄0]. The vertical position and extension of
the holes undergo negligible variations during the transi-
tion between type-I and type-II regimes.

To describe the type-I – type-II crossover quantita-
tively, we introduce the probability of finding a particle
inside the QD volume (i.e., within InAs). It is shown
in Fig. 2a for electrons and holes. While the electron
probability displays only negligible variations of less than
1%, the hole probability gradually decreases from 85% at
y = 0.10 to 19% at y = 0.22, reaching 50% for y = 0.17
which can be thus considered as the crossover value of
the Sb content for the particular nanostructure. Never-
theless, the transition between type-I and type-II regimes

Fig. 2. (a) Probability of finding a particle inside the
QD volume, (b) transition energy of the ground exciton
state, (c) Coulomb energy between the electron and hole
ground states.

is smooth and no abrupt changes are observed. The tran-
sition energy redshifts as the y increases (Fig. 2b) due to
the decreased potential barrier in type-I and the shift of
the confinement potential edge in type-II and some other
effects. The red shift has been already observed [17] and
theoretically explained [11]. An important consequence
of the electron–hole separation in type-II is the reduced
electron–hole Coulomb coupling. The direct coupling en-
ergy, which is equal to the binding energy of exciton and
contributes the binding energy of excitonic complexes,
is shown in Fig. 2c; it gradually decreases from 29 to
15 meV. The decrease is first subtle, caused by the in-
creased extension of the hole wave function that is still lo-
calized inside the QD, and becomes steeper when charge
carriers are separated and two-segmented hole wave func-
tion outside the QD is formed. A dependence of FSS on
Sb content is shown in Fig. 3. The FSS evolution is dom-
inated by the variations of the lateral symmetry of the
wave functions and further contributed by a reduction
of the exchange Coulomb coupling due to the separa-
tion of electron and hole wave function with increasing
y (the latter is responsible for a kink at y = 0.18). The
polarization properties of the exciton transitions are en-
coded into the sign of FSS: positive (negative) sign cor-
responds to the linear polarization of the lower-energy
exciton transition along [110] ([11̄0]), respectively. Due
to the symmetry of the crystal lattice and the structure,
only these two polarizations are observed. The higher-
energy transition is linearly polarized in perpendicular
direction to the lower-energy transition. In terms of the
wave function properties the polarization direction of the
lower-energy transition corresponds to the long axis of
the elongated wave function. In symmetric lens-shaped
QDs, holes and electrons are elongated in perpendicular
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Fig. 3. FSS (thick solid line with symbols, left) and
transition probability (thin dashed line, right) between
the ground electron and hole state in the lens-shaped
QD as functions of the GaAsSb layer composition.

directions, partly compensating the overall anisotropy.
For y below 0.16, hole elongation along [110] dominates,
resulting in positive FSS. Above 0.18, electron elongation
along [11̄0] becomes stronger, changing the sign of FSS.
Finally, after the formation of the segmented hole func-
tion, the hole segments are also elongated along [11̄0],
increasing the magnitude of FSS. Noteworthy, FSS ac-
quires a zero value at y ≈ 0.17, which is an essential in-
gredient for the realization of the polarization-entangled
photon pairs [1]. In addition, GaAs1−ySby capped InAs
QDs are good emitters even in type-II regime. The cal-
culated values of transition probability for the ground
exciton recombination, shown in Fig. 3, exhibit only a
moderate decrease with increasing Sb content with a re-
duction towards 25% of the type-I value for y = 0.22.
The observations of a strong photoluminescence in type-
II regime [12] corroborate our prediction.

Fig. 4. FSS in the elongated lens-shaped QD as a func-
tion of the GaAsSb layer antimony content. The thick-
ness of CL is 4 nm (squares) or 7 nm (circles). For com-
parison, FSS in symmetric lens-shaped QD with the CL
height of 6 nm is shown (dashed line).

A reduction of FSS towards zero can be achieved also
in more realistic non-symmetric QDs. In Fig. 4 we show
FSS in lens-shaped QDs elongated along [11̄0] with the

ratio of the lateral dimensions of 1.1 for two thicknesses
of the CL (4 and 7 nm). The shape elongation causes
the large negative FSS in type-I regime. Although FSS
in type-I regime is large compared to a natural exciton
linewidth (about 4 µeV for a typical life time of 1 ns [12]),
for both CL thicknesses it is reduced below the linewidth
during the crossover to the type-II regime. Thus, by set-
ting a proper composition of the GaAs1−ySby overlayer,
QDs with a low value of FSS can be produced.

4. Conclusions

The character of confinement in InAs quantum dots
capped with a GaAs1−ySby overlayer depends on the
composition of the overlayer, with the holes coupled in-
side the QD for low Sb content and outside the QD for
high Sb content. During the crossover between type-I
and type-II confinement, the lateral profile of the hole
wave functions is modified, resulting in the strong vari-
ations of the FSS. By setting a proper Sb content it
shall be possible to prepare QDs with naturally low FSS
and efficient photoluminescence, which are important for
quantum communication as the source of polarization-
entangled photon pairs.
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Dark excitons (DEs) confined in epitaxial quantum dots (QDs) are interesting because of their long lifetime
compared to bright excitons (BEs). For the same reason they are usually difficult to access in optical experiments.
Here we report on the observation of vertically polarized light emission from DEs confined in high-quality
epitaxial GaAs/AlGaAs QDs located in proximity of a cleaved facet of the QD specimen. Calculations based on
the eight-band k·p method and configuration interaction allow us to attribute the brightening of the DE to the
anisotropic strain present at the sample edge, which breaks the symmetry of the system and enhances valence-band
mixing. The mechanism of DE brightening is discussed in detail by inspecting both the Bloch and envelope wave
functions of the involved hole states. In addition, by investigating experimentally and theoretically QDs with
different sizes, we find that the energy separation between DE and BEs tends to decrease with increasing QD
height. Finally, the presence of a cleaved facet is found also to enhance the BE fine structure splitting. This work
provides a simple method to optically probe dark excitonic states in QDs and shows that the properties of QDs
can be significantly affected by the presence of nearby edges.

DOI: 10.1103/PhysRevB.95.165304

I. INTRODUCTION

The simplest low-temperature excitation in a quantum
dot (QD) is a neutral exciton consisting of an electron in
the lowest confined conduction-band state and a hole in the
uppermost valence-band state. Most of the semiconductor QDs
obtained by epitaxial growth of zincblende semiconductors,
such as GaAs, are characterized by an uppermost valence-band
state of heavy-hole (HH) character. The confined hole, with
a total angular momentum quantum number J = 3/2 and
projection Jz = ± 3/2 along the growth direction z, interacts
with the confined electron, with spin projection quantum
number Sz = ± 1/2, through the Coulomb and exchange
interaction, leading to four possible excitonic configurations.
Two of them, with total angular momentum of ± 1, are dipole
allowed and are thus referred to as “bright excitons” (BEs). The
corresponding transition electric-dipole moments are parallel
to the growth plane [(001) GaAs for the dots considered here].
The remaining two, with total angular momentum of ± 2,
are dipole forbidden and are therefore called “dark excitons”
(DEs). Because of their negligible oscillator strength, DEs have
been largely neglected compared to BEs. However, because of
their much longer lifetime, DEs are interesting for spin storage
for quantum information processing [1–3].

To access the optically inactive DEs, different methods and
conditions have been used. Examples include the electrical
[2] or optical [3] injection of a single electron or hole into
afore-prepared DE states, spin-flip interaction with a magnetic
impurity [4], two-photon pumping [5], mixing of carrier spins

*yongheng@ustc.edu.cn
†krapek@monoceros.physics.muni.cz

by an in-plane magnetic field [6–11], and mixing hole states
induced by built-in strain or shape asymmetries [12–14].

In this paper we report on the observation of DE emission
in GaAs/AlGaAs QDs, which are obtained by local Al-droplet
etching of AlGaAs. In absence of perturbations, the studied
dots are practically unstrained and are characterized by a
round shape [15–17], leading to weak hole mixing [17] and
strongly suppressed DE emission. In order to access the DEs,
we investigate the light emission of QDs located in proximity
of a cleaved facet of the sample, using polarization-resolved
microphotoluminescence (μ-PL) spectroscopy. The cleaved
edge reduces the symmetry of the QD environment and
leads to a spontaneous brightening of the DE emission. By
using the eight-band k · p method and the realistic structure
as input, we show that the enhanced optical activity of
DEs in QDs stems from anisotropic strain induced by the
cleaved edge in its neighborhood and consequent HH–light-
hole (LH) mixing. By studying QDs with different sizes,
we find that DEs are optically accessible only when the
QD size is sufficiently large and disappear for the smallest
QDs. We also find that the energy splitting between DE
and BE tends to decrease when the QD size increases.
These observations are consistent with the results of our
calculations. On one hand, this work shows that nearby edges
can significantly influence the optical properties of QDs, which
is important in view of their integration in nanophotonic
structures [18]. On the other hand, it provides a simple method
to achieve spontaneous brightening of DEs in QDs, opening
up the possibility to have similar dots with and without the DE
emission in the same sample.

The paper is organized into eight sections. Section II
presents experimental and theoretical methods involved in the
study and Sec. III presents the photoluminescence data. In
Sec. IV we discuss symmetry factors related to the cleaved
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edge and conclude that it is a weak strain field with in-plane
anisotropy in the vicinity of the edge that makes the dark
excitons optically accessible. In Sec. V we discuss the
components of the hole wave function in presence of mixing.
Section VI is dedicated to the effects of QD size and in Sec. VII
we discuss the fine structure splitting and its variation in the
presence of the cleaved edge. Section VIII concludes the paper.

II. EXPERIMENTAL AND THEORETICAL METHODS

The experiments were performed on three different QD
samples grown on 350-μm-thick intrinsic GaAs(001) sub-
strates using molecular beam epitaxy. The QD heterostructure,
grown on a 25-nm-thick AlAs layer, consists of a 200-nm-thick
Al0.4Ga0.6As layer with a layer of GaAs QDs in its center.
The QDs were obtained as described in Refs. [15,16]: first
round-shaped nanoholes were produced on an Al0.4Ga0.6As
surface by Al droplets; then the nanoholes were filled by
depositing 1, 1.5, and 2 nm of GaAs for the three different
samples. Because of capillarity effects, the corresponding QD
heights are about 4, 6, and 7.5 nm.

To access the DE signal, which is expected to be polarized
along the growth direction [13], we performed polarization-
resolved µ-PL measurements by collecting the PL signal
from an edge of the samples, cleaved along the [110] crystal
direction, using the configuration sketched in Fig. 1(b). Linear
polarization analysis was performed using a rotatable achro-
matic half-wave plate and a fixed Glan-Thompson polarizer.
In all the measurements, the temperature was kept at about
9 K.

The interpretation of the experimental data is supported by
theoretical calculations. Exciton energies and optical selection
rules are calculated using the configuration interaction (CI)
approach on top of single-particle calculations based on
eight-band k·p theory applied to QDs with realistic shape
and composition.

The eight-band k·p theory is a state-of-the-art method for
the calculation of single-particle properties of QDs [19]. Based
on the original formulation of k·p theory for bulk crystals [20],
it was adapted for quantum heterostructures [21]. For direct
band gap semiconductors such as GaAs, the wave function is
expanded into a series of zone-center Bloch waves un(r) with
the space-dependent expansion coefficients χn(r) denoted as
envelope functions:

ψ(r) =
8∑

n=1

χn(r)un(r). (1)

Here the summation goes over two conduction bands
and six valence bands—heavy-hole band, light-hole band,
and spin-orbit split-off band (each doubly degenerate due to
spin). When relevant, the effects of strain are incorporated
via Pikus-Bir Hamiltonian [22] and piezoelectric potential is
calculated and added to the total Hamiltonian. We note that
this applies only to the cleaved-edge related strain as the
built-in strain due to lattice mismatch in our GaAs/AlGaAs
QDs is negligibly small. A numerical implementation consists
in a finite difference scheme with a grid step of 1 nm and a
typical grid size of 78 × 78 × 30 (i.e., 1.8 × 105) voxels.
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FIG. 1. (a), (c), and (e) Color-coded linear-polarization-resolved
spectra collected from a cleaved facet of QD samples with GaAs QDs
obtained by filling AlGaAs nanoholes with 1, 1.5, and 2 nm GaAs,
respectively. 0° corresponds to the [110] crystal direction, while 90◦

corresponds to the [001] direction (growth direction). Logarithmic
color scale is used for the spectrum intensity. (b), (d), and (f) Spectra
extracted from (a), (c), and (e), respectively, at polarization angles of
0◦ (red squares) and 90◦ (black circles). D1 labels the DE component,
B1/B2 labels the lower/higher components of the BE doublet. The
intensity of D1 and B1 is magnified by a factor of 3. The insets in (b)
show the experimental configuration for the measurements and the
sketched crystal directions (the excitation laser and collection path
are parallel to the [1–10] crystal direction).

The eigenenergies of the Hamiltonian are found using an
optimized Davidson algorithm [23].

The single-particle states were subsequently employed
to calculate the exciton structure following the procedure
outlined in Refs. [24,25]. Here the exciton wave function
is expanded into Slater determinants constructed from the
single-particle states. We restricted our basis to the ground
electron and hole states and employed optimized evaluation of
exchange interaction matrix elements [26].

In the calculations we implemented the nanohole shape
measured by AFM to define the lower boundary and a flat
plane for the top boundary of the model QD. Such approach
was justified in our previous studies [16,27]. The selected
height range of the model structures covers the range of the
experimentally studied samples.

III. PHOTOLUMINESCENCE SPECTRA
FROM A CLEAVED FACET

Figures 1(a), 1(c), and 1(e) show color-coded polarization-
resolved spectra obtained from one representative QD con-
tained in each of the three samples discussed above, collected
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FIG. 2. Experimental and calculated energy separation between
DE (D1) and BE (B2) as a function of dark exciton energy. The
scattered symbols are experimental data. The line plus symbols show
the calculated results of QDs with height from 2.6 to 8.6 nm with a
step of 1 nm.

along the [1–10] direction. Figures 1(b), 1(d), and 1(f) show
the corresponding spectra polarized along the [110] and [001]
directions. Hereafter we use D1 to label the DE line, and B1/B2

to label the lower/higher energy component of the BE doublet.
D1 appears below B1/B2 and is polarized along the [001]
direction (i.e., the growth direction, which coincides with the
main confinement direction of the QD). Similar observations
were reported for CdTe/ZnTe QDs, which are—different from
the present case—strongly strained [12]. B2 appears to be
polarized along the [110] direction. B1 is expected to be
polarized along the [1–10] direction. Due to total internal
reflection at the interface between the (001) sample surface and
air, B1 can be partially collected along [1–10] as explained in
Ref. [17]. Here we point out that in even smaller QDs, obtained
by filling the nanoholes with less than 1 nm GaAs, we were
not able to detect DE emission.

From Fig. 1 we see that the energy splitting between dark
and bright excitonic lines increases with decreasing QD size.
The scatter plots in Fig. 2 confirm that the energy splitting
�EDB between D1 and B2 lines measured on different dots in
the three different samples tends to increase with increasing
exciton energy, i.e., with decreasing QD size.

IV. SYMMETRY-BREAKING FACTORS RELATED
TO A CLEAVED FACET

The first question we want to address is: why is the
DE visible at all? In the following we will show that the
DE brightening stems from the anisotropic strain related to
the cleaved edge, which results in enhanced mixing of LHs
into dominantly HH-like ground state. Different from the
aforementioned works [2–15], our QDs are characterized by
very small strain and a regular shape, so that HH-LH mixing
in QDs located far away from edges is expected to be small
and to have negligible impact on the observability of dark
excitons. This statement, which is also supported by atomistic
pseudopotential calculations presented in Ref. [17], will be
further justified in Sec. V. Because the used materials in our
samples are nonmagnetic and the QD has regular shape, the

0
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↓
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FIG. 3. Relative DE decay rate (divided by the BE decay rate)
and |LH↓〉 weight (in the spin-up hole ground state ψ

↑
H , which

is dominated by |HH↑〉) as functions of local strain field (a) and
(c) and electric field (b) and (d) for several QDs with different
sizes. The |LH↑〉 component is not included because it does not
contribute to the optical response (see text). The strain along [1–10]
and the electric field along the [1–10] crystal direction are taken as
the independent variables.

only symmetry-breaking factor is the presence of the cleaved
edge. This may introduce (i) an anisotropic strain field with
major axis parallel to the [1–10] direction (due to the oxidation
of the AlAs layer present below the QD structure, surface
reconstruction and oxidation of the cleaved facet, and slight
strain relaxation of the Al(Ga)As structure [28]), and/or (ii)
a local electric field (from oxidation and surface depletion
[29–32]).

To explore the effects of strain and electric field on the
visibility of the DE, we used a theoretical model based on
eight-band k·p theory [19]. The introduced local strain is
assumed to have a major component ε along [1–10] (with
magnitude up to 0.1%) and a minor component along [001].
The strain along [110] is assumed to be 0 because the
layer is fixed to the macroscopic substrate and cannot relax
parallel to the cleaved edge [28]. The homogeneous electric
field is assumed to be parallel to the [1–10] direction (i.e.,
perpendicular to the sample edge) with a magnitude up to
10 kV/cm [33].

The results of the calculations are summarized in Fig. 3(a),
which shows the values of the DE decay rates relative to the
BE decay rates. These values, which are obtained in the dipole
approximation [23], roughly correspond to the relative ratio of
D1 and B2 intensities. The decay rate of the DE is negligibly
small if no symmetry-breaking field is present. With increasing
strain field the brightness of the DE increases. In addition, the
effect is more pronounced for larger QDs, while for smaller
QDs the DE decay rate remains small. For the strain ε =
0.1%, the relative DE decay rates read 0.005, 0.012, and 0.026
for QD heights 4.6, 6.6, and 8.6, respectively. These values
have the same order of magnitude as in the experimental data
[27]. A direct quantitative comparison is however not possible,
since in the experiment we do not know the exact distance of
each QD from the cleaved edge, the precise QD shapes, and
the values of local strain. By inspecting the wave functions of
confined holes as a function of strain we find that the increase
of the DE decay rate is accompanied by an enhanced weight of
the LHs in the ground hole state (in particular, spin-down LHs
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TABLE I. Exciton quadruplet in a QD with the height of
6.6 nm. E is the energy of each exciton component relative to
the lowest one. P[110] , [1−10], z are the transition probabilities for
the emission/absorption with linear polarizations in the respective
direction (neglecting a weak elliptical part). The first and second lines
correspond to the dark pair, the third and fourth lines correspond to
the bright pair.

E (μeV) P[110] P[1−10] Pz

0 0 0 0
0.9 0 0 0
128.6 0.015 0.863 0
136.1 0.853 0.015 0

for spin-up hole state), as shown in Fig. 3(c). On the contrary,
we find that realistic values of electric fields are not sufficient
to strengthen the decay rate of DEs to a level comparable to
experiments (the weight of the LHs remains negligible), see
Figs. 3(b) and 3(d).

The calculated exciton structure in a particular QD (height
of 6.6 nm) is detailed in Tables I and II for the case without
strain and with strain (ε = 0.1%), respectively. Without strain,
the ground exciton quadruplet is composed of two almost
degenerate DEs at low energy and two BEs at higher energy.
The DEs are fully optically inactive. The BEs exhibit optical
transitions with the linear polarizations close to [110] (high
energy) and [1–10] (low energy). The splitting between the
BEs (fine structure splitting, FSS) resulting from the slight
structural asymmetry of the QD was studied in detail elsewhere
[15,16]. The strain produces a brightening of one of the DEs
with the polarization along [001], which is more than 50-times
weaker than the BE (see Table II). At the same time anisotropic
strain also induces an in-plane polarization anisotropy of the
bright pair and increases the FSS.

V. MECHANISM OF DARK EXCITON BRIGHTENING

To explain the mechanism of the dark exciton brightening
we have to first understand the role of the LH components
in the hole state. As stated by Eq. (1), the wave function is
represented by an eight-component Luttinger spinor [34]. The
zone-center Bloch basis can be conveniently represented in
angular momentum representation as |J,Jz〉 where J and Jz

represent quantum numbers of total angular momentum and
its z projection. Alternatively, it can be given in Cartesian
representation, in which |S〉 represents the zone-center Bloch
wave for conduction band electrons (derived from atomic s

TABLE II. Exciton quadruplet as in Table I (QD height 6.6 nm)
in presence of strain field (tensile strain ε = 0.1% along [1–10] with
a proper relaxation along [001]).

E (μeV) P[110] P[1−10] Pz

0 0 0 0.010
2.4 0 0 0
114.5 0.001 0.720 0
149.3 0.975 0 0

orbitals) and |X〉, |Y 〉, |Z〉 represent the components of the
electron Bloch waves in the valence band (derived from atomic
px,py,pz orbitals), which transform as the respective coordi-
nates under the crystal point group symmetry operations. The
basis states un in Eq. (1) read

|EL↑〉 =
∣∣∣∣S, + 1

2

〉
= |S↑〉,

|HH↑〉 =
∣∣∣∣3

2
, + 3

2

〉
= 1√

2
(|X↑〉 + i|Y↑〉),

|LH↑〉 =
∣∣∣∣3

2
, + 1

2

〉
= 1√

6
(|X↓〉 + i|Y↓〉 − 2|Z↑〉),

|SO↑〉 =
∣∣∣∣1

2
, + 1

2

〉
= 1√

3
(|X↓〉 + i|Y↓〉 + |Z↑〉),

|EL↓〉 =
∣∣∣∣S, − 1

2

〉
= |S↓〉,

|HH↓〉 =
∣∣∣∣3

2
, − 3

2

〉
= − 1√

2
(|X↓〉 − i|Y↓〉),

|LH↓〉 =
∣∣∣∣3

2
, − 1

2

〉
= − 1√

6
(|X↑〉 − i|Y↑〉 + 2|Z↓〉),

|SO↓〉 =
∣∣∣∣1

2
, − 1

2

〉
= 1√

3
(|X↑〉 − i|Y↑〉 − |Z↓〉).

Here EL, HH , LH , and SO correspond to electrons in
the conduction, heavy-hole, light-hole, and spin-orbit split-off
bands, respectively. The only nonzero optical matrix element is
of the spin-conserving type 〈S↑| px |X↑〉 with the polarization
direction corresponding to the valence band symmetry (x
polarization for |X〉, etc.). Thus, a heavy-hole corresponding
to a missing spin-up electron (|HH↑〉) can be combined with a
spin-up electron |EL↑〉 to form a bright exciton (〈S↑| px |X↑〉
is nonzero and �Jz = 1). In contrast, the same state forms
a dark exciton when combined with a spin-down electron
|EL↓〉 (〈S↓|px |X↑〉 is zero and �Jz = 2—such an angular
momentum cannot be carried by a single photon).

The ground hole state forms a Kramers doublet and is
dominated by a heavy-hole component with a weight of above
90% according to our calculations. [From Eq. (1), the weight
of one of the basis bands un in the valence-band state ψH can
be defined as 〈χn |χn〉.] Both states of the Kramers doublet
can be combined so their major-spin heavy-hole components
are maximized and the minor-spin heavy-hole components are
virtually zero. In the following, we refer to these two states as
ψ

↑
H and ψ

↓
H and focus on the ψ

↑
H state, which is dominated

by the |HH↑〉 component. As it was explained, a hole in
this state forms a BE with the spin-up electron |EL↑〉 and
a DE with the spin-down electron |EL↓〉. When the light
hole corresponding to a missing spin-up electron |LH↑〉 is
mixed to this state, the presence of a |Z↑〉 component adds an
out-of-plane polarized transition to the BE (with |EL↑〉) and
two bright (but weak for moderate HH-LH mixing) in-plane
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polarized transitions to the DE (with |EL↓〉). The presence
of a |LH↓〉 component in the ψ

↑
H may lead instead to a

polarization anisotropy of the BE transitions and adds a bright
out-of-plane polarized transition to the DE. Our experiment
reveals an out-of-plane polarization for DE transitions, which
corresponds to the |LH↓〉 component mixed into the ψ

↑
H hole

state (and |LH↑〉 component mixed into ψ
↓
H state).

In as-grown QDs without additional strain or electric fields,
the LHs are coupled to the dominant HH primarily by the
quantum confinement. (Additional effects, such as interface
disorder, which are not modified by strain, are discussed in
Ref. [35].) In the case considered in Table I (QD height 6.6 nm,
no strain) the |LH↑〉 and |LH↓〉 weights in the spin-up hole
state ψ

↑
H are 4.1% and 0.7%, respectively. Despite a small but

significant weight of LHs (about 5% in total), mixing does
not affect appreciably the optical properties, which are very
close to those of a purely HH exciton, i.e., there is no emission
with out-of-plane polarization. We note that the dominant LH
contribution to the ψ

↑
H state is given by |LH↑〉. According to

the form of the Bloch waves (see discussion above), this LH
state would induce in-plane polarized emission for the DE and
out-of-plane polarized emission for the BEs, in contrast to the
experimental data. The reason can be understood by inspecting
the envelope functions of the hole wave functions and their
overlap with the electron wave function. Figures 4(a) and
4(b) display the probability density distribution corresponding
to the conduction-band envelope function for an electron
confined in a QD with structure displayed in Figs. 4(c) and
4(d). The probability density distributions of the |HH↑〉,
|LH↑〉, and |LH↓〉 components of the ground hole state
ψ

↑
H [i.e., |〈un |ψ↑

H 〉|2 = |χn(r)|2, see Eq. (1)] are shown in
Figs. 4(e) and 4(f), Figs. 4(i) and 4(j), and Figs. 4(m) and 4(n),
respectively. Note that the color scales are normalized to be
able to observe features of the weak LH components. While the
electron wave function and |HH↑〉 envelope function strongly
overlap, the donut-shaped |LH↑〉 envelope function has only
a weak overlap with them. Additionally, due to its in-plane
quasiantisymmetry (not shown) its contribution to the optical
matrix elements is close to zero. The same considerations
apply to the |LH↓〉 component.

In presence of strain with ε = 0.1% (Table II), the weight
of the LHs is increased to 5.0% (|LH↑〉) and 2.0% (|LH↓〉).
Strain modifies the probability density distributions of the
|HH↑〉, |LH↑〉, and |LH↓〉 components of the state ψ

↑
H ,

which are displayed in Figs. 4(g) and 4(h), Figs. 4(k) and
4(l), and Figs. 4(o) and 4(p), respectively. (The electron wave
function is only negligibly modified by the strain and is not
shown.) While the |LH↑〉, which is mostly induced by the
quantum confinement (as discussed above), still has negligible
overlap with the electron wave function [Figs. 4(k) and 4(l)],
the strain-enhanced |LH↓〉 [Figs 4(o) and 4(p)] has a sizable
overlap with the electron and exhibits in-plane quasisymmetry.
Therefore, it contributes to the optical transitions and leads to
the DE brightening. The corresponding transition dipole is ori-
ented along the growth direction, as observed experimentally.
To avoid confusion, we also note that the exciton is still mostly
heavy-hole-like with a small contribution of light holes and
differs considerably from the purely light-hole exciton studied
in Ref. [17].

FIG. 4. Significant envelope functions (represented by probabil-
ity density distributions) of the ground spin-up electron and hole
states in a GaAs QD with a height of 6.6 nm. (a) and (b) electron,
|S↑〉 component. (c) and (d) QD planar cross sections on the (001)
plane through the midheight and on the (1-10) plane through the
center, respectively (black: GaAs, yellow: Al0.4Ga0.6As). (e)–(p)
Components of the spin-up hole ground state ψ

↑
H : |HH↑〉 with no

strain (e) and (f) and with an additional uniaxial strain (ε = 0.1 %)
along the [1–10] direction (g) and (h); |LH↑〉 with no strain (i) and
(j) and with strain (k) and (l); |LH↓〉 with no strain (m) and (n) and
with strain (o) and (p). The two-dimensional graphs are constructed
by integrating the density over the third (nondisplayed) coordinate.
The color scale is normalized to the respective maxima.
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It is instructive to discuss the envelope functions of different
components of the ground hole state from the point view of
symmetry. We introduce the total angular momentum F =
J + lχ of a particle as a sum of its zone-center Bloch wave
total angular momentum J and the envelope function angular
momentum lχ . For a cylindric symmetry of the confinement
potential (or as long as the deviation is small, which is the case
of zero strain), the z projection of the total angular momentum
Fz is a good quantum number and every component of the
Luttinger spinor carries the same value of Fz. The dominant
component of the valence-band spin-up ground-state ψ

↑
H is

|HH↑〉 with Jz = + 3
2 . The corresponding envelope function

has l
χ
z = 0, resulting in Fz = + 3

2 . Consequently, the envelope
functions for |LH↑〉 and |LH↓〉 components (with Jz = + 1

2
and − 1

2 ) must have angular momentum l
χ
z of +1 and +2,

respectively. The value of 1 for l
χ
z of the |LH↑〉 is responsible

for the node in the center of the density distribution (a donut
shape of the envelope function) in Figs. 4(i) and 4(j). On the
other hand, when external stress is applied, the symmetry is
reduced and Fz is no longer a good quantum number. For
that reason, the envelope function for the |LH↓〉 component
in Figs. 4(o) and 4(p) has l

χ
z = 0 character. It has therefore

nonzero spatial integral with the electron and renders the DE
optically active.

The above discussion, which is based on noninteracting
single electrons and mixed holes in our QDs, allows us to
understand the origin of the observed brightening of DEs.
However, the Coulomb, exchange, and correlation interactions
must be taken into account to achieve a quantitative and
complete description of the excitonic spectrum of QDs, i.e.,
the transition energies and decay rates. As an example, the
above arguments are not sufficient to explain why only one
of the two originally dark excitons is brightened (see Tables I
and II).

VI. EFFECTS OF QD SIZE ON DARK EXCITON
INTENSITY AND EMISSION ENERGY

The size of the QD affects the optical activity of the DE (in
small QDs, the DEs remain dark, for larger QDs they become
bright although no quantitative trend was experimentally
observed) and the dark-to-bright exciton energy separation
(which decreases with increasing QD size as shown in
Fig. 2).

The fact that the strain brightens the DE more effectively in
large QDs can be explained as follows. While the HHs and LHs
are degenerate in the bulk, quantum confinement introduces
an energy splitting between confined HH and LH levels. The
larger the QD, the smaller is the splitting. For a particular value
of anisotropic in-plane strain (and thus for the same magnitude
of the mixing term in the Hamiltonian) the HH-LH mixing is
more effective for small HH-LH splitting, i.e., in large QDs.
This naturally results into a stronger optical activity of the DE.
This conclusion is supported also by the simulations, as shown
in Figs. 3(a) and 3(c).

Next, we discuss the dependence of �EDB on the QD
size. In Fig. 2 we show both experimental and theoretical
values of �EDB as functions of the exciton transition energy,
which is used to represent the QD size (lower transition energy

)ged( elg na .l o
P
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Veμ( 
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FIG. 5. (a) and (b) Calculated fine structure splitting (FSS) of
the bright in-plane-polarized excitons as a function of strain (a)
and electric field (b) for QDs with different sizes. (c) and (d)
Representative color-coded polarization-resolved spectra (collected
along the growth direction) of QDs, obtained by 2 nm GaAs filling,
in the center and near the cleaved edge of a sample.

corresponds to taller QD and vice versa). We see that our
calculations reproduce well both the magnitude of �EDB and
its increase with decreasing QD height. Note that strain has
minor effects on �EDB , as mentioned above. The increase of
�EDB with decreasing size (increasing emission energy) is
attributed to the stronger Coulomb (and exchange) interaction
in smaller QDs, which are characterized by more compact
wave functions. The spread of the experimental data collected
on small QDs may be due to the strong sensitivity to the specific
shape of the nanoholes.

VII. EFFECTS OF CLEAVED FACET ON THE BRIGHT
EXCITON FINE STRUCTURE SPLITTING

To further corroborate our conclusion that anisotropic
strain is responsible for the brightening of DEs, we test
here one prediction of our model, i.e., that the strain-induced
symmetry reduction at cleaved facets leads to a sizable increase
of the FSS of the bright doublets. Figures 5(a) and 5(b)
show the calculated FSS as a function of strain field and
electric field, respectively. The strain field results into an
increase of FSS while the effect of an in-plane electric field
is much smaller. Figures 5(c) and 5(d) show representative
polarization-resolved spectra of QDs in the center and close to
the edge (within 1 μm) of a 3 mm × 3 mm sample, respectively.
In this case, µ-PL spectra were acquired with excitation and
collection along the growth direction. Already from the raw
data we see an increased FSS for QDs close to the sample edge,
as expected. This observation is confirmed by measuring the
FSS of several QDs [28]. The agreement between experiments
and calculations supports our conclusions on the effects of
strain and our explanation of the brightening of DE in the
GaAs QDs.

VIII. CONCLUSION

In conclusion, we have reported on the observation of dark
excitons confined in GaAs QDs close to a cleaved facet.
The DEs are clearly visible in large dots and their energy
separation from the dominant BEs tends to decrease with
increasing QD size. We attribute the spontaneous brightening
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of DEs to the symmetry breaking provided by anisotropic
strain fields present at cleaved edges. Theoretical calculations
using eight-band k·p theory reproduce well the experimental
results and show that, while modest heavy-/light-hole mixing
is already present in our QDs due to the quantum confinement,
only anisotropic strain can lead to a significant brightening of
the DEs. This work presents a straightforward method to access
DEs in symmetric QDs, which may be used as long-lived
states for spin storage in quantum technologies. At the same
time it shows that both the hole mixing in QDs and the FSS of
bright excitons are significantly affected by nearby edges. This
means that even a cleaved edge suffices to make a dark exciton
optically active, which has to be taken into account when a long
lifetime of dark excitons is desirable or when integrating QDs
in nanophotonic structures. On the other hand, we propose
the possibility to have both optically active and inactive dark
excitons on a single sample, where the patterning of the sample
would allow their positions to be controlled. Finally, by relying

on the progress in dynamic manipulation of strain in QDs
[36,37], we envision the possibility of dynamically switching
on/off a DE via application of anisotropic stress pulses.
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Abstract. We calculate the excitonic structure of pairs of GaAs/AlGaAs quantum dots
forming lateral molecules and obtain the entanglement of exciton states. The following
advantages of the lateral geometry over the vertical one are found: (1) The energy structures
of the dots forming a molecule can be in principle identical. (2) Comparable tunneling of
electrons and holes ensures a high entanglement of antisymmetric excitons. A drawback of
existing structures are very low tunneling energies, which make the entanglement vulnerable
against differences in the sizes and shapes of both dots.

1. Introduction

Peculiar properties of the quantum computing allow to design algorithms superior to classic
ones. A prominent example is Shor’s algorithm factoring large numbers with a polynomial
time complexity. Quantum algorithms rely on two-state quantum systems – qubits, and devices
coherently manipulating qubits – quantum gates. They might be realized in various physical
systems, among which semiconductor quantum dots (QDs) offer several advantages such as easy
integration with existing electronic devices. The representation of the qubit by a charge confined
in a vertical quantum dot molecule (QDM), with the position in the lower/upper dot representing
the 0/1 state, has been proposed [1]. The proposal has been later criticized as based on non-
realistic assumptions [2]. In particular, inevitable differences between the electronic structures
of the individual dots lower the entanglement significantly. Another drawback is the difference
between the tunneling energies for electrons and holes, which further reduces the entanglement
of optically dark excitons.

Recent progress in the growth technology makes it possible to prepare lateral QDMs. The
interaction between the laterally closely spaced dots has been reported for the InAs/GaAs system
[3]. There are also GaAs/AlGaAs quantum dot pairs in which a mutual interaction is expected
[4]. The main advantage of the lateral topology is that there is no a-priori obstruction in making
both dots identical from the point of view of their electronic structure. In contrast, in the vertical
arrangement the strain field in the lower dot and in the upper dot differs. By manipulating the
dot sizes, we can put into resonance either the electron levels or the hole levels, but not both at
the same time. No such restriction applies to the lateral topology. Lateral QDMs also have the
advantage of comparable tunneling energies of electrons and holes [5].
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In this paper we present calculations of the excitonic structure of lateral QDMs consisting
of two overlapping cones and of the related entanglement. We briefly discuss the characteristic
energies of QDMs and their impact on the entanglement: Coulomb attraction, tunneling, and
detuning. Realistic calculations follow, which combine the eight-band ~k · ~p method for single
particle states with the configuration interaction method; the typical shape and dimensions of
the dots are taken from Refs. [4, 6].

2. Entanglement: Effect of characteristic energies

A quantum system consisting of two particles A and B in states |φA〉 and |φB〉 is described by
the product state |φAB 〉 = |φA〉|φB〉, e.g., |0A0B〉. Applying the principle of superposition to the
product states we can construct also states which cannot be expressed as products of individual
particle states, a prominent example being |0A0B〉+|1A1B〉. These are so called entangled states.
If the system is in an entangled state, the properties of the components are correlated. Here the
composed system is an exciton and the components are an electron and a hole.

The entanglement of an exciton in a QDM can be explained in terms of an interplay of three
characteristic mechanisms: Coulomb attraction, tunneling, and detuning. To study this effect
we employ a simple tight binding (TB) model of a QDM [1, 2]. Let |e0〉, |e1〉 denote the states
of electrons in individual dots labelled as 0 and 1 (representing the 0 and 1 of a qubit), |h0〉, |h1〉
denote the corresponding hole states. In the basis |e0h0〉, |e0h1〉, |e1h0〉, |e1h1〉, the Hamiltonian
reads









E0 − H0 − U00 −tH −tE 0
−tH E0 − H1 − U01 0 −tE
−tE 0 E1 − H0 − U10 −tH
0 −tE −tH E1 − H1 − U11









Here Ei and Hi are energies of electrons and holes in dot i, tE and tH are the tunneling matrix
elements and −Uij are the Coulomb energies.

The number of parameters can be further reduced by the following assumptions. We
introduce the detuning energy ∆ due to the difference in the dot dimensions: E0 = E1 + ∆/2,
H0 = H1 − ∆/2. We assume that U00 = U11 = UD, U01 = U10 = UI ; U = UD − UI is the
Coulomb energy favoring the direct configurations over the indirect. Denoting Eg = E1−H1−UI

we rewrite the Hamiltonian as








Eg + ∆ − U −tH −tE 0
−tH Eg + ∆/2 0 −tE
−tE 0 Eg + ∆/2 −tH
0 −tE −tH Eg − U









Following [1, 2], we classify the eigenstates according to the following fully entangled states:
|a〉 = (|e0h0〉+ |e1h1〉)/

√
2 (direct, symmetric), |b〉 = (|e0h1〉+ |e1h0〉)/

√
2 (indirect, symmetric),

|c〉 = (|e0h1〉 − |e1h0〉)/
√

2 (indirect, antisymmetric), |d〉 = (|e0h0〉 − |e1h1〉)/
√

2 (direct,
antisymmetric). The degree of entanglement can be quantified via the entropy of entanglement
S = −TrρA log2 ρA with ρA = TrBρ, where ρ is the density matrix of the exciton, ρA is the
reduced density matrix of one component (e.g., electron), TrB is the partial trace over the other
component (e.g., hole). The maximal value of the entropy of entanglement for the considered
system is 1.

Figure 1 shows the entanglement of the two lowest excitonic states |α〉 (with the dominant
component |a〉) and |δ〉 (with the dominant component |d〉) calculated for U = 10 meV,
∆ = 1 meV and variable tE and tH . We consider either tE = tH (the ideal case) or tE = 3tH
(the largest difference found in our realistic model of lateral QDMs, see Fig. 2). For |α〉 there
exists an optimal tunneling for which the entanglement is the largest. For lower tunneling, the
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detuning prevents the formation of symmetric and antisymmetric orbitals and only one direct
configuration dominates the state. For higher tunneling, the Coulomb term looses its importance
and the contribution of indirect terms increases. The state |δ〉 exhibits similar behavior with a
slightly enhanced entanglement if tE and tH differ. However, if tE = tH , then entanglement of
this state increases as tunneling increases and is fairly large.

The strategies to obtain a large degree of entanglement have to aim at ∆ ≪ t ≪ U . Exploiting
of |δ〉 is recommendable because of the larger entanglement as compared to |α〉.
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Figure 1. The entropy of entanglement of
two lowest excitonic states: |α〉 (full lines)
and |δ〉 (dashed lines) from a TB model.
The values of the input parameters are U =
10 meV, ∆ = 1 meV. The values of tE and tH
are either the same (blue lines) or tE = 3tH
(orange lines).

3. Realistic lateral molecules

The realistic calculations consist of two steps. First, we employ the eight band ~k · ~p method to
obtain the single particle states. Second, these states are used as basis states for the configuration
interaction method yielding the excitons. The values of the material parameters are taken
from [7].

The model dots studied here correspond to two realistic systems which use GaAs as the dot
material and AlGaAs as the host material: “molecules” [4] and “single dots” [6]. As described
in Refs. [4, 6], the dots consist of pure GaAs, the bottom barrier consists of Al0.45Ga0.55As and
the top barrier of Al0.35Ga0.65As. The shape and dimensions of the structures are obtained with
a rather good accuracy from atomic force micrographs. The dots forming the molecule are not
completely separate (see Fig. 18 of Ref. [4] and inset of Fig. 2). “Molecules” are modeled as two
reverted cones with the characteristic height h of 4 nm, the characteristic radius r of 30 nm,
and the distance between the centers of the cones d of 32 nm. For “single dots” structure the
values of the parameters are h = 4 nm, r = 14 nm, d = 20 nm; further, the tips of both cones
are connected with a mound, which turns the hypothetic molecule into a single dot. However,
there is still a lateral narrowing between the tips. In our study we adopted the shape of two
reverted cones (we do not consider the connecting mound in “single dots”). We also allow d to
vary in order to explore possibilities of improving the existing structures.

For very low values of d the QDM behaves as a single QD. Since the proposal of the qubit under
consideration requires that the position of individual particles in one of the dots is well defined,
we set the following criterion: The system of two cones forms a molecule if the probability
density of the ground state in the area separating the cones is below 25 % of its maximum value.
This criterion is fulfilled if d > 14 nm for r = 14 nm and d > 21 nm for r = 30 nm. To validate
that such structures are molecules, we have calculated the effect of an electric field on them
(not shown here). In a molecule it is possible to localize the charge carrier in one of the dots
by adding a proper detuning (represented by the electric field), different from single dots. The
molecular behavior of our structures was confirmed. Modifying the above mentioned criterion to
1 % leads to d > 20 nm for r = 14 nm and d > 29 nm for r = 30 nm, resulting in an extremely
weak coupling between the dots. Therefore we have to accept a large probability density in
the separation area as a drawback of considered lateral QDMs. The reason for this undesirable
behavior is the shallow barrier between the dots, realized as the narrowing of the dot material
only. This point should be considered in improving the growth technology.
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Figure 2. Tunneling energies tE (brown) and
tH (blue) and the Coulomb energy U (green)
as functions of d for a model QDM with
h = 4 nm and r = 14 nm. The molecular limit
(probability density in the separation area
equal to 25 % of its maximum) is displayed
as the vertical black line, the realistic d is
denoted with the black arrows. The inset
shows a schema of the model structure.

Figure 2 shows tE , tH and U as functions of d for h = 4 nm and r = 14 nm (the results for
r = 30 nm are not shown). The electron tunneling for d corresponding to existing structures
(32 and 20 nm for r of 30 and 14 nm, respectively) is below 0.15 meV, yielding a negligible
entanglement for a realistic detuning. At the molecular limit, however, it increases towards
2.2 meV (r = 14 nm) and 1.5 meV (r = 30 nm). The tE/tH ratio varies between 2 and
3. This is a considerable improvement compared to vertical QDMs, where values above 10 are
predicted [2]. The Coulomb energy U is around 20 meV for the distances d yielding a reasonable
tunneling. Using the TB model and assuming a detuning ∆ = 1 meV, we obtain the maximum
entanglement for tE around 3 meV, a slightly larger value than that we obtained for simulated
QDMs. We also calculated the expected detuning by varying the radius of a model dot. The
distribution of r with a standard deviation of 0.25 nm (1 nm) yielded a detuning up to 1 meV
(5 meV). For the molecule with h = 4 nm, r1 = 13.9 nm, r2 = 14.1 nm, d = 14 nm we obtained
the entropy of entanglement S = 0.17 for |α〉 and S = 0.20 for |δ〉, while for zero detuning it was
S = 0.94 for |α〉 and S = 0.99 for |δ〉. The minimization of the detuning is therefore essential.

4. Conclusion

In conclusion, existing lateral QDMs presented in Ref. [4] suffer from low tunneling energies
(below 0.15 meV). Nevertheless, sufficiently large values (up to 2 meV) can be obtained for
the dots brought closer to each other. The ratio tE/tH is considerably smaller than in vertical
QDMs. The strategy to enhance the entanglement should consist of the following steps: (1)
Reducing the distance between QDs in a QDM. (2) Reducing the lateral dimension of QDs and
improving the barrier properties, resulting in a full separation of the QDs. (3) Minimization of
the detuning by improving the homogeneity of QDs.
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We demonstrate experimentally the possibility to manipulate the coupling strength in an asymmetric pair of
electronically coupled InGaAs quantum dots by using externally induced strain fields. The coupling strength of
holes confined in the dots increases linearly with increasing tensile strain. A model based on k· p theory explains
the effect in terms of modified weight of the light hole component mediating the coupling in the barrier. Our
results are relevant to the creation and control of entangled states in optically active quantum dots.

DOI: 10.1103/PhysRevB.89.241303 PACS number(s): 78.67.Hc, 78.20.hb, 78.55.Cr, 85.35.Be

A quantum dot molecule (QDM)—two semiconductor
QDs separated by a thin barrier—represents a striking ex-
ample of the analogy between artificial and natural atomic
combinations. Similar to the energy levels in a hydrogen
molecule, bonding and antibonding states are formed via
coherent tunneling [1] of charges in a QDM, giving rise
to anticrossing (AC) patterns in the electric-field dependent
photoluminescence (PL) spectra [2–5]. This artificial quantum
system has a potential application as a quantum gate in
quantum information processing [6–8], mainly due to the
possibility to initialize and control entanglement between
solid-state qubits [9–13]. Although the fine structure of the
optical spectra and the spin properties of QDMs made of two
vertically stacked InGaAs QDs in a GaAs matrix are now well
understood [11,14–16], active control of the coupling strength
between the two QDs—the key parameter determining the
operation rate of quantum gates [9,10]—still needs to be
demonstrated. In particular, the probability of a Landau-Zener
transition [17] (the transition from one AC branch to the other),
important in qubit manipulation [10], increases exponentially
as the coupling strength is decreased. Some qubit proposals [1]
also require comparable electron and hole tunneling rates [13].
Contrary to (optically inactive) electrostatically defined QDMs
[18,19], the spacer thickness in vertical QDMs is frozen and
there is no growth protocol [20] allowing an active control
over the spin qubit. A postgrowth tuning of the coherent
tunneling would overcome this shortcoming. Longitudinal
or transverse magnetic fields were predicted to affect the
coupling strength in vertical QDMs [21–24], but more recent
experiments and refined theoretical treatments have shown no
significant changes for fields up to 6 T [25]. Therefore, it
remains unclear if and how the tunneling rate of carriers in a
vertical QDM can be tuned.

In this Rapid Communication, we demonstrate active tuning
of the coupling strength of holes confined in individual
InGaAs/GaAs QDMs by externally induced strains. Eight-
band k· p calculations reveal that the origin of the observed
effect is a strain-induced modification of the heavy hole (HH)

*e.zallo@ifw-dresden.de

and light hole (LH) effective confinement potentials, which in
turn change the probability density for the hole states and thus
the coupling strength between the dots.

The device design employed in this work [26,27] allows
large stress and electric fields to be applied to single QDMs.
The QDMs consist of two vertically stacked InGaAs QDs
[28] embedded in the intrinsic region of n-i-p nanomem-
branes integrated onto piezoelectric actuators made of lead
magnesium niobate–lead titanate (PMN-PT); see Fig. 1(a).
The QDs are grown on a semi-insulating GaAs (001) substrate
by molecular beam epitaxy at the center of a 10 nm thick
GaAs/Al0.4Ga0.6As quantum well, in order to reduce carrier
escape at high electric fields (Fd ) across the diode [29]. The
QD height, which has a major influence on the confinement
energy, was controlled by means of the indium flush method
[30]. The different confined energy levels in the two dots
are tuned into resonance by applying a voltage (Vd ) across
the nanomembranes. Simultaneously, in-plane (compressive
or tensile) biaxial stress is transferred to the QD layers
[31] by applying a voltage (Vp) across the PMN-PT. While
piezoelectric-induced strains have been used previously to
control several properties of semiconductor structures [32–36],
their potential in the field of QDMs still needs to be explored.
The micro-PL (μPL) measurements were performed at 6 K
in a helium flow cryostat with a 50× microscope objective
(numerical aperture = 0.42). The device was excited with a
532 nm continuous-wave laser and the signal was collected
by the same microscope objective used for the excitation
and analyzed by a single (double) spectrometer featuring
∼30 μeV (∼15 μeV) spectral resolution. The degree of linear
polarization of the PL signal was analyzed by combining
a rotatable achromatic half-wave plate and a fixed linear
polarizer. For more details see the Supplemental Material [37].

Figure 1(b) shows the simultaneous effect of electric and
strain fields on a representative InGaAs QDM. By sweeping
the electric field across the diode (Fd in [−14.4,−6.5] kV/cm),
the X-shaped pattern of the positively charged exciton (X+)
[4] can be clearly observed. The magnitude of AC energy
gaps (�EAC) [20], defined as the minimum energy splitting
between bonding and antibonding states, and polarized cross-
correlation measurements between X+ and X0 [38] confirm

1098-0121/2014/89(24)/241303(5) 241303-1 ©2014 American Physical Society
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FIG. 1. (Color online) (a) Sketch of the device. Vertically stacked, disk-shaped InGaAs QDs (bottom-B/top-T QD with a nominal height
of 2.9/3.3 nm and a spacer thickness of 5.4 nm) are embedded in n-i-p nanomembranes integrated on top of a piezoelectric actuator (PMN-PT)
allowing in situ application of biaxial stresses by tuning the voltage (electric field) Vp (Fp). Independently, a voltage Vd applied to the
nanomembranes allows the electric field (Fd ) across the QDs to be controlled. (b) Color-coded microphotoluminescence (μPL) maps of a
representative QDM as a function of Fp and Fd (PL intensity in logarithmic scale). The typical anticrossings observed (AC1–4) are associated
with hole tunneling and are marked on the map at Fp = 0 kV/cm. (c) Sketch of the transition energies of the positively charged (X+) and
neutral (X0) excitons in a QDM (the X+ pattern is obtained by the formula reported in the Supplemental Material [37]). By sweeping Fd ,
different transitions are defined: two direct (10

20X
+ and 10

11X
+) and two indirect (10

11X
+ and 10

20X
+) with a larger Stark shift. The two additional

lines are direct recombinations arising from the neutral exciton (10
10X

0) and the doubly positively charged exciton (10
21X

2+).

this identification. The typical behavior of the excitonic energy
levels as a function of the electric field is sketched in Fig. 1(c).
As in Ref. [4], we consider transitions between the initial (X+)
and the final (single hole) states. Two indirect transitions, 10

11X
+

and 10
20X

+, where electrons and holes recombine in different
dots, anticross two direct transitions, 10

20X
+ and 10

11X
+, where

the recombination takes place in the same dot [39]. The ACs
have a magnitude ranging between 0.2 and 0.4 meV, reflecting
the overlap of the charge carrier wave functions in the interdot
region [1], and appear at different Fd because of different
Coulomb interaction values. The AC1 and AC2 (see the map
at the strain field Fp = 0 kV/cm) represent the anticrossing of
10
11X

+ and 10
20X

+, respectively, with 10
11X

+. The AC3 and AC4 are
obtained by the anticrossing of the direct trion recombinations
with the weak transition 10

20X
+, theoretically forbidden because

of no holes in the final state but partially tunnel induced in the
experiment. The lines going through AC2 and AC4 have previ-
ously been assigned to the spin triplet configuration of the two
holes in X+ due to Pauli blocking [15,40], because tunneling
conserves spin and the anticrossing lines represent singlet spin
states. Indirect transitions show more pronounced Stark shifts
(the change in energy with electric field) than direct excitons
due to their larger static electric dipole. From the slope of the
energy of the indirect transitions with respect to Fd we infer an
electron-hole (e-h) average distance of ∼7 nm, in reasonable
agreement with the nominal center-to-center dot separation
(d = 8.5 nm). Two additional direct recombination lines are
observed in the spectra: The brightest line stems from the neu-
tral exciton, 10

10X
0, and the weak line from the doubly positively

charged exciton, 10
21X

2+. From the slope of the direct transition

we obtain a permanent exciton dipole ∼0.48 e nm, where the
positive sign means that the electron wave function is shifted
towards the dot apex, possibly due to local In enrichment [41].

In the following we focus on the strain effects on the
coupling signature of the X+. When biaxial stress is applied to
the nanomembrane, the spectrum changes significantly. The
PL emission lines blueshift (redshift) for positive (negative)
Fp, due to compressive (tensile) strain [35,36]. At the same
time the values of Fd at which ACs occur increase (decrease)
under compressive (tensile) strain, as predicted in Ref. [42]. By
comparison with previous work [27], we estimate that in-plane
strain transferred to the GaAs nanomembrane varies by about
0.06%, when Fp is swept through the whole tuning range
(�Fp = 30 kV/cm), and the corresponding energy shift of
the neutral exciton (�Ep) is about 2.4 meV.

The most important result of this work is revealed by the
higher resolution μPL spectra of the same QDM, shown in
Fig. 2. In Figs. 2(a) and 2(b) we compare the region of AC1 at
the highest and lowest Fp (20 and −10 kV/cm), corresponding
respectively to the highest value of compressive and tensile
strains achieved in our device. We observe that application of
compressive (tensile) stress leads to a reduction (increase) of
the tunnel coupling. In particular, we measure a linear increase
of �EAC1 by 27 μeV for �Ep = 2.4 meV [see Fig. 2(f)],
where �EAC1 was obtained by fitting the energy splitting
between bonding and antibonding states (�E) as a function
of Fd [see Fig. 2(e)]. For details about the fitting procedure,
see Ref. [37]. A more pronounced effect was measured for
AC2 with a tuning range of 48 μeV in the same interval of
fields, as shown in Figs. 2(c), 2(d), and 2(f). Therefore, our
data clearly demonstrate that the combination of strain and
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FIG. 2. (Color online) Color-coded μPL maps of the (a), (b) AC1

and (c), (d) AC2 regions as a function of Fd at Fp = 20 kV/cm
(compressive strain, −0.04%) and Fp = −10 kV/cm (tensile strain,
0.02%), respectively. The dashed line marks the AC position. (e)
Parabolic behavior of the energy splitting (�E) between the bonding
and antibonding molecular states around AC1 as a function of Fd at
Fp = 20, 10, 0, −10 kV/cm. (f) Behavior of �EAC at AC1–4 as a
function of the neutral exciton PL energy shift (�Ep), when Fp is
varied through the whole tuning range (�Fp = 30 kV/cm). (g) �EAC

and the tuning range of the coupling strength in the range Fp = 20 to
−10 kV/cm for six QDMs.

electric fields allows the coupling strength of the QDM to be
actively manipulated.

Very similar results were obtained in six other QDMs
chosen randomly in our device; see Fig. 2(g). Specifically,
we find that �EAC fluctuates between different QDMs with an
average value of (270 ± 120) μeV. This is due to fluctuations
over the size, shape, and composition among the different
QDs and it is related to the lack of control over the QD
growth processes. On the other hand, the effect of the induced
strain is quite similar for all the investigated QDMs, with an
average value of (61 ± 19) μeV. We argue that by increasing
the strain induced in the membrane up to 0.4%, as obtained
in Ref. [27], we would be able to obtain the same predefined
coupling strength for any QDM in our sample (see Ref. [37]
for details).

From the linear fit of the �EAC as a function of �Ep

we obtain a slope ratio α(AC2)/α(AC1) = 1.9. This result

is consistent with the coupling dynamics obtained by the
formula �EAC2 = √

2�EAC1

√
1 + 2J 2

eh/�E2
AC1

as reported
in Ref. [15], where Jeh is the e-h exchange energy [16] and
the factor

√
2 considers the tunneling of two holes between

the two dots. The unpaired hole spin of 10
11X

+ results in the
doublet structure of intense lines in Figs. 2(a) and 2(b) with
the splitting increasing with tensile strain. Moreover, the line
that passes almost unaffected through AC2 at the resonance
point is no longer in the center and its energy separation from
the antibonding branch (higher energy component) is slightly
increased, as shown in Figs. 2(c) and 2(d). This reflects a
different influence of strain on the triplet and singlet states. A
similar strain effect on the coupling strength is measured on all
the other anticrossings [see Fig. 2(f) and Ref. [37] for details].
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FIG. 3. (Color online) (a) Color-coded μPL map of a represen-
tative QDM as a function of Fd at Fp = −10 kV/cm. (b) Transition
energies of X+ in the QDM (AC lines) resulting from a fit to the
experimental spectrum of (a). All the parameters used to fit the data are
listed in Table S1 [37]. (c) Tunneling energies of single hole (th) and
X+ (tX+ ) and electron-hole exchange interaction (Jeh) as a function of
�Ep , when Fp is varied in the whole range. (d) Three-dimensional
hole probability density of light hole (LH, green) and heavy hole
(HH, red) in the QDM (gray). The center-to-center dot separation
is 8.5 nm. (e) Confinement potentials of LH (green) and HH (red)
for the structure without (solid) and with induced compressive strain
of εxx = εyy = −0.1% (dotted). Energy is displayed in the electron
view. (f) Hole probability density in the barrier region of LH (green),
HH (red), and total (black) for the unstrained (solid) and strained
(dotted) case.
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In order to extract the relevant parameters of the QDM
and their evolution upon application of stress, we describe the
system with a modified Hamiltonian from the model reported
in Ref. [4], by taking into account the Stark shifts of the direct
transitions. We consider the transitions between the initial
state with one electron and two holes (ĤX+ ) and the final state
with a single hole (Ĥh) focusing on the four lines that anticross
each other and neglecting the spin-exchange interaction; see
Ref. [37]. The pattern is obtained by diagonalizing the two
matrices,

Ĥ
(2×2)
X+ =

(
�(−) −tX+

−tX+ −F ′
dd

∗
X+

)
, Ĥh =

(
εh −th
−th εh − F ′

dd
∗
h

)
,

where Ĥ
(2×2)
X+ is the reduced Hamiltonian of the singlet

states, �(−) is the energy distance between 10
20X

+ and 10
11X

+,
t = �EAC/2 is the tunneling energy, F ′

d is the electric field
(F ′

d = 0 at AC1), d∗ is the effective interdot distance, and
εh is the ground state energy of the hole. Finally, the energy
differences E1,2[Ĥ (2×2)

X+ ] − E1,2[Ĥh] provide the pattern
plotted in Fig. 3(b) at Fp = −10 kV/cm, which fits the
experimental data reported in Fig. 3(a). The fitting parameters
are �(−), d∗

h, d∗
X+ , �EAC1 = 2th, and �EAC2 = 2tX+ . Under

compression both th and tX+ decrease linearly as a function of
�Ep; see Fig. 3(c). Using the same formula reported above
linking th and tX+ , we found that Jeh ∼ 115 μeV at Fp =
0 kV/cm, consistent with singlet-triplet splittings measured
in similar structures [16], and it decreases with compressive
strain. Additional information is obtained by looking at the
screening, that is, the difference d − d∗, as a function of
�Ep; see Ref. [37]. This difference at Fp = 0 kV/cm for the
initial state (X+) is ∼11% larger with respect to the final state
(single hole) because of the extra e-h pair.

In order to understand the physical origin of the observed
changes in �EAC, we calculated the electronic structure and
the optical properties of the studied QDMs using the eight-
band k· p calculations including realistic strain distribution
and piezoelectric field; see Ref. [37] (see also Refs. [3,4]
therein). For the system under study with Fp = 0 kV/cm, we
obtain a transition energy ∼1.37 eV for the neutral exciton, an
energy difference between the symmetric and antisymmetric
states �EAC1 of 284 μeV, and a decrease of 46 μeV in the
tunnel coupling while sweeping the externally induced strain
from tensile 0.02% to compressive −0.04%, in agreement
with the experimental results [43]. Inspection of the wave

functions reveals that the hole probability density in the barrier
region is dominated by the LH component, as shown in
Figs. 3(d) and 3(f), Refs. [13] and [44]. This is because
the band edge of LHs in the GaAs barrier is about 80 meV
below the HH band edge, due to the local tensile strain
induced by the QDs. The HHs penetrate the barrier region
only by exponentially decaying tails at the QD boundaries,
leaving negligible probability density in the barrier center.
The compressive strain increases the energy of LHs with
respect to the HHs [see Fig. 3(e)], leading to a reduction
of the LH component in the barrier and therefore the tunnel
coupling. We note that reducing the center-to-center dot
separation below 8 nm will promote the HHs in the barrier
region eventually leading to the opposite dependence of
�EAC1 on strain, i.e., increase of tunnel coupling upon lateral
compression.

In conclusion, we have demonstrated that externally in-
duced strains can be employed to tune the coupling strength in
single InGaAs/GaAs QDMs. The strain changes the effective
confinement potential of the HH and LH in the barrier and
dot region, resulting in the reduction of the hole tunneling
for compressive strain. By applying electric and strain fields,
�EAC1 is varied up to 27 μeV and �EAC2 up to 48 μeV.
This achievement may pave the way to a precise and flexible
control of the entanglement between solid-state spin qubits in
optically active QDMs. We envision using the strain field to
tune the coupling strength of different QDMs to predetermined
reference values combined with fast electric pulses across
the device [45] to both initialize and readout the desired
delocalized QDM states. Faster control may be achieved by
strain modulations of the coupling strength provided by surface
acoustic waves [46–48].
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Abstract: We present a study of the optical properties of gold crescent-
shaped antennas by means of electron energy loss spectroscopy. These
structures exhibit particularly large field enhancement near their sharp
features, support two non-degenerate dipolar (i.e., optically active) localised
surface plasmon resonances, and are widely tunable by a choice of their
shape and dimensions. Depending on the volume and shape, we resolved up
to four plasmon resonances in metallic structures under study in the energy
range of 0.8 – 2.4 eV: two dipolar and quadrupolar mode and a multimodal
assembly. The boundary-element-method calculations reproduced the
observed spectra and helped to identify the character of the resonances.
The two lowest modes are of particular importance owing to their dipolar
nature. Remarkably, they are both concentrated near the tips of the crescent,
spectrally well resolved and their energies can be tuned between 0.8 – 1.5
eV and 1.2 – 2.0 eV, respectively. As the lower spectral range covers
the telecommunication wavelengths 1.30 and 1.55 μm, we envisage the
possible use of such nanostructures in infrared communication technology.

© 2015 Optical Society of America
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1. Introduction

Localised surface plasmons (LSP) are collective oscillations of free electrons in metal nano-
and microstructures of specific shapes and dimensions (antennas) coupled to the electromag-
netic field. Their characteristic feature is the subwavelength confinement of the electromagnetic
field, utilized in near field imaging [1,2] and ultracompact nanolasers [3]. Further, a strong
modification of the field magnitude with respect to the vacuum state, reflected in the photonic
local density of states, can be used to control the rate of optical processes, which is exploited
e.g. in tip enhanced Raman spectroscopy [4], single molecule fluorescence [5], improving the
efficiency of solar cells [6], or enhancing the photoluminescence of quantum dots [7,8]. An-
other applications, such as sensing [9] or labeling [10], are found in biology, environmental
sciences, or human medicine. Antennas of a crescent shape possess several advantageous prop-
erties. They can be prepared by electron beam lithography (EBL) [11], but also conveniently
manufactured using nanosphere template lithography, whereby a thin gold layer is deposited at
an oblique angle on polymer nanospheres [12,13], opening thus the way to the cheap mass pro-
duction. Close to their sharp tips hot spots of enhanced electric field and electromagnetic local
density of states are formed, allowing to enhance the optical processes [14]. In addition, simi-
lar to split-ring resonators, crescent geometry supports circular-current plasmon modes, which
interact with the magnetic component of the field and are a prerequisite for metamaterials with
a negative refraction index [13]. Having only one lateral mirror plane, the crescent antennas
allow for a directional response. Recently, they were also used to enhance the performance of
the solar cells [14,15].

Properties of LSP are extensively studied by numerous experimental methods. Far-field spec-
troscopic methods such as absorption spectroscopy [16,17], dark-field microscopy [18–21], or
time-resolved two-photon photoemission [22] provide the energy and lifetime [21,22] of LSP.
Several imaging techniques exist to reveal the spatial distribution of plasmon near fields. Scan-
ning near field optical microscopy enables the optical mapping of near fields of LSP [23] and
surface plasmon polaritons [24], but the spatial resolution is limited to about 50 nm. Scanning
transmission electron microscopy (STEM) applied simultaneously with electron energy-loss
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spectroscopy (EELS) facilitates the excitation and detection of particular plasmonic modes in
antennas [25–27]. The electron beam induces the oscillations of free electrons inside antennas.
Importantly, the electromagnetic field induced by these oscillations acts back on the impinging
electrons, changing both their energy and momentum. By analysing the spectral dependence of
the energy loss suffered by electrons, one can deduce the characteristic energies of the various
plasmonic modes of antennas. Furthermore, by extracting the energy loss spectral maps, one
can observe the spatial distribution of the excitation efficiency of the plasmonic modes. EELS
has been successfully applied to map LSP modes in nanospheres [28], nanorods [29], bow-tie
antennas [30], split-ring resonators [31], and complex plasmonic assemblies [32], to study the
hybridization of plasmons in nanoparticle dimers [33] or the symmetry breaking induced by the
substrate [34], to reveal universal dispersion relations [35], etc.

The interpretation of the EELS maps of LSP modes is not straightforward. Despite original
attempts to relate EELS to the photonic local density of states (LDOS) [25], pronounced dif-
ferences between both plasmonic mode characteristics were demonstrated [26]; in particular,
EELS was shown to be rather insensitive to the hot spots [26] between the particle dimers. Only
since very recently, complex methodologies mutually relating EELS and photonic LDOS, that
are based on the modal decomposition of involved quantities, have been developed [36,37].
Thus, it is preferable to accompany EELS measurements by the theory-based interpretation.
The simplistic antenna geometries allow for the analytic solution [38,39], but for more com-
plex ones numerical methods specially developed for this purpose should be used [40,41].

2. Methods

2.1. Gold antennas preparation

Gold crescent antennas of height 20 nm and various lateral dimensions were prepared using
focused-ion-beam lithography. The silicon nitride membranes with areas of 500× 500 μm2

and thickness of 40 nm were used as the substrate. First, a 20nm-thick Au layer was deposited
by ion beam sputtering on the substrate. After that, the antennas were fabricated by focused
30 keV Ga+ ion beam (FIB) milling of the gold film in a dual beam system Tescan Lyra. Each
antenna was located in the middle of a 1× 1 μm2 metal-free square. To verify that plasmonic
structures do not significantly interact with the surrounding metallic frames, spectra of equiva-
lent plasmonic antennas embedded in the metal-free squares of different sizes were compared
first. Annular dark-field (ADF) STEM images of the samples are shown in Fig. 1. Here, a
micro-grain structure of the antennas is clearly visible.

2.2. Electron energy loss spectroscopy

EELS measurements were carried out using a FEI Titan 80-300 environmental (scanning) trans-
mission electron microscope operated at 300 kV in scanning, monochromated mode. The in-
strument was equipped with a Gatan Tridiem 866 spectrometer. A 50 μm C3 aperture, camera
length of 38 mm, and a spectrometer entrance aperture of 2.5 mm and 0.01 eV per channel
dispersion were used for the data acquisition. This corresponds to a convergence semi-angle of
9.2 mrad and a collection semi-angle of 20.7 mrad. The spatial and energy resolution (defined
by the full-width-half-maximum of the zero-loss peak), are 0.3 nm and 0.2 eV, respectively. The
structure dimensions considered in the calculations were extracted from ADF-STEM images of
the samples. The plasmon excitation maps were obtained by extracting the spectrum image in
energy slices with 0.1 eV intervals.
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2.3. Simulations

To obtain insight into the physical origin of the observed peaks, the EELS response was simu-
lated using the boundary element method (BEM) following Refs [40,41]. To this end we used a
free software MNPBEM toolbox [42] together with an in-house developed extension for EELS.
The model structure was formed by two discs: from the basic disc of the radius rB another disc
of the radius rS, displaced by a distance c from the first one, was subtracted. The edges were
subsequently rounded with a radius of 5 nm. The height of both discs was set to the value
h = 20 nm following the value set for the lithographic process. The other parameters of the
antenna geometry were chosen in the way so that the model structures comply with the ADF-
STEM images (Fig. 1). For example, the structure A1, the spectra of which are presented in
Fig. 2(a), was modelled using rB = 56 nm, rS = 55 nm, c = 36 nm. A triangular mesh approxi-
mating the surface of the resulting structure was created by a Delaunay triangulation algorithm
using COMSOL Multiphysics software. A typical mesh consisted of about 3000 boundary ele-
ments and provided accuracy in peak positions of about 10 meV (determined by a comparison
with a mesh with about 10000 elements). In most calculations the substrate was not included, as
it increases the number of boundary elements considerably and has only a quantitative influence
on the results (red shift of the peaks by about 0.2 – 0.3 eV). The substrate (modeled as a finite-
size particle attached to the bottom of the gold antenna) was included in some calculations for
the accurate determination of the plasmon resonance energies. The dielectric function of gold
was taken from Ref. [43], for silicon nitride an infrared value at 1 eV of 3.9+0 j was used [44]
neglecting the dispersion. Apart from neglecting the substrate, the calculation accuracy is lim-
ited by the uncertainties and irregularities of the antenna shape. Remarkably, the variation of
the antenna height by 1 nm (5 %) shifts the resonant peak energy by up to 20 meV. Further,
sputtered gold forming the antennas is porous and composed of grains. Hence, its dielectric
function can deviate from the bulk case used in the simulations [45], which contributes to the
simulation error. In total, we estimate the accuracy of the calculated peak positions of 0.1 – 0.15
eV.

3. Plasmon mode mapping

Table 1. Lateral dimensions of six antennas involved in the study determined using ADF-
STEM images: length L (longitudinal tip – tip distance), thickness T (transverse outer-
edge – inner-edge distance, and width W (transverse outer-edge – tip distance). The energies
of their plasmon modes DL (longitudinal dipolar), DT (transverse dipolar), Q (quadrupo-
lar), and MA (multimodal) as obtained from the EEL spectra.

Sample L (nm) T (nm) W (nm) DL (eV) DT (eV) Q (eV) MA (eV)
A1 120 60 86 1.3 1.7 2.4
A2 93 45 60 1.5 2.0 2.5
A3 275 120 230 0.8 1.2 2.0
A4 248 86 187 0.85 1.25 1.8 2.1
A5 250 120 218 0.75 1.25 1.8 1.95
A6 230 116 194 0.9 1.3 1.8 2.0

In total six gold crescent-like antennas of various sizes manifesting qualitatively similar plas-
monic properties were studied. Annular dark-field (ADF) STEM images of the samples are
shown in Fig. 1. The lateral dimensions of the antennas, schematically depicted in Fig. 1, are
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Fig. 1. Left: ADF-STEM images of six gold plasmonic antennas involved in this study. The
inset in panel A3 displays characteristic spots of electron beam impingement (tips, inner
edge, and outer edge of the antenna). The inset in panel A6 shows the lateral antenna di-
mensions used in the text (length L, width W , and thickness T ). Right: The points represent
the energies of two dipolar plasmon resonances – DL mode (horizontal axis) and DT mode
(vertical axis). Experimental (full circles) and numerical (hatched diamonds) values are
compared. Different colors correspond to particular structures (red: A1, green: A2, blue:
A3, yellow: A4, brown: A5, gray: A6), the dashed lines connect the experimental and nu-
merical results for a particular structure to guide the eye. The theoretical values of the mode
energies already reflect the influence of the substrate.

summarized in Table 3, the height was kept at 20 nm. The antennas can be divided into two
subgroups according to their dimensions. In the following, first the smaller antennas (A1, A2)
will be discussed thoroughly, and then the distinct features of the larger antennas (A3, A4, A5,
A6) briefly described.

Broad range EEL spectra were acquired for the electron beam focused to specific spots close
to the antennas (see Fig. 2) as follows: the tips of the crescent (T1, T2), the center of the inner
edge (IE), and the center of the outer edge (OE). The distance between the beam and the antenna
boundary was set to several nm to assure a strong response while avoiding the penetration of the
electron beam into the metal and thus related losses. The electron trajectories are schematically
depicted in the inset of Fig. 2(a). With the corresponding colors, the energy loss spectra for
a particular smaller structure (A1) are shown in Fig. 2(a). The characteristic EEL spectrum
of smaller antennas is composed of three peaks, denoted as DL, DT , and MA with increasing
energy. It will be shown that the DL peak corresponds to a longitudinal dipolar mode (the
electron oscillations between the tips T1 and T2 along the axial antenna direction. The DT peak
corresponds to a transverse dipolar mode related to electron oscillations between the inner edge
of the antenna and its tips forming a dipole moment perpendicular to the longitudinal one, while
the MA peak corresponds to several high-order plasmonic modes and its position is related to
the onset of interband absorption in gold rather than the geometry of the nanostructure. The DL

peak dominates the spectrum obtained for the excitation spots T1,2 (further T1,2 spectrum),
while it is missing or weak in IE and OE spectra. This is not surprising, the odd symmetry of
the mode with respect to the mirror plane of the crescent prevents its coupling to the electron
beam with the trajectory involved in the mirror plane. The weak non-zero signal is attributed
to a non-ideal shape of the crescent and/or to the electron beam positioned slightly out of the
mirror plane. The DT peak is most pronounced in the OE spectrum. It is also present in the T1,2
spectrum as a shoulder of the stronger DL mode. It is weak in the IE spectrum which can be
explained by a similar argument as for the DL mode in the IE and OE spectra. Although there
is no longitudinal mirror plane, the IE spot is close to the center of mass of the structure and
the electric field of the DT mode is rather uniformly distributed along the longitudinal plane
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Fig. 2. (a) Left: Measured energy-dependent loss spectra for the structure A1 (L = 120nm,
T = 60nm, W = 86nm) and the electron beam impinging close to the tips (spots T1 and
T2, light blue and red line), outer edge (spot OE, dark blue line), and inner edge (spot IE,
green line) of the antenna. The inset schematically shows the electron beam positions (the
same colors as in the main graph). Right: Energy loss spectra calculated with MNPBEM
(colors correspond to the same spots as in the left panel). Solid and dashed lines are related
to the antenna on substrate and the free-standing antenna, respectively. (b) Left: Measured
EEL spectra for the larger structure A4 (L = 248nm, T = 86nm, W = 187nm) and the
electron beam impinging close to the tips (spots T1 and T2; red and light blue line), outer
edge (spot OE; dark blue line) and inner edge (spot IE; green line) of the antenna. Right:
Energy loss spectra calculated with MNPBEM for a free-standing antenna (dashed lines)
and subsequently modified using convolution with a Gaussian function of 0.15 eV FWHM
(solid lines). Colors correspond to the same spots as in the left panel.

containing the spot IE. Thus, the coupling of the mode whose field has the quasi-odd symmetry
with respect to that plane to the electron beam the field of which possesses the even symmetry
is weak. The MA peak is present in all spectra. The IE spectrum is most suitable for studying
its properties due to the absence of the DL and DT peaks.

The calculated EEL spectra for the structure A1 and the relevant electron beam spots are
shown in the right panel of Fig. 2(a) (both for the antenna on the substrate and free-standing
antenna). As in the experiment, we identify three peaks in the spectra. Their energies of 1.3(3),
1.8(1) and 2.3 eV (or 1.5(8), 2.0(8), and 2.4 eV neglecting the substrate) are in a reasonable
agreement with the experimental values of 1.3, 1.7, and 2.4 eV, respectively. Similarly, the
relative intensities of the modes for each electron beam spot correspond rather well to the ex-
periment. The DL peak is pronounced at the T1,2 spots and is also weakly excited when moving
the beam slightly off the mirror plane (not shown in Fig. 2). The DT peak is the strongest at the
OE spot. In the theoretical IE spectrum it is rather weak, yet stronger than in the experimental
IE spectrum – a signature that the model structure does not fully reflect the quasi-odd longitu-
dinal symmetry discussed in the previous paragraph. The MA peak is visible at both the IE and
OE spots. Both the DT and MA peaks are visible or at least perceived in the theoretical T1,2
spectra. The FWHM of the peaks is generally lower than in the experiment, which is attributed
to the finite energy spread of the electron beam and the resolution of the spectrometer. Right
panel of Fig. 1 compares the experimental and calculated energies of the lowest two plasmon
resonances (DL, DT ) for all six studied antennas. The calculation of the theoretical values of the
antenna mode energies took into account the influence of the substrate. Based on the noise of
the measured spectra and the spectral width of the peaks we estimate the experimental uncer-
tainty of the peak energies of about 0.1 eV. Considering the theoretical error of peak energies
of about 0.15 eV, the agreement of the theory and the experiment is satisfying. The calculated
values are systematically overestimated by about 0.1 eV, which can be attributed e.g. to the
difference between the actual dielectric function of gold and the bulk dielectric function used
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Fig. 3. Top: DL mode of the A1 antenna (a–d). Measured (a) and calculated (b) spatial
distribution of the loss intensity. Electric (c) and magnetic (d) field induced in the antenna
by the electron beam passing nearby the left tip [violet spot in (c)]. The violet arrow in
(d) shows the direction of the induced current. Middle: DT mode of the A1 antenna (e–
h). Measured (e) and calculated (f) spatial distribution of the loss intensity. Electric (g)
and magnetic (h) field induced in the antenna by the electron beam passing nearby the
outer edge [violet spot in (g)]. The violet arrow in (h) show the direction of the induced
current. Bottom: MA mode of the A1 antenna (i–l). Measured (i) and calculated (j) spatial
distribution of the loss intensity. Magnetic field induced in the antenna by the electron beam
passing nearby the outer edge (k, violet spot) and inner edge (l, violet spot). The white spot
in left bottom corner of the experimental EEL maps (a,e,i) corresponds to a missing data
due to a failed measurement. The color scale unit of panels (a,e,i) is count.

in the simulations.
In order to obtain insight into the nature of the modes, the spatial distribution of the loss

intensity was studied. Figure 3 displays measured and calculated maps of the loss intensity
over the antenna A1 at the loss energy corresponding to the DL, DT , and MA peaks. The calcu-
lated values are shown only for the electron beam spots in the antenna surroundings. Further,
the calculated spatial distribution of the electric and magnetic fields inside the antenna (in its
mid-height) is shown. For them, we chose a specific electron beam spot at which the selected
peaks dominate (the T1,2 spots for the longitudinal dipolar mode DL, the OE spot for the trans-
verse dipolar mode DT , and the IE and OE spots for the multimodal peak MA). We note that
both fields are complex quantities. As their real and imaginary parts exhibit a similar spatial
distribution, we show for clarity only the dominant components, i.e., the imaginary part of the
electric field intensity and the real part of the magnetic field.

The loss intensity related to the DL mode exhibits two maxima located around the tips of the
antenna and a minimum along the transverse central plane of the crescent (i.e., a nodal plane
coinciding with the transverse mirror plane in the model crescent). The electric and magnetic
field distributions associated with the DL mode result from a charge separation and a current
flowing in the longitudinal direction [violet arrow in Fig. 3(d)], confirming our assignment of
this spectral feature to the longitudinal dipolar mode. Note that the field distribution nearly
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Fig. 4. DL mode of the A4 antenna: Measured (a) and calculated (b) spatial distribution
of the loss intensity. DT mode of the A4 antenna: Measured (c) and calculated (d) spatial
distribution of the loss intensity. Q1 mode of the A4 antenna: Measured (e) and calculated
(f) spatial distribution of the loss intensity. Q2 mode of the A4 antenna: Measured (g)
and calculated (h) spatial distribution of the loss intensity. MA mode of the A4 antenna:
Measured (g) and calculated (h) spatial distribution of the loss intensity. (k) A sum of
calculated loss intensities of modes Q1, Q2, and MA with relative weights of 0.2, 1, and
0.5, respectively.

possesses a mirror plane symmetry, although the excitation is highly non-symmetric. This sym-
metric field distribution is preserved as the electron beam scans the antenna surrounding. This
is a rather strong evidence that only a single plasmon mode dominates the response at the
corresponding energy. Similar features are found in the loss intensity and electromagnetic field
distribution associated with the DT peak, but the dipole is oriented along the transverse axis and
the loss intensity distribution possesses three maxima [Figs. 3(e) and 3(f)]. Remarkably differ-
ent behavior is observed in the case of the MA peak [Figs. 3(i)–3(l)]. The loss intensity shows
only weak spatial selectivity and is almost homogeneously distributed along the circumference
of the crescent. The electromagnetic field distribution is strongly sensitive to the position of
the electron beam. To demonstrate this sensitivity, the response of the crescent for the electron
beam impinging nearby its inner and outer edge was compared. The magnetic field distribution,
shown in Figs. 3(k) and 3(l), corresponds to the excitation current of the electron beam rather
than to the current generated by specific plasmonic oscillations. On account of these findings,
we conclude that the MA peak is formed by several overlapping plasmon modes. Indeed, at the
energies above 2.4 eV the interband transitions contribute substantially to the dielectric func-
tion, leading to the broadening of the individual plasmon modes. Further, the energy separation
between the modes usually decreases with the increasing order of the modes, as was recently
demonstrated in silver nanodisks [35] and also qualitatively follows from the concave (down-
bending) character of the surface-plasmon-polariton dispersion curve. It is thus plausible to
assume that at higher energies the plasmon modes become unresolvable.

Figure 2(b) shows the measured and calculated EEL spectra for one of the larger antennas
(A4). In comparison with the small antenna A1 [Fig. 2(a)], the DL and DT peaks are red-shifted
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and a new peak emerges between the DT and MA peaks. This new feature is denoted as Q to
reflect its prevailing quadrupolar character (note that due to low symmetry of antennas the mode
is not purely quadrupolar, but has also dipolar and higher-order components). The calculated
spectra again reasonably reproduce the measured ones as long as the substrate is considered (not
shown). As the calculated peaks are sharper, the additional Q peak splits into a weak Q1 peak
and a stronger Q2 peak. It is reasonable to assume that the broadening of spectral peaks arises
from the finite resolution of the monochromator and spectrometer. To include this broadening
in the calculated data they were convoluted with a Gaussian function. The best agreement with
the experiment was obtained for a FWHM of 0.15 eV [shown by solid lines in the right panel of
Fig. 2(b)], which is a plausible value for our experimental setup. The measured and calculated
maps of the loss intensity are shown in Fig. 4. The DL, DT , and MA peaks are similar to those in
A1 antenna. The calculated maps of the loss intensity display 4 and 5 maxima for the Q1 and Q2

peaks, respectively. The experimental maps are in reasonable agreement with the calculations.
In measurements, the Q2 peak is not fully resolved from its adjacent peaks Q1 and MA. In
particular, a strong loss intensity at the IE spot in Fig. 4(g), not present in the calculated data in
Fig. 4(h), belongs to the MA peak. Similarly, a bulky maximum at the OE spot is observed in
Fig. 4(g) instead of three separate predicted in Fig. 4(h) because of the contribution of the Q1

peak. We therefore show in Fig. 4(k) a linear combination of calculated maps of loss intensity
of the three peaks (Q1, Q2, and MA with relative weights of 0.2, 1, and 0.5, respectively), which
agrees well with the measured map of loss intensity of Q2 peak.

4. Characteristic properties of plasmonic resonances in crescents

So far the plasmonic modes supported by crescent-shaped antennas have been identified and
understood. Next the plasmonic properties which are characteristic for this specific shape and
make it attractive for applications will be discussed. In particular, it will be shown that the
crescent antennas (i) support two non-degenerate dipolar plasmon resonances (ii) which are
both concentrated at the sharp antenna tips where a large field enhancement is possible, (iii) are
independently tunable in a wide range of energies by selecting a proper crescent dimensions,
and (iv) are compatible with the infrared telecommunication technologies.

One of the prominent features of low-symmetry antennas, including crescents, is that they
support two dipolar plasmon resonances at different energies, while for high-symmetry anten-
nas (e.g. discs) the modes are degenerate. Several applications indeed profit from the possibility
to use plasmonic antennas for a simultaneous control of optical processes in two different spec-
tral regions. For example, in the plasmon fluorescence enhancement the high energy resonance
can be tuned to the energy of the exciting light to enhance the absorption while the low energy
resonance is tuned to the energy of the emitter and enhances its radiative decay rate [5,46]. A
similar setup was proposed to enhance the efficiency of solar cells by capturing the transmitted
subbandgap photons, upconverting them and reflecting back to the active region of the solar
cell [47]. In the following the properties of the dipolar resonances will be studied theoretically.
In particular we address the evolution of two dipolar modes as the antenna geometry transforms
from a disc to a crescent and the possibility to adjust the energies of the plasmon resonances by
setting an antenna geometry.

For the transition from the disc to crescent antenna geometry, the antenna was again modelled
by mutual subtraction of two displaced discs. From the basic disc (rB = 55 nm), the intersection
with the detracting disc (rS = 50 nm) was removed. The center-to-center distance between the
discs was varied from 105 nm to 25nm so that the full basic disc is smoothly converted to a thin
crescent of a thickness of 30 nm. The evolution of the EEL spectra with the changing crescent
geometry is shown in Fig. 5 for the relevant electron beam spots (T1,2, IE, OE), at a distance of
5 nm from an antenna boundary. Even as small perturbation as removing a wedge of a thickness
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Fig. 5. The simulated energy loss spectra for crescents of various thicknesses T (inner-
edge to outer-edge transverse dimension). The bottom spectrum corresponds to a full disc
with a radius rB = 55 nm (degenerate modes) and for each other spectrum the thickness
is consecutively reduced by 10 nm down to 30 nm for the topmost spectrum. The peaks
corresponding to the longitudinal and transverse dipolar modes are denoted DL and DT ,
respectively. Different line colors correspond to the electron beam spots T1,2 (red), OE
(blue), and IE (green). The solid and dashed lines are alternated only to improve the clarity
of the figure.

(a) (b)

Fig. 6. The map of the simulated energy loss intensity for (a) a disc-shaped antenna (c =
105 nm, T = 110 nm) for a peak energy of the dipolar mode (2.07 eV) and (b) a crescent
antenna rather close to the disc shape (c = 75 nm, T = 80 nm), summed up for both DL
and DT dipolar modes (1.94 eV and 2.14 eV, respectively). Antennas are indicated by light
gray color. For both antennas, the values rB = 55 nm and rS = 50 nm were used.

of 20 nm is already sufficient for the appearance of two well-distinguished peaks belonging to
the longitudinal (DL) and transverse (DT ) plasmon modes. As the crescent gets thinner, the
former peak red shifts rapidly from 2.1 eV to 1.5 eV while the shift of the latter peak is not
monotonous and not so prominent (between 2.05 eV and 2.15 eV). Interestingly, the intensity of
the transverse loss peak for the inner edge excitation is strongly suppressed for a certain range of
crescent thicknesses. This is caused by a quasisymmetric distribution of the mode polarization
with respect to the position IE of the excitation beam (as for the longitudinal mode at the mirror
plane of symmetry). It should be noted that this effect is manifested in our experimental spectra
as a low intensity of the DT mode at the IE beam spot. The multimodal MA peak at 2.4 eV is not
well visible in the simulated energy loss spectra and does not exhibit any pronounced shift. A
similar symmetry reduction (from cylindric to three-fold rotation symmetry) has been recently
studied by Schmidt et al [48].

Figure 6 shows the maps of the energy loss intensity for the dipolar mode in the disc-shaped
antenna and the sum of the longitudinal and transverse dipolar modes in the crescent-shaped
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Fig. 7. Left: Simulated energies of the modes DL (black symbols), DT (red symbols), and
MA (green symbols) as functions of “effective k”, defined as inversely proportional to the
characteristic lateral dimension of an antenna. The thick solid lines and squares correspond
to the reference crescent-shaped antenna (rB = 55 nm, rS = 50 nm, c = 45 nm, h = 30 nm).
The dashed lines correspond to the antennas with a height of 15 nm (down-pointing tri-
angle) and 40 nm (up-pointing triangle). The dotted lines correspond to the antennas with
modified lateral aspect ratios (LAR, see text for details) of 0.67 (left-pointing triangle) and
1.50 (right-pointing triangle). Right: Energies of the two plasmonic dipolar modes (DL,
DT ) in gold crescent antennas of various dimensions plotted as the DT -DL energy differ-
ence vs. the energy of the DL mode. The simulated data are displayed by squares. The lines
serving as guides for the eye connect the points corresponding to LAR scaling (blue lines)
and k scaling for the antenna heights 15 nm (black line), 20 nm (green line), 30 nm (yellow
line), and 40 nm (brown line). For comparison, the experimental data are displayed by large
red circles.

antenna. The enhancement of the loss intensity in the vicinity of the sharp features (i.e., tips) of
the latter antenna is clearly observed and attributed to the corresponding enhancement of local
electric field.

Next, the dependence of the mode energies on the particular antenna shape is explored. Left
panel of Fig. 7 shows the energies of the three distinct spectral features (DL, DT , and MA) as
functions of “effective k” of the antenna. This quantity is defined as that one inversely propor-
tional to the characteristic lateral dimension of the antenna (equal to rB of the antenna except
for the LAR scaling where it is equal to rB of the antenna before the scaling), with the unit value
corresponding to the reference crescent with rB = 55 nm, rS = 50 nm, c = 45 nm. In k-scaling
both lateral dimensions (longitudinal and transverse) are scaled by the same factor (to which
the value of k is inversely proportional). The energies of all the modes increase with k and con-
verge to an asymptotic value of about 2.4 eV, which corresponds to the onset of the interband
absorption in gold. For the k-interval from 0.25 to 2 and the antennas with h= 30 nm the energy
of the DL mode varies between 0.79 and 1.99 eV and the energy of the DT mode varies between
1.36 and 2.32 eV (black and red thick solid lines in the left panel of 7). When the height of the
antennas is increased, the energies of the plasmonic modes increase as a result of the weakened
coupling between the lower and upper antenna boundary. The k-dependences of the antennas
with h = 15 nm and 40 nm are shown in Fig. 7(left) by the dashed lines. The energy inter-
val for this height range and k = 1 is 1.48 – 1.77 eV for the DL mode and 2.00 – 2.21 eV for
the DT mode. The common feature of both k-scaling and varying the height is preserving the
lateral shape of the antennas so the energies of different modes shift in the same direction by
similar magnitudes. A mutual shift of the energies is possible by changing the thickness of the
antenna (as shown in Fig. 6) or by scaling the longitudinal and transverse dimensions by factors
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F and 1/F , respectively, so that the lateral area is preserved. We define the lateral aspect ratio
LAR = F2 (higher than one when the longitudinal tip-to-tip distance is increased) and show the
k-dependences for LAR = 0.67 and 1.5 in Fig. 7(left) by the dotted lines.

By combining the above mentioned scalings, independent and wide-range tuning of the plas-
monic mode energies is possible. Right panel of Fig. 7 shows the energies of the DL and DT

modes so that the horizontal axis corresponds to the energy of the DL mode and the vertical axis
corresponds to the energy difference between the DT and DL mode. The results of simulations
(squares) show the possibility of the independent tuning of the energy of the DL mode in the
range of 0.8 –2.0 eV and the DT -DL energy difference in the range of 0.2 – 0.7 eV. Note that
the LAR-scaling (represented by the blue lines) allows to change the energy difference with
only minor changes in the energy of the DL mode. Our experimental results [large red circles
in Fig. 7(right)] cover the DL mode energy range of 0.7 – 1.5 eV for the DT -DL energy differ-
ence around 0.45 eV. Notably, the larger structures exhibit the DL resonance between 0.80 and
0.95 eV, covering the infrared telecommunication wavelengths of 1.3 and 1.55 μm (0.95 and
0.80 eV).

Conclusion

We have studied the plasmonic modes in gold crescent-shaped plasmonic antennas using elec-
tron energy loss spectroscopy, determined their energies and mapped the spatial distribution of
their excitation efficiency. From boundary element simulations we have assigned the observed
peaks to particular plasmon resonances and obtained additional attributes such as field distribu-
tions. We have demonstrated the existence of two dipolar modes with the mutually perpendic-
ular polarization in all studied structures, as well as the presence of a multimodal assembly at
the energy corresponding to the onset of interband absorption in gold. In large structures, two
additional modes of a prevailing quadrupolar character have been resolved. In extended calcu-
lations, we have demonstrated the broad-range tunability of the energies of plasmon resonances
by scaling the dimensions of the antennas, and the compatibility with the infrared telecommu-
nication technology.
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Comparative study of plasmonic 
antennas fabricated by electron 
beam and focused ion beam 
lithography
Michal Horák  1, Kristýna Bukvišová2, Vojtěch Švarc1,2, Jiří Jaskowiec2, Vlastimil Křápek1,2 & 
Tomáš Šikola1,2

We present a comparative study of plasmonic antennas fabricated by electron beam lithography and 
direct focused ion beam milling. We have investigated optical and structural properties and chemical 
composition of gold disc-shaped plasmonic antennas on a silicon nitride membrane fabricated by both 
methods to identify their advantages and disadvantages. Plasmonic antennas were characterized using 
transmission electron microscopy including electron energy loss spectroscopy and energy dispersive 
X-ray spectroscopy, and atomic force microscopy. We have found stronger plasmonic response with 
better field confinement in the antennas fabricated by electron beam lithography, which is attributed 
to their better structural quality, homogeneous thickness, and only moderate contamination mostly 
of organic nature. Plasmonic antennas fabricated by focused ion beam lithography feature weaker 
plasmonic response, lower structural quality with pronounced thickness fluctuations, and strong 
contamination, both organic and inorganic, including implanted ions from the focused beam. While 
both techniques are suitable for the fabrication of plasmonic antennas, electron beam lithography shall 
be prioritized over focused ion beam lithography due to better quality and performance of its products.

Localized surface plasmons (LSP) are collective oscillations of free electrons in metallic nanostructures 
(plasmonic antennas) coupled to the local electromagnetic field. A characteristic feature of LSP is a strong 
enhancement of electromagnetic field within the surrounding dielectric together with its confinement on the 
subwavelength scale. It can be utilized to control various optical processes in the visible and near infrared spectral 
region even below the free space diffraction limit1. This feature is utilized in numerous applications2,3. Properties 
of LSP can be tuned via engineering the size and shape of plasmonic antennas, or dielectric environment sur-
rounding antennas4. Mapping of LSP resonances in metallic nanostructures with high spatial and energy resolu-
tion is necessary to understand their optical properties. Electron energy loss spectroscopy (EELS) is a technique 
utilizing an electron beam that interacts with the metallic nanoparticle and excites the LSP resonances5–7. In 
consequence, the energy of some electrons decreases by the characteristic energy of a plasmon resonance, which 
is then observable in the energy-dispersed spectra of transmitted electrons. Spatially-resolved EEL spectra further 
provide (relative) intensity of the near electric field of a LSP resonance projected to the trajectory of the elec-
tron beam. EELS tomography then provides a three-dimensional reconstruction of the plasmonic near field8,9. 
Additionally, EELS allows to determine the thickness of the sample10,11.

Plasmonic antennas are often fabricated by electron beam lithography (EBL)12 or using focused ion beam 
(FIB) lithography13. The EBL process consists of following steps: (i) deposition of a resist sensitive to electron 
beam on the substrate, (ii) exposition of the resists to the electron beam and development of the resist (removal 
of exposed or unexposed regions of the resist), (iii) deposition of a thin layer of metal, and (iv) removal of the 
remaining resist covered by the redundant metal (lift-off) and final cleaning of the sample. FIB lithography is 
more straightforward, consisting of two steps: (i) deposition of a thin layer of metal and (ii) exposition to a 
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focused ion beam that locally sputters off the metal (see Fig. 1). Both the EBL process and the FIB milling are 
capable to create sub-10-nm structures14,15.

Naturally, both fabrication techniques have their advantages and disadvantages. In EBL, final structures can 
be contaminated by the residual resist or solvents. Lift-off can exert a pronounced mechanical force that can 
damage the fabricated structure or even the substrate, which is particularly dangerous for thin membranes used 
as the substrate. In FIB, large-area mechanical effects are absent but the focused ion beam can damage the sample 
locally. Redeposition of sputtered-off metal atoms can reduce the quality of products of the technique. There are 
no chemicals involved in the process but the ions in the milling beam and atoms sputtered from the metal and 
substrate can still contaminate the fabricated structures. EBL consists of more steps but is more suitable for large 
area lithography as the exposition, the only local process, is considerably faster than for FIB. On the other hand, 
FIB is faster when only single antenna or a small field of antennas is being fabricated. For example, considering 
optimal parameters for FIB and EBL (see the Methods section), FIB milling of one antenna inside a 2 × 2 μm2 
metal-free square takes typically 2 minutes. Array of 50 × 50 antennas is fabricated in 84 hours (3.5 days). On the 
other hand, in EBL the length of chemical processes (resist coating, development, and lift off) is independent on 
the number of fabricated antennas and takes typically 6 hours. Electron beam exposition of one antenna lasts far 
below 1 second; the array of 50 × 50 antennas is exposed in 5 seconds. FIB enables fabrication of single crystalline 
plasmonic antennas when a chemically grown single crystal gold flake transferred onto a substrate is used as the 
pristine material instead of sputtered or evaporated polycrystalline thin film16,17. The quality of lithographically 
fabricated plasmonic antennas can be further enhanced by annealing which enlarges the grains and accordingly 
reduces the number of grain boundaries so the behavior of nanostructures is closer to a single crystal18,19. It is 
clear that suitability of both methods depends on specific task and experimental comparison of the structures 
fabricated by both methods is of high importance for the judicious selection of the optimal method. We note 
that the subject is relevant for a wide range of nanostructures beyond plasmonic antennas, such as biosensors20 
or metasurfaces21.

In our contribution, we present a comparative study of gold plasmonic disc-shaped antennas fabricated by 
EBL and FIB lithography with gallium ions. Fabricated antennas were characterized using the transmission elec-
tron microscopy (TEM) including chemical analysis by energy dispersive X-ray spectroscopy (EDS) and charac-
terization of LSP resonances and thickness measurement by EELS, and using the atomic force microscopy (AFM) 
to complement information about the morphology of the structures. Spectral and spatial characteristics of LSP 
resonances obtained from experiment were compared with numerical simulations with the MNPBEM toolbox22 
which relies on the boundary element method (BEM) approach23,24.

Results
We have studied in detail four individual disc-shaped gold plasmonic antennas: two series prepared by both EBL 
and FIB consisting of antennas with the designed diameter of 120 and 140 nm and with the designed height of 
25 nm. After their fabrication, several characterization methods have been applied. Some of those methods can 
modify the samples. In particular, a hydrocarbon contamination is developing during measurements in electron 
microscopes using high beam current (i.e., EELS and EDS)25,26. For this reason, the characterization methods 
have been applied in specific order for all investigated antennas: EELS, EDS, AFM. As we consider possible con-
tamination to be a part of PA functionality, no specific cleaning steps have been applied between individual meas-
urements. In particular, no plasma cleaning has been applied prior to EELS measurements, although it is often 
used to remove the hydrocarbon contamination.

The three-dimensional (3D) morphology of the antennas measured by EELS in terms of relative thickness is 
shown in Fig. 2. The average relative thickness is (0.23 ± 0.05) for 120-nm EBL antenna, (0.20 ± 0.07) for 120-nm 
FIB antenna, (0.23 ± 0.05) for 140-nm EBL antenna, and (0.20 ± 0.06) for 140-nm FIB antenna, see also Fig. 3d. 
The relative thickness is proportional to the absolute thickness of the antenna with the inelastic mean free path 
(IMFP) as the constant of proportionality. The IMFP in gold for the actual parameters of the electron beam (elec-
tron energy of 300 keV and collection semi-angle of 20.5 mrad) calculated using the software package EELSTools 
by D. Mitchell27 applying the algorithm of K. Iakoubovskii et al.11 equals to 113 nm. Consequently, the absolute 
thickness of the antennas is (23 ± 7) nm for FIB antennas and about (26 ± 6) nm for EBL antennas, which is 
in a good agreement with the desired value of 25 nm. Diameters of fabricated antennas measured from TEM 

Figure 1. Schematic overview of individual steps in the fabrication process of the EBL and the FIB antennas.
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micrographs indicate good agreement between the designed and actual value. They read (125 ± 5) nm for 120-nm 
EBL antenna, (122 ± 6) nm for 120-nm FIB antenna, (140 ± 6) nm for 140-nm EBL antenna, and (142 ± 7) nm 
for 140-nm FIB antenna.

There is a clear structural difference between EBL and FIB antennas. EBL antennas have an irregular shape 
and their thickness varies rapidly with the position as the gold layer is polycrystalline with the grain size of about 
20 nm. FIB antennas are seemingly more uniform in the thickness and their edges are smooth and featureless. 
Nevertheless, a closer inspection (see Fig. 3d) reveals even more pronounced (i.e. with larger amplitude) but 
smoother (i.e. with reduced slope) variations of the thickness with the magnitude of nearly 10 nm. The flat bound-
ary is mainly caused by two reasons. First, the metallic layer is deposited on the flat substrate for FIB but on the 
patterned resist for EBL forming a flat layer in the former case and frayed edges in the latter case. Second, the ion 
beam has a Gaussian-like profile which leads to smoothing of the edges. Additionally, the ion beam may result 
into amorphization and recrystallization of gold, smoothening its surface28. Finally, redeposition of sputtered-off 
gold may contribute to the smoothness of the gold surface and might be also partially responsible for the large 
magnitude of the thickness variation.

Next, EEL spectra were processed to obtain the loss probability related to LSP resonances. This included 
zero-loss peak (ZLP) and background subtraction. The process is illustrated in Fig. 3a showing the unprocessed 
low-loss part of EEL spectrum decomposed into the contribution of ZLP and background, and signal correspond-
ing to the LSP resonance for the 120-nm EBL antenna. Extracted EEL signal corresponding to the LSP resonance 
is shown in Fig. 3b for 120-nm antennas and in Fig. 3c for 140-nm antennas. Within the spectra we resolve single 
broad peak corresponding to the dipole LSP mode. This assignment is further supported by the results of numeric 
simulation, also shown in Fig. 3b,c. It is also in agreement with prior investigations of plasmonic disc-shaped 
antennas29. The second peak in the calculated spectra corresponds to the quadrupole LSP mode. Due to its low 
intensity and instrumental broadening, related to the energy width of the impinging electron beam with the 
full-width at half-maximum (FWHM) of about 0.18 eV, this mode is not resolvable in the experimental data. The 
simulation predicts the energy of the dipole LSP mode of 1.66 eV for 120-nm antennas and 1.59 eV for 140-nm 
antennas. Measured LSP resonance energy is (1.56 ± 0.09) eV for 120-nm EBL antenna, (1.62 ± 0.09) eV for 
120-nm FIB antenna, (1.43 ± 0.09) eV for 140-nm EBL antenna, and (1.41 ± 0.09) eV for 140-nm FIB antenna. 
The measured energies are thus systematically red-shifted from the calculated energies, although the magnitude 
of the shift is rather minor and ranges between 0.04 eV and 0.18 eV. Such a red-shift can be attributed to the devi-
ations of the actual antenna shape from the ideal disc, inhomogeneous thickness of antennas, modification of the 
dielectric function of gold due to grain boundaries and polycrystallinity of the antennas30,31, or effects induced by 
the contamination32 and Ti adhesion layer33,34.

If we compare EBL and FIB antennas, we observe more intense peak for EBL antennas. Figure 2 shows the 
spatial distribution of the LSP resonance in the form of intensity maps at the energy of (1.60 ± 0.05) eV for 
120-nm antennas and (1.40 ± 0.05) eV for 140-nm antennas. The radial dependences of the intensities averaged 
over the polar coordinate are shown in Fig. 3(e,f). The maximal intensity of LSP resonance is confined to sharp 
features on the edges of EBL antennas. In the case of FIB antennas, LSP resonance is less confined to the edges of 
the structures and the EEL intensity maps are blurred, which can be caused, for example, by thickness fluctuation 
or contamination.

Figure 2. Thickness and LSP resonance mapping by EELS. 3D morphology of the antennas represented by the 
relative thickness (thickness in units of inelastic mean free path, IMFP) measured by EELS (left, grayscale) and 
EEL intensity maps showing the spatial distribution of LSP resonance at (1.60 ± 0.05) eV for 120 nm antennas 
and (1.40 ± 0.05) eV for 140 nm antennas (right, color scale). The size of all micrographs is 300 × 300 nm2.
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Following the EELS measurements we have analyzed the chemical composition of the antennas, including 
their possible contamination. To this end we performed EDS analysis, which enables detection of all elements 
heavier than Be in one measurement. We have detected and further focused on the following chemical elements: 
Si and N constituting the membrane, Au and Ti constituting the antenna and the adhesion layer, respectively, Ga 
that forms the ion beam in FIB and can be implanted into the sample, C and O as frequent contaminants. Spatial 
distribution of the intensity of characteristic X-ray radiation for these elements is shown in Fig. 4 for both FIB and 
EBL antennas with the diameter of 140 nm together with the bright field TEM and high-angle annular dark field 
(HAADF) micrographs. We distinguish in total three areas with different chemical composition, denoted as Area 
1 to 3 in the following. Area 1 corresponds to the antenna and Areas 2 and 3 to its surrounding exposed and unex-
posed to the electron beam during EELS measurements. We note that the composition of Areas 2 and 3 is almost 
identical with the exception of carbon, which has a stronger presence in the Area 2 (exposed to the electron beam) 
in the case of FIB antenna (see intense red square in Fig. 4). The distribution of individual elements within each 
Area is homogeneous. The average relative atomic rate of each element for each Area is given in Table 1. As the 
thickness of different Areas is not identical, we note that the atomic rates between different Areas are not directly 
comparable but have to be rescaled to the same thickness.

Both Si and N exhibit almost identical X-ray intensity over all Areas for both FIB and EBL antennas. Slightly 
increased intensity of Si below the antennas (Area 1) is an artifact related to the secondary emission of X-rays in 
the silicon-based EDS detector associated with larger thickness and density of this Area. Average stoichiometry 
of SiNx membrane (neglecting Area 1) reads Si(3)N(2.0 ± 0.6). Verification measurement by EELS resulted into 
average stoichiometry Si(3)N(1.8 ± 0.3) which is in a very good agreement with EDS. Gold is present only at the 
antennas (Area 1), underpinning reliability of both fabrication techniques. In general, EDS is not accurate enough 
to assess the thickness of the gold layer. It is nevertheless illustrative to provide a rough estimate. The atomic rate 
of Au is 0.18 ± 0.03 and 0.16 ± 0.03 in the EBL and FIB antenna, respectively. These values are equal within the 
experimental error. The atomic rates of Si and N are listed in Table 1. We now rescale the atomic rates to the vol-
ume rates using covalent radii of N, Si, and Au reading 71 pm, 116 pm, and 124 pm35. Considering the thickness 
of the SiNx membrane of 50 nm, we obtain rough estimates of the thickness of the gold layer of 28 nm and 27 nm 
for the EBL and FIB antenna, respectively, in a good agreement with the designed thickness of 25 nm and EELS 
measurements of 23–26 nm.

Ti is present in the Area 1 for EBL antenna but in all Areas for FIB antenna. Apparently, FIB lithography 
was unable to fully remove Ti from the desired Areas as the sputter rate of Ti is much smaller than that of Au. 
Estimated thickness of the Ti contamination layer is 1–2 nm. Ga ions have been implanted to the Areas 2 and 3 
(i.e. into the antenna surrounding) for FIB antennas. The atomic rate of Ga reads 0.03 ± 0.01. Importantly, no Ga 
contamination is found directly above or inside antennas (i.e. in Area 1), suggesting its rather limited influence 
on the plasmonic response of the antennas.

Figure 3. EELS measurement of LSP resonances. (a) Typical raw low-loss EEL spectrum (black) decomposed 
into background including zero-loss peak (red) and the signal corresponding to the LSP resonance (green) 
for the 120-nm EBL antenna. (b,c) Loss probability related to LSP measured by EELS in the EBL and the FIB 
antennas together with the calculated values obtained by BEM for 120-nm (b) and 140-nm (c) antennas. (d) 
Thickness profiles (thickness in units of inelastic mean free path, IMFP) of the antennas determined by EELS. 
We note that EBL antennas have slightly sharper edges. (e,f) The radial distribution of the LSP-related loss 
probability (at the energy of its maximum) for 120-nm (e) and 140-nm (f) antennas measured by EELS for 
EBL and FIB antennas and calculated by BEM. Antennas have their center at 0 nm and the edge of antennas is 
marked by the grey line.
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Finally, C and O are present as usual contaminants due to several reasons. EBL antenna indicates larger con-
tamination in Area 1 (i.e., at the position of the antenna) where the atomic rate of C reads 0.13 ± 0.03 and the 
atomic rate of O is 0.06 ± 0.02. This is probably the result of incomplete resist removal during the development of 
lithographic pattern. Antenna surrounding (Areas 2 and 3) indicates low level of C and O contamination with the 
atomic rate of both elements of 0.04 ± 0.02. Such low level of contamination refers to usual contamination of the 
sample when it is exposed to air. FIB antenna indicates much higher C and O contamination. The sample has been 
contaminated by organic residues present in the FIB chamber. C is particularly strongly present in areas exposed 
to the electron beam during the EELS measurement25,26 (Areas 1 and 2, intense red square in Fig. 4) and its atomic 
rate reads 0.25 ± 0.05. Area 3 then exhibits the atomic rate of C of 0.08 ± 0.03 which is higher value than for EBL 
antenna. The atomic rate of O reads 0.05 ± 0.02 in Area 1 and 0.07 ± 0.02 in Areas 2 and 3 (i.e., in the antenna sur-
roundings) which may indicate that Ti and Ga contaminants present in the surroundings are partially oxidized.

It is impossible to determine the thickness of hydrocarbon contamination layer on the FIB antennas using 
EELS because the contamination would further evolve during the measurement. Therefore, we have character-
ized surface topography of antennas by AFM measurement. Figure 5 compares the thickness of the 140-nm FIB 
antenna measured by EELS (assuming low hydrocarbon contamination) and surface topography measured by 
AFM after the EELS measurements (with hydrocarbon contamination being fully developed). The thickness of 
the hydrocarbon contamination layer is uniform over the whole area of EELS measurement (Areas 1 and 2) with 
the average thickness of (18 ± 5) nm determined as the height difference between Areas 2 and 3.

Figure 4. TEM micrographs and elemental maps showing chemical composition of 140-nm antennas. Left: 
TEM bright field micrographs of 140-nm EBL and FIB antennas. Right: HAADF image of the antennas 
presenting the distribution of heavy elements and spatial maps of element-specific X-ray intensity obtained 
from EDS for N, Si, Au, Ti, C, Ga, and O.

EBL antenna FIB antenna

Area 1 Area 2 Area 3 Area 1 Area 2 Area 3

Au (18 ± 3)% below 1% below 1% (16 ± 3)% below 1% below 1%

Ti (4 ± 1)% below 1% below 1% (4 ± 1)% (2 ± 1)% (2 ± 1)%

Si (35 ± 5)% (55 ± 5)% (55 ± 5)% (32 ± 5)% (40 ± 5)% (45 ± 5)%

N (20 ± 3)% (35 ± 5)% (35 ± 5)% (17 ± 3)% (25 ± 5)% (33 ± 5)%

C (13 ± 3)% (4 ± 2)% (4 ± 2)% (25 ± 5)% (25 ± 5)% (8 ± 3)%

O (6 ± 2)% (4 ± 2)% (4 ± 2)% (5 ± 2)% (7 ± 2)% (7 ± 2)%

Ga below 1% below 1% below 1% below 1% (3 ± 1)% (3 ± 1)%

Table 1. Chemical composition of the membranes with EBL and FIB antenna in atomic percents determined 
by EDS after the EELS measurement. The composition is averaged over one of three areas with homogeneous 
chemical compositions: Area 1 corresponds to the antenna, while Areas 2 and 3 corresponds to their 
surrounding exposed and unexposed to the electron beam during EELS measurements, respectively.
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Discussion
The choice of preferred fabrication technique should also consider the time and potential risks of the fabrica-
tion process. FIB preparation is simple and more straightforward as no chemistry is used and fast for individual 
antennas or small series of antennas. Moreover, FIB lithography exerts low mechanical strain and thus enables 
processing of pristine materials with low adhesion to the substrate such as chemically grown single-crystalline 
gold flakes. EBL preparation provides generally antennas with higher quality, but the lithographic process induces 
potential risks of damaging the sample as the wet chemistry is used. EBL is more time consuming than FIB if a 
small number of antennas is prepared, but much faster if a large array of antennas is fabricated. In such case, the 
volume of material to be removed by FIB is too large. Therefore, either of the techniques is suitable for a different 
class of targeted nanostructures. In general, when no specific issues apply, EBL shall be prioritized over FIB as it 
produces antennas with stronger plasmonic response and low contamination.

In conclusion, we have performed the comparative study of plasmonic antennas fabricated by EBL and FIB. 
We have demonstrated that the EBL antennas have better quality. First, they have rather homogeneous thickness 
profile with decent thickness fluctuation, and sharper edges. Second, they are cleaner, with a moderate contami-
nation of organic origin evidenced by the presence of carbon and oxygen atoms with the total rate up to 20%. On 
the other hand, plasmonic antennas fabricated by FIB lithography have slightly dull edges and exhibit pronounced 
thickness fluctuation. They are also strongly contaminated not only by organic contaminants forming a continu-
ous layer of the thickness of about 18 nm, but also by residues of FIB milling including implanted milling ions and 
atoms of the titanium adhesion layer, possibly oxidized. In consequence, the plasmonic response of the antennas 
characterized by EELS is considerably stronger and slightly better localized for the antennas fabricated by EBL 
than for the antennas fabricated by FIB. To conclude, while both techniques are suitable for the fabrication of 
plasmonic antennas, EBL shall be prioritized over FIB lithography due to better quality of the resulting antennas.

Methods
Membranes. We used standard 50-nm-thick silicon nitride membranes for TEM with the window size of 
250 × 250 µm2 and frame thickness of 200 µm by Silson Ltd, UK.

Electron beam lithography (EBL). As the resist, we used a 70 nm thick layer of poly(methyl methacrylate) 
679.02 all-resist dissolved in ethyl acetate. Exposition has been performed within Tescan MIRA3/RAITH SEM 
operated at 30 kV with the electron beam current of 100 pA and the dose of 320 µC/cm2. Exposed samples were 
developed in the developer AR 600-56 all-resist for 3 minutes, as the stopper we used isopropyl alcohol for 30 sec-
onds. Afterwards, the sample was cleaned by demineralized water for 30 seconds. Lift-off was performed by 
4-hour acetone bath applying mega sound for 1 hour finished by acetone stream wash. Finally, the sample was 
cleaned by isopropyl alcohol for 30 seconds, followed by cleaning using ethanol for 30 seconds and demineralized 
water for 30 seconds. To prevent the collective interaction of the antennas we fabricated individual isolated anten-
nas with the distance between two nearby antennas of 3 μm.

Metal deposition. We used electron beam evaporator BESTEC. Pressure during the deposition was in the 
order of 10−5 Pa and voltage was set to 8 kV. We deposited 5 nm Ti adhesion layer with the deposition speed of 
0.05 nm/s and 25 nm Au with the deposition speed of 0.02 nm/s. Metal pellets were purchased from Kurt J. Lesker 
Company. Samples were rotated at 10 rounds per minute to ensure the homogeneity of the layers. Both samples 
were deposited during one session to have exactly the same metallic layer on both of them. During the deposition, 
the thickness of the layer was measured in situ by quartz crystal microbalance monitor.

Focused ion beam (FIB) lithography. We used dual beam FIB/SEM microscope FEI Helios using gallium 
ions with the energy of 30 keV and ion beam current of 2.4 pA. We note that the energy (the highest available) and 
the current (the lowest available) are optimized for the best spatial resolution of the milling. The antennas were 

Figure 5. Thickness profile of a 140-nm FIB antenna and the hydrocarbon contamination on its surface. 
(a) Relative thickness (thickness in terms of IMFP) of the antenna retrieved by EELS. (b) Topography of the 
antenna including the hydrocarbon contamination measured by AFM. (c) Linear cross-sections of thickness 
profiles along the lines shown in (a) and (b). Relative thickness is recalculated to absolute thickness using the 
IMFP in gold of 113 nm. Blue line shows the thickness profile of the antenna determined by EELS, red line 
shows the thickness profile of the antenna and the contamination layer determined by AFM.
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situated in the middle of a 2 × 2 μm2 metal-free square, which is perfectly sufficient to prevent their interaction 
with the surrounding metallic frame36.

Electron energy loss spectroscopy (EELS). EELS measurements were performed with TEM FEI Titan 
equipped with GIF Quantum spectrometer operated in monochromated scanning regime at 300 kV. Beam current 
was set to 0.8 nA and the FWHM of the ZLP was around 0.18 eV. We set convergence angle to 10 mrad, collection 
angle to 20.5 mrad, and dispersion of the spectrometer to 0.01 eV/pixel. We recorded EELS spectrum images with 
the size of 300 × 300 nm2 (100 × 100 pixels with the pixel size of 3 nm). Every pixel consists of 30 cross-correlated 
EEL spectra with the total pixel time of 20 ms. EEL spectra in Fig. 3 were integrated over the ring-shaped areas 
around the disc edge where the LSP resonance is significant (inner diameter about 50 nm, outer diameter about 
200 nm) and divided by the integral intensity of the whole spectrum to transform measured counts to a quantity 
proportional to the loss probability. EEL maps were calculated by dividing the map of integrated intensity at the 
plasmon peak energy with the energy window of 0.1 eV by the map of the integral intensity of the zero-loss peak. 
Radial distributions of LSP resonances were calculated from the EEL maps by rotational averaging followed by the 
background subtraction (base level of the intensity in the EEL maps far away from the antennas).

Energy dispersive X-ray spectroscopy (EDS). EDS measurement was performed on TEM FEI Titan 
equipped with Super-X spectrometer operated in the scanning regime at 300 kV. Beam current was set to 2 nA. 
We recorded EDS spectrum images with the size of 600 × 600 nm2 (300 × 300 pixels with the pixel size of 2 nm). 
We integrated 100 images with the acquisition time of 10 µs per pixel. Spectrum images were post processed 
in Velox software. EDS maps in Fig. 4 show the net intensity (i.e. background subtracted and artifact corrected 
intensity). Table 1 shows the EDS quantification in atomic percents performed in Velox software using parabolic 
background model and Brown-Powell ionization cross-section model.

Atomic force microscopy (AFM). AFM measurement was performed using Scanning Probe Microscope 
Bruker Dimension Icon in the PeakForce Tapping mode, which enables larger control over applied force to pre-
vent damaging the membrane37. The peak force setpoint was set to 5 nN, the scanning window was 400 × 400 nm2 
(256 × 256 pixels with the pixel size of 1.6 nm).

Simulations. Numerical simulations of EELS spectra were performed using the MNPBEM toolbox22 based 
on the boundary element method (BEM)23,24. The dielectric function of evaporated gold was taken from Olmon 
et al.38 and the dielectric function of the silicon nitride membrane was set to 439. The titanium adhesion layer has 
been neglected in the simulations. For the calculations of spectra the electron beam was positioned 2 nm from the 
outer side of the antenna. Obtained loss probability density was recalculated to loss probability at 0.01 eV energy 
intervals (corresponding to the dispersion of the spectrometer in the experiment).

Data availability. The datasets generated during and/or analyzed during the current study are available from 
the corresponding author on reasonable request.
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