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Abstract
This habilitation thesis explores the intersection of clinical medicine, computer graph-
ics, and machine learning in computer-aided diagnosis and treatment planning. Over
the past decade, the author has actively contributed to the field, particularly in 3D
tissue shape reconstruction for pre-operative treatment planning, emphasizing prac-
tical applications in clinical settings. The author acted as a catalyst for research
that translated theoretical concepts into clinical practice and mentorship of young
researchers and PhD students. The thesis recounts experiences in both academic and
industry settings, including leadership at a company driving medical product innova-
tions. The thesis, built on published works, focuses on statistical shape models for
3D tissue modelling, with applications of 2D-to-3D registration for fractured bone
reconstruction in osteosynthesis. The second part explores deep learning methods for
automatic skull shape reconstruction for cranial implant design and tooth detection
on digital dental cast models. Drawing upon personal experiences, the thesis offers
insights into the past, present, and potential future research directions.
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1 Introduction

With the progress of medical imaging methods and the rapid development of digital
technologies, a new research field has been established - computer-aided diagnosis
and treatment planning. Modern computer graphics, image processing and machine
learning techniques began to affect medicine as a tool for scientific analysis and data
modelling and to facilitate diagnosis or planning of surgical treatments. As a techni-
cally oriented person, I was fortunate to be involved in this process and to collaborate
with clinicians on various exciting research projects.

This habilitation thesis maps the last ten years of my work in medical applications
of image processing and machine learning, focusing on the reconstruction of the 3D
shape of tissues and its modelling that would make treatment planning easier for
clinicians.

During those years, I searched for research topics with the potential for practical
application in clinical practice and helped connect enthusiastic young scientists, PhD
students, and the medical world. I motivated young researchers and helped them
direct their research. I feel more like a mentor who sometimes gives bits of research
advice and draws on the experience I have gathered on research projects in a university
environment and an industry with a strong focus on medical product innovations,
especially SW solutions. I was lucky to supervise brilliant and hardworking students
who were the main motor of the research, and I helped them define what "motor" for
what "car" we needed.

An essential element of our research activities has always been applying scientific
methods in clinical practice. An excellent experience for me was working as a head
of software development in the company 3Dim Laboratory s.r.o., which has its roots
in the university and develops innovative products in the healthcare sector. At the
beginning of all the company’s products was the applied research in 3D visualization,
3D modelling and geometric reconstruction of tissues. The company created products
that are used in clinical practice today, both in the Czech Republic and abroad.

Currently, the original company has two followers. TESCAN 3DIM, s.r.o.∗ focuses
∗https://www.tescan3dim.com/
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1 Introduction

on custom software development for 3D image data analysis, 3D visualization, image
and geometry processing using conventional and deep learning methods. And the
company develops dental treatment planning software for computer-guided surgery.
TecuMed, s.r.o.† specializes in manufacturing and innovating medical devices for indi-
vidual treatment in neurosurgery, maxillofacial surgery, oncology, traumatology and
orthopaedics. It brings individual patient treatment solutions into clinical practice.

The habilitation thesis builds on published papers and articles to which I con-
tributed. The main topics are applications of Statistical Shape Models (SSM) and
newer approaches based on deep learning in modelling the 3D shape of tissues, espe-
cially bones, for planning complex procedures and designing implants tailored to the
patient.

SSM is a traditional tool for modelling shape and its variability in a population [1,
2, 3]. One of the exciting tasks is the so-called 2D-to-3D registration, where a bone
3D shape is reconstructed from one or a few 2D radiographs [4, 5, 6, 7, 8]. Chapter 3
is devoted to this topic [9, 10, 11, 12].

With the evolution of deep learning methods, it was natural to start investigating
the possibilities of their use in 3D shape analysis. The second part of the habili-
tation in Chapter 4 focuses on the use of deep learning for tasks such as automatic
reconstruction of the skull shape for cranial implant design [13, 14, 15] or detection
of landmark points on digital dental cast models [16].

A summary of my personal experiences in the context of the mentioned areas and
the past years, including a look at the possible focus of future research directions, is
in Section 3.4, Section 4.4 and Chapter 5.

†https://www.tecumed.com/
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2 3D Modelling in Computer-assisted
Treatment Planning

3D reconstruction of anatomy and exact shape of tissues has been the core of modern
imaging methods such as Computed Tomography (CT) for many years. It plays a cru-
cial role in the diagnosis of diseases. Compared to 2D radiographs (e.g. X-ray images),
3D reconstruction is more accurate and sensitive, which is why 3D reconstruction is
used mainly to diagnose complicated fractures and deformities. Many interdisciplinary
scientific fields combining clinical medicine and 3D computer analysis have developed
dramatically in recent years.

• Computer-aided Diagnosis (CAD) – represents systems that assist clini-
cians in the interpretation of medical image data like X-rays or CT scans.

• Computer-guided Surgery (CGS) – software usually helps determine op-
timal location for implant placement and creates surgical guides to help the
clinician place the implant.

Digital Orthopaedics is a great example. It helps clinicians with pre-operative se-
lection of appropriate procedure and material but also during the surgical procedure
itself. The software creates various types of surgical guides to help the clinician do
corrective cuts, reposition bone fragments into anatomical position and finally place
the implant (Figure 2.1). Digital Orthopaedics also deals with patient monitoring in
the post-operative phase.

More widely, these technologies include not only pre-operative planning and vir-
tual surgeriy, but also navigated surgery or education and training, which provides
young medics with another tool to improve their skills. Computer-assisted medicine
is an expansive area, and the mentioned technologies have been widely promoted in
orthopaedics, dental surgery, traumatology, microsurgery, spine surgery, maxillofacial
surgery and more in recent years.

3



2 3D Modelling in Computer-assisted Treatment Planning

2.1 Pre-operative Treatment Planning

This thesis addresses Computer-assisted Pre-operative Treatment Planning (Figure
2.2) in traumatology, dental implantology, orthodontics and cranioplasty. I prefer
the term computer-assisted because the technology is meant to aid the physician, not
guide. For example, a dentist plans the location and type of implant and models the
shape of the crown with the help of computer software.

The basis for the preparation and planning of operations are typically X-ray images
or CT scans, based on which the doctor chooses the appropriate treatment strategy,
selects the most suitable material (implants, fixation screws, etc.) and plans the
operation itself.

However, the human body has a very complex anatomical structure. In complicated
cases, with large bone deformations, with atypical bone shape, after severe injuries or
in cases of bone tumours, these standard procedures cannot ensure optimal planning
and execution of surgery.

Osteosynthesis (Figure 2.3) is defined as fixation of a bone. It is a surgical procedure
to treat bone fractures in which bone fragments are joined with screws, plates, nails
or wires. The fractured bone is fixed with the aforementioned and can knit stably in
the correct position.

Figure 2.1: Radius corrective osteotomy – is a bone-cutting procedure to realign
forearm bones into anatomically correct position to guarantee proper functionality. The
top row shows the planning of the osteotomy comparing both the hands. The bottom
row shows planning of the plate and drilling and cutting guides to help cut the bone
and rotate it into the correct position. Image courtesy of TecuMed, s.r.o.
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2.1 Pre-operative Treatment Planning

In cases where it is not possible to use standard implants, it is necessary to plan
and manufacture an implant tailored to the patient (Figure 2.4). In these cases, 3D
tissue shape reconstruction methods come into play. By creating a computerized 3D
model of the tissue (so-called digital anatomical models), it is possible to provide
the clinician with a better spatial idea and guidelines for planning treatment, virtual
simulation of surgery, but also to enable navigated surgery, to design and manufacture
an individual implant using rapid prototyping methods.

Computer-assisted medicine also aims to minimize the risks, time and costs of the
treatment, prepare in advance for possible complications, and ensure maximum accu-
racy, functionality and reliability of the resulting replacement. Implant stress simula-
tion concerning its placement and fixation can become a helpful aid (Figure 2.5).

Computer-assisted
preoperative treatment 

planning

3D tissue and organ 
reconstruction

3D anatomical models 

Patient specific implant

Virtual surgery

3D shape modelling

Computer-aided 
intraoperative surgery

Navigated surgery

Robot-assisted surgery

Postoperative treatment

Patient monitoring

Figure 2.2: 3D shape modelling is essential for evolving all areas of computer-
assisted planning of medical treatment. The necessary step is creating an anatomical 3D
model, typically from a CT scan, which does not necessarily mean we need a computer
with a deeper understanding of the tissue shape in the population. A technician can
manually annotate (segment) the data and create the 3D model. However, a better
understanding of the 3D shape of tissues and organs in the population provides a much
more effective tool for faster and less tedious, more accurate model creation, automated
repositioning of bone fragments into the anatomically correct position, design of implant
shape, or navigated surgery.
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2 3D Modelling in Computer-assisted Treatment Planning

2.2 Computer Planning in Clinical Practice

Research into using 3D modelling and machine learning in medicine and prototyping
methods is fundamentally faster than the practical deployment of these methods in
specific SW tools for clinicians or laboratory technicians. There is often a long way
from an experimental method to practice, and preparing the researched methods for

(a) (b) (c)

(d) (e) (f)

Figure 2.3: Osteosynthesis – virtual fixation of a bone before surgery. 3D surfaces
extracted from a CT scan (a) must be separated into individual bone fragments (b).
Then, the repositioning into the anatomically correct position takes place, which, in this
case, uses a mirrored 3D model of the femur of the other limb. Finally, the appropriate
length and diameter of the nail and fixation screws are chosen, preventing complications
during the nail’s insertion. Image courtesy of TESCAN 3DIM, s.r.o.
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2.2 Computer Planning in Clinical Practice

clinical practice is not trivial.
The healthcare domain has its specifics. Progress in it may have a considerable

impact on people’s health. However, it is bound by many standards and the under-
standable preference for years of practice and well-proven and established procedures.
Hence, its inertia is long. Close cooperation with doctors, understanding of medi-
cal procedures and their goals, and precise identification of the suitable treatment
planning steps for their simplification and automation should be considered abso-
lutely fundamental. Moreover, automated processing should not take control over the
treatment from clinicians’ hands. Hence, I always thought it was essential to create
assistant-like tools for clinicians to help them speed up the diagnosis and make the
treatment more accurate.

Two Worlds, One Goal

Digital treatment planning systems connect two different worlds: that of clinicians
and that of computer experts. Both worlds speak a different language, and their
perspective on assistive computer systems differs significantly.

The barrier between clinical medicine and IT engineering is challenging, and in-
sufficient communication between both worlds leads to the design of difficult-to-use
SW solutions that require a lot of manual actions from the user during planning and
unnecessary technical knowledge of the principles of how the planning software works.
Mutual understanding and willingness to listen and look into the world of "the other"

Figure 2.4: Patient specific implant designed on digital 3D anatomical models of
the pelvis and hip joint from a CT scan. If the part of the anatomy replaced by the
implant is more significant, and it is impossible to use mirroring of the healthy part
of the anatomy, 3D shape modelling approaches learned on a large patient population
greatly help in designing the suitable implant shape. Image courtesy of TecuMed, s.r.o.
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2 3D Modelling in Computer-assisted Treatment Planning

is essential. This requires long-term collaboration and much time that clinicians do
not have.

In some medical fields, such as dentistry, clinical laboratories exist that provide
technical support and services to clinicians. Currently, it is the technicians of these

Figure 2.5: Stress calculation using FEM (Finite Element Methods) can be used
to compare different variants of reconstruction plate and fixation nails placement what
affects the stress on the plate and movement of the bone fragments (bottom line). For
the FEM analysis, it was necessary to prepare 3D models of bone fragments from a
CT scan and reposition them into the anatomically correct position and define external
forces and boundary conditions (top line). Image courtesy of TESCAN 3DIM.
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2.2 Computer Planning in Clinical Practice

laboratories who are the users of software tools for treatment planning. Clinicians
just use the software to assess the case and define the treatment goal and limitations.
This trend will probably become more prevalent in other fields as well, especially
with the development of tailor-made implants and replacements. Cooperation with
technicians is essential for automating the planning process, and their world is even
closer to the world of computer experts. However, when developing completely new
digital treatment procedures, the knowledge and experience of clinicians cannot be
replaced.

No Single Solution is Right

High-grade training data is essential for any statistical data analysis or machine learn-
ing method. However, these are challenging to obtain in the medical environment.
Medical data are sensitive personal patient data and access to them on a larger scale
is problematic. Public datasets are available for some typical tasks but only for some
or have too small variability and do not sufficiently cover complex human anatomy
and atypical cases. However, these complex and atypical cases are where the clinicians
will appreciate the computer-assisted pre-operative planning.

In addition, data analysis is further complicated because there is no single correct
solution. Clinicians work in different conditions, have different preferences regard-
ing surgical procedures and materials used, and thus choose more or less different
solutions. The complexity of real patient data and considerable variability within
the population further intensifies this. A typical example is the task of tissue seg-
mentation in an image, where the difference in manual annotation from individual
specialists can be higher than the theoretical accuracy of an automatic method [17,
18], and this divergence has also been explored in the context of human anatomy
shape generation [19, 20].

The long-term strategy is the collection of real cases where annotations are created
by a semi-automatic method, and users manually correct the results. In practice,
however, a revision of each individual sample is always necessary. Concerning saving
their time and case-specific planning needs, experts often fix only the most relevant
part of the data and leave the rest inaccurately annotated.

For the said reasons, in addition to the quality of the user interface itself, the
usability of the software in clinical practice is also affected by the complexity, or rather
the simplicity, of manual adjustments of the outputs from automatic methods. The
software must give laboratory technicians and clinicians the ability to quickly adapt

9



2 3D Modelling in Computer-assisted Treatment Planning

Input dental scan Segmented teeth

One-step tooth 
segmentation

Tooth landmarks

Figure 2.6: Tooth segmentation in orthodontics is the process of outlining and
delineating the boundaries of individual teeth on surface dental scans so the isolated
individual teeth can be virtually moved. This process usually includes teeth identifica-
tion (incissors, molars, etc.) and numbering. If the automatic method performs both
steps at the same time, the errors are of a more fundamental nature and tend to be
much more time-consuming to correct manually (merged teeth, etc.). If we separate
the steps, the user can first easily repair the detected teeth annotated with landmarks
points and avoid subsequent segmentation failures and complicated fixes to the bound-
aries. Images are courtesy of Tibor Kubìk [21].

the shape of the implant or dental crown to their individual ideas. The computer
assistant must allow easy changes and fine-tuning of details. It is often wise to design
the machine data processing methods themselves with such a possibility in mind. It
may be better to divide the treatment planning into more steps (see Figure 2.6) and
allow the user to correct a partial sub-result and then proceed with the following
automatic planning step.

10



3 Statistical Shape Models for Fractured
Bones Reconstruction

This chapter summarizes our research results in using the Statistical Shape and In-
tensity Model (SSIM) to reconstruct a complete intact patient-specific 3D model of
long bones from 2D radiographs (X-ray images) of a fracture, which is achieved by fit-
ting a deformable 3D bone model onto the radiographs (Figure 3.3) of the fragments.
The main researchers in this area were my colleagues Ondřej Klíma, who successfully
defended his dissertation thesis [22] on this topic in 2022, and Petr Klepárník.

The publication results presented in this chapter resulted from the research project
TramaTech∗. The project aimed to develop computer software for rapid pre-operative
planning of diaphyseal fractures reduction – computer reconstruction of bone frag-
ments into the correct anatomical position and identification of the optimal treatment
and best fitting plate or intramedullary nail.

The role of FIT BUT in the project was the creation of statistical shape models
of long bones (e.g. femur, humerus, tibia) for the needs of pre-operative planning,
research and development of methods for fitting the shape models to a specific patient
and speeding up the fitting using modern GPU architectures.

3.1 TraumaTech Project

The project was focused on creating software for rapid pre-operative digital planning
of osteosynthesis (treatment of fractures) in traumatology. It focused on the pre-
operative phase and development of a software system for:

• fracture identification and computer reconstruction of bone fragments into the
correct anatomical position,

• planning corrective cuts,
∗TraumaTech – Use of modern image data processing techniques and computer planning in trauma-

tology, grant project supported by Technology Agency of the Czech Republic, TA04011606, 2014
– 2017
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3 Statistical Shape Models for Fractured Bones Reconstruction

• choosing the optimal implant (nail or plate) or modifying standard bone plates
by bending, including planning the necessary bending angle, shortening or other
changes to the plate,

• and selection of osteosynthetic material and introduction of auxiliary fixation
wires and screws.

The surgeon should have been able to plan the overall workflow already in the pre-
operative phase to improve the accuracy of the osteosynthesis, prepare for possible
complications, reduce the operating time and reduce the radiological burden on the
patient and the operative team.

The project benefited from the collaboration of traumatology experts (University
Hospital Ostrava), 3D software developers (3Dim Laboratory s.r.o.†), researchers in
shape modelling (FIT BUT) and experts development and manufacturing of trauma-
tological implants (Medin, a.s.).

At the time of the project, from 2014 to 2017, pre-operative planning was mainly
based on Computed Tomography (CT) and used in orthopaedic and neurological
surgery. The use of CT imaging in trauma procedures was marginal. The possibilities
of computer-assisted pre-operative planning in traumatology were limited. The vast
majority used simple 2D planning in one or two X-ray images because the surgeon
lacks the time and space for a more complex examination. The complexity of existing
systems based on the use of CT data and the need for time-consuming pre-operative
planning discouraged surgeons from using these technologies, as time is a critical factor
in traumatology.

So, traumatological treatment of fractures and deformities was usually planned and
prepared on the basis of X-ray images, where the surgeon decides on the optimal
approach based on his experience and intuition. Only in the case of more complex
fractures an examination using computed tomography is first performed. For simple
operations and polytrauma (simultaneous injury to at least two body systems), this
approach is sufficient. However, this established diagnostic process does not allow fast
and accurate planning concerning the trends are directed towards using instruments
related to individual anatomical parts of the skeleton with an emphasis on optimal
conditions for forming bone tissue and healing, minimal damage to soft tissues during
the surgery, and reduction of infection risk in open operations.

The designed digital planning system used a combination of traditional diagnostic
approaches to treating fractures and bone defects – X-ray examination and, in more

†The company’s successor in the field of software development is TESCAN 3DIM, s.r.o.
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3.1 TraumaTech Project

complex cases, CT examination, with the possibility of virtual relocation of bone
fragments to their correct position and planning of the osteosynthesis. Madeja et al.
published a case study using the CT-based pre-operative planning of comminuted
scapula fracture [23].

The fundamental innovation consisted of creating 3D statistical shape and intensity

Figure 3.1: Demonstration of virtual osteosynthesis in TraumaTech software
using AP and LAT radiographs. First, two X-ray images are taken with a cali-
bration marker with contrast balls, which are easily automatically detected and serve
to calibrate both images spatially. Individual fragments and main fracture lines are
manually drawn in the X-ray images. The result of the 2D-3D registration of the SSIM
model is a 3D model of the repositioned fragments in the anatomical position. Further
treatment planning takes place in 3D; an intramedullary nail was used in this case.

13



3 Statistical Shape Models for Fractured Bones Reconstruction

models of long bones and developing methods for their adaptation to a specific patient
using two calibrated X-ray images (Figure 3.1). The goal of this combination of accu-
rate 3D modelling while acquiring 2D X-ray images was to increase the accuracy of
pre-operative planning while maintaining the speed of traditional examinations using
X-ray images. The planning in 3D would allow for a much more accurate assessment of
the situation, repositioning of bone fragments, and comparing various implant place-
ment options and implant fixation screws, where the goal was to prevent repeated
surgical interventions and corrections.

3.2 Statistical Shape Intensity Models

Statistical Shape Models (SSM) allow a quantitative description of the shape of the
studied anatomy within a given population. They are created based on a set of train-
ing data – real patients. Shape models are typically created by first obtaining training
3D models by segmenting CT scans and annotating them (manually or automatically)
with a set of landmark points. Subsequently, the models are aligned using General-
ized Procrustes Analysis (GPA) [24], while the models’ size remains unchanged. GPA
aligns all models to a chosen reference one, computes the mean shape, sets the ref-
erence to the mean shape, and repeats the alignment. A linear model describing the
shape variability of femoral bones can be obtained by applying the Principal Compo-
nent Analysis (PCA) [25]. The whole pipeline is shown in Figure 3.2.

Statistical models then make it possible to estimate the anatomically correct shape
of the damaged part by optimising the shape parameters of the model and its pose.
However, statistical shape models also allow estimation of the 3D shape of the tissue
from a set of plain X-ray images using the so-called elastic 2D-3D registration [4, 8,
10]. The result is a lower radiation exposure for the patient, a reduction in costs and,
last but not least, the possibility of 3D planning even in cases where only an X-ray
examination is performed as a standard.

The 2D-3D reconstruction pipeline, schematically indicated in Figure 3.3, is built
as a numerical optimisation. In each iteration, Digitally Reconstructed Radiographs
(DRR) are rendered from the shape and intensity model. Differences between the
original X-ray images and the corresponding DRRs are evaluated using an image
similarity measure. The shape model’s initial pose and shape parameters are then
adjusted to minimise the dissimilarities between the original and the rendered images.
The patient-specific bone model is reconstructed when the similarity between the DRR
and X-ray images is maximal.
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3.2 Statistical Shape Intensity Models

Surface extraction Varying SSM parameters
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Figure 3.2: Construction of a femur statistical shape model. First, polygonal
models are extracted from segmented CT scans. The models are brought into corre-
spondence, aligned using Generalized Procrustes Analysis (GPA) and analysed using
Principal Component Analysis (PCA). Model instances corresponding to different val-
ues of the shape modes are shown on the right.

There are two categories of 2D-3D reconstruction approaches. The first category
comprises methods based on polygonal mesh SSM, which can reconstruct only the
bone shape. These methods rely on bone silhouettes extracted from the original X-ray
images and the SSM. Intensity-based methods represent the second category. These
work directly with the original X-ray images’ pixels and involve an appearance model;
therefore, beyond the bone shape, they can reconstruct bone densities and anatomical
features such as compact and spongy bone. On the other hand, constructing a plain
shape model requires considerably less effort than training an appearance model.

Yao and Taylor proposed a novel intensity-based method for reconstructing pelvic
and femoral bones named Statistical Shape and Intensity model (SSIM) [26, 27]. Their
SSIM model is based on a 3D triangulation of the bone interior and describes bone
densities inside its elements using analytical functions that allow efficient manipulation
of the bone geometry compared to the voxel-based appearance models. Yao’s work
was continued by Sadowsky [28, 29], who focused on the effective rendering of a
virtual X-ray image – Digitally Reconstructed Radiograph (DRR). Sadowsky replaced
the numerical evaluation of integrals of the rays intersecting the SSIM by the closed
formula solution and involved the GPU acceleration.
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Figure 3.3: Reconstruction of a three-dimensional femur model from an X-
ray image. 2D-3D registration is based on minimising the reprojection error between
the original and the synthetic image (DRR), artificially rendered from a statistical
shape and intensity model.

3.3 Summary of Included Papers

The following paper proposes a first version of a fast GPU accelerated femoral bone
reconstruction method based on fitting its statistical shape and intensity model onto
a pair of calibrated X-ray images usually taken from the anterior-posterior (AP) and
lateral (LAT) views‡:

Klima, O., Kleparnik, P., Spanel, M. & Zemcik, P. Intensity-based femoral atlas
2D/3D registration using Levenberg-Marquardt optimisation in Proceedings of the
SPIE (eds Gimi, B. & Krol, A.) 9788. Cited by (Scopus): 8; (Mar. 2016), 97880F.

Yao’s SSIM appearance model has been adopted, which describes the shape vari-
ability of the femur using a Point Distribution Model (PDM) [30] and a reference
tetrahedral mesh of the bone (see Figure 3.4). Virtual X-ray images are rendered
by a projection of the SSIM appearance model following Ehlke’s GPU accelerated
approach [7].

‡This and all following publications are presented as edited and shortened versions of the papers.
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(a) (b) (c)

Figure 3.4: A cross-section of a tetrahedral model of the proximal femur (a).
Digitally reconstructed radiographs rendered from instances of the shape and intensity
model (b) and binary masks rendered from the same instances of the point distribution
model (c).

The article proposes two principal variants of the optimisation:

• The intensity-based registration is performed by minimising differences be-
tween the original radiographs and the DRRs rendered from SSIM. As CT imag-
ing has higher X-ray energy than plain radiography, the X-ray and DRR images
may differ in contrast of the corresponding tissues. Therefore, we involve the
Normalised Mutual Information (NMI) similarity measure, commonly used in
inter-modal registration.

• Black & White (BW) registration, in contrast to the intensity-based reg-
istration, involves a plain shape model instead of the SSIM. The DRR images
are replaced by binary masks, as shown in Figure 3.4. The binary masks must
be extracted from the original radiographs as well.

The registration is formulated as a non-linear least squares problem, allowing for the
involvement of Levenberg-Marquardt (LM) optimisation, which leads to a significantly
faster and more reliable 2D/3D reconstruction method that requires a lower number
of iterations (Figure 3.5) to converge when compared to Elke’s gradient-descent based
optimisation approach.

The reconstruction accuracy was evaluated using the symmetric Hausdorff distance
between reconstructed and ground-truth bones using a synthetic dataset rendered
from CT scans and real X-ray images of phantom bones whose relative pose was
calibrated using a custom contrastive marker.
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3 Statistical Shape Models for Fractured Bones Reconstruction

Figure 3.5: Illustration of the intensity-based model registration. The figure
shows the first 50 iterations. An approximate initial SSIM pose is essential for proper
convergence.

The best accuracy has been achieved by the B&W method, with a measure targeting
the optimisation on similarities of local bone features. Here, the Levenberg-Marquardt
method updates the optimised parameters with respect to derivatives of individual
pixels of the X-ray and DRR binary masks instead of derivatives of the global similarity
measures, leading to a very accurate registration method. However, the BW method
requires precise X-ray image segmentation what requires either a manual annotation
or an automatic method.

The accuracy of the intensity-based method was 1.18 ± 1.57 mm on average, and
the registration took 8.76 seconds on average. The most significant advantage of
the proposed least squares registration formulation is that it allows a straightforward
extension to the multifragment 2D/3D reconstruction.
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In the following study, performance of the previously proposed deformable 2D/3D
registration approach based on the Levenberg-Marquardt optimisation with methods
exploiting Covariance Matrix Adaptation (CMA) [31] and Covariance Matrix Self
Adaptation (CMSA) [32] evolution strategies is compared:

Klima, O., Chromy, A., Zemcik, P., Spanel, M. & Kleparnik, P. A Study on Per-
formace of Levenberg-Marquardt and CMA-ES Optimization Methods for Atlas-
based 2D/3D Reconstruction. IFAC-PapersOnLine 49. 14th IFAC Conference
on Programmable Devices and Embedded Systems PDES 2016, 121–126. issn:
2405-8963 (2016).

Besides 2D-3D registration approaches based on numerical optimisation methods
like the Ehlke’s gradient-descent algorithm, strong attention has been paid to the
gradient-free evolution strategies represented by the CMA-ES method proposed by
Gong and Abolmaesumi [6, 5, 33]. The main benefit of the CMA-ES family of methods
is that there is no need for the Jacobian matrix numerical approximation during the
registration.

The comparison of different optimisation methods focused on both the robustness
and the speed. The results were obtained using a large-scale data set of synthetic
X-ray images. Certain parts of the registration pipeline (DRRs rendering, etc.) were
accelerated using graphics hardware to speed up the reconstruction process.

The reconstruction based on the LM optimization is several times faster than CMA-
ES and CMSA-ES based methods while reaching similar accuracy. The median time of

Figure 3.6: A proximal part of the femoral bone reconstructed with a mean
error of 1.12 mm. The reconstructed bone, highlighted in red, is aligned with the
ground-truth bone model obtained from the CT image (left). The reconstruction error
is visualised by a heatmap; the red colour shows places with the highest error of 5.68 mm
(right).
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3 Statistical Shape Models for Fractured Bones Reconstruction

the registration using the LM method was more than 16-19 times lower in comparison
to the CMSA-ES method and approximately 6-7 times lower in comparison to the
CMA-ES method.

The median error of the proposed method was 1.12 mm, and the median recon-
struction time was 7.2 s. The median time reached by the CMA-ES and CMSA-ES
methods was 48.5 s and 138.5 s, respectively.
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Most studies dealing with 3D pre-operative planning based on 2D stereo radio-
graphs have only worked with uninjured bones, which limits their possible planning
applications. In the subsequent paper, we proposed a method for reconstructing 3D
polygonal models of the intact bones from the calibrated radiographs of diaphyseal
fractures of long bones:

Klíma, O., Madeja, R., Španel, M., Čuta, M., Zemčík, P., Stoklásek, P. & Mizera,
A. Virtual 2D-3D Fracture Reduction with Bone Length Recovery Using Statisti-
cal Shape Models in Shape in Medical Imaging (eds Reuter, M., Wachinger, C.,
Lombaert, H., Paniagua, B., Lüthi, M. & Egger, B.) (Springer International Pub-
lishing, Cham, 2018), 207–219. isbn: 978-3-030-04747-4.

The first attempt to reconstruct injured bones using statistical atlases was proposed
in a study focused on the reduction of multi-fragment fractures of the distal radius by
Gong [5]. The reconstruction and the fracture reduction were achieved simultaneously
by a 2D-3D registration of a single statistical appearance model of an intact distal
radius into individual fracture segments. The method was evaluated in silico using
simulated fractures, concluding that the atlas-based reconstruction may provide a
more accurate distal radius template than the conventionally used mirrored model
obtained from the contralateral limb.

A later study by Markelj et al., using a similar principle, focused on diaphyseal
fractures of the long bones of the lower limbs [2]. It aimed to determine the rotation
alignment between the proximal and distal fragments along the longitudinal axis. In
addition to the rotation angles, the study considered the reconstruction of surface

Figure 3.7: Relation between vertex assignment to fragment regions and the
resulting bone length. If vertices in the middle of the shaft are not assigned to any
of the two fragments, the bone is too long (left). If some vertices are assigned to both
the fragments, the bone is too short (middle). The correct length is when each vertex
gets assigned to exactly one bone fragment (green).
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3 Statistical Shape Models for Fractured Bones Reconstruction

Figure 3.8: Accuracy of the sample case reconstruction. A sample test case
of stereo radiographs with simulated transversal femoral shaft fracture. The heatmap
shows the differences between reconstructed and ground-truth surfaces, evaluated using
the symmetric Hausdorff distance. The areas with the highest deviation are coloured
red and reach 5.19 mm.

models of the individual fracture segments. However, the approach could not perform
virtual fracture reduction and provide a model of the intact bone, as the method
could not determine the correct length of the target bone. Moreover, the shape model
had to be divided into fragments in advance without further refinement during the
registration process.

The work’s main contribution is the ability to recover an accurate length of the
intact bone. Unlike Markelj et al., the division of the statistical shape model into
segments is performed automatically by the registration, enabling optimisation of the
shape model length. The reconstruction is based on 2D-3D registration of a single
statistical shape model onto the pairs of radiographs of each individual fragment,
performed simultaneously with the virtual fracture reduction.

The method works with simple displaced transverse, oblique and wedge fractures
when the injured bone is split into two main fragments. Each fragment is captured in
its region of interest, forming a pair. The idea of the bone length recovery is to assign
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Figure 3.9: Physically reduced dry cadaveric femur involved in the study
(left) and sample AP and LAT radiographs of cadevers. Image courtesy of Ondřej
Klíma[22].

each vertex of the shape model to only one of the main fragments. Consequently, each
vertex should be re-projected in precisely one of the two regions (Figure 3.7).

The method was tested on a synthetic data set containing 96 virtual fractures
(Figure 3.8) and on real radiographs of dry cadaveric bones (Figure 3.9) suffering pe-
rimortem injuries (bone damage occurred at or near the time of death without any
evidence of healing). The accuracy was evaluated using the Hausdorff distance be-
tween the reconstructed and ground-truth bone models. On the synthetic data set,
the average surface error reached 1.48 ± 1.16 mm. The method’s accuracy is com-
parable with single-fragment reconstruction approaches, presented by Baka et al. in
brief summary [1].

The main contributions of the presented series of papers can be summarised as
follows:

• A new method for reconstructing 3D polygonal models of the intact bones from
the calibrated radiographs of diaphyseal fractures of long bones based on the
Levenberg-Marquardt optimisation method.

• GPU-accelerated rendering of digital radiographs from statistical shape and in-
tensity models, which provides fast convergence and state-of-the-art reconstruc-
tion accuracy when combined with the LM optimisation.

• Extensive testing of reduction accuracy with both virtual fractures generated
from CT scans and cadavers.
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3 Statistical Shape Models for Fractured Bones Reconstruction

Figure 3.10: X-ray calibration marker and annotation of bone fragments
in stereo radiographs. The user approximately annotates fragments’ boundaries
(green) and subsequently the fracture lines (yellow).

3.4 Insights and Remarks

The method has been integrated into pre-operative planning software. The mutual
position of the stereo radiographs is determined using a calibration marker (Figure
3.10), usually attached to the lower limb plate. The shape model is initially aligned
with the longitudinal axes of the fragments reconstructed in 3D from the user’s bone
fragment annotations on radiographs. The user must also annotate the fracture de-
tachment sites as simple lines in the 2D images.

As part of the TraumaTech project, X-ray planning was tested with clinicians. The
goal was to perform a virtual reduction of the bone, plan the osteosynthetic material,
and then compare it with the material used in real life. The clinicians determined an
acceptable deviation for the length of nails to be ±10 mm, for screws ±4 mm. The
results showed that the deviation was minimal in approximately 1/2 of the cases, but
it was unacceptable in 1/4 of the cases. The accuracy of the intact bone reduction
method itself seems to be sufficient, but in practice, it is strongly influenced by the
precision of the radiograph calibration when the marker must always be in exact
place when taking the images – it is necessary to fix it as best as possible to the
patient’s limb. Further errors are then caused by the inaccurate drawing of fragments’
boundaries and their fracture lines. It would be necessary to automate the annotation
of X-ray images as much as possible using pre-trained detectors and fundamentally
improve the calibration process.
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3.4 Insights and Remarks

Statistical shape models are a well-described mathematical tool for modelling shape
and its variability in a population. Their clear definition and interpretability is their
most significant advantage over newer deep learning methods discussed in Chapter 4.
For some tasks like strength analysis using FEM, the precise structure of their shape
representation by the point distribution model can also be an advantage.

On the other hand, because they work with the PDM, they require accurate sample
alignment and matching, typically using anatomical landmark points. From a practi-
cal point of view, it is necessary to supplement the use of SSM with robust machine
learning methods for accurate landmark point detection for the initialisation of the
fitting process, which optimises the model parameters for a specific sample (patient).

This process of parameter optimisation turns out to be problematic in practice.
Typically, this is a global optimisation over all model parameters, and it is challenging
to adjust the minimised metric and set the boundary conditions to meet the specific
needs of a particular task, often also considering the character of the dataset. It
requires deep knowledge of the optimisation methods. Often, even a small change in
the requirements for the resulting reconstruction leads to repeated tuning of the whole
optimisation process. The practical fine-tuning of SSM optimization is very difficult
and tends to be fragile.
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4 Deep Learning Methods for 3D Shape
Analysis

In the last decade, deep learning and convolutional neural networks have driven dra-
matic progress in various computer vision tasks. The combination of convolutional
and deep architectures, efficient learning algorithms, a large amount of training data,
enormous computing power, and the flexibility of deploying different model architec-
tures make it possible to create high-quality predictive models for almost any task.
Convolutional neural networks are the basis of state-of-the-art methods in the never-
ending list of tasks such as image classification, semantic segmentation, object de-
tection, person identification and pose estimation of non-rigid objects [34] through
low-level information extraction tasks [35] like the estimation of depth, illumination,
surface properties; to pure image processing tasks such as super resolution [36], noise
removal [37, 38]. The current big bang in the field of generative models then moves
the task domain much further than we could have imagined a few years ago. It was
so natural that we started looking into using neural networks for tasks related to 3D
shape analysis in medical data processing.

This chapter presents the results of our research in this area. The main topic is
deep learning for automatic reconstruction of the defective part of the human skull
and designing a patient-specific cranial implant. The main driver of this research was
Oldřich Kodym, who defended his dissertation [39] based on this research in 2022.
We collaborated with TESCAN 3DIM s.r.o. and TecuMed, s.r.o.∗ companies on the
automatic design of cranial implants in the form of contract research because the
automatic reconstruction of the skull shape represents a notable time saving for the
technician who models the implant using 3D SW tools.

The second research area discussed in this chapter is the analysis of dental surface
scans for tooth detection and tooth margin line segmentation. Tibor Kubík, who is
now continuing his research as a doctoral student at FIT BUT, devoted himself to
this area as part of his bachelor [40] and master [21] thesis.

∗Formerly TESCAN Medical, s.r.o.
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4.1 Skull Shape Reconstruction for Cranioplasty

Cranioplasty is the surgical repair of skull to correct a deformity or defect of the
skull. These defects and deformities can happen as the result of a traumatic injury or
neurosurgery, such as a craniectomy which is the most commonly performed surgery
for brain tumour removal that requires access to the brain. During craniectomy, a
specific part of the skull is resected and eventually replaced with a cranial implant.
Examples of cranial implants are depicted in Figure 4.1.

For the cranioplasty, patient-specific implants are often used. When designing the
implant, the correct skull shape reconstruction is critical to restore the protective and
aesthetic function of the skull and also fit very precisely along the border [41, 42].

Current state-of-the-art methods usually involve using a patient CT scan to design
the implant pre-operatively and then 3D printing of the result using bio-compatible
materials such as Titanium, Porous Polyethylene or Polyether ether ketone (PEEK) [43,
44]. Alternatively, implants can be cast in a 3D-printed mould from bone cement,
which can be loaded with antibiotics to decrease the risk of infection [45]. Such ap-
proaches lead to a reduction of operative time and improved patient results [46].

Provided that a precise enough anatomical 3D model is obtained from the CT data
after its tissue segmentation, implant design is the most challenging and tedious task
for a laboratory technician. In unilateral defects, techniques based on mirroring the
healthy part of the skull are often used in combination with Computer-Aided Design
software (CAD) [47]. However, the assumption of a perfectly symmetric skull does not
hold in most cases, and manual corrections are often required. Moreover, estimating
the correct shape is much more challenging in the case of bilateral defects. Recent
methods addressing these challenges aim to be entirely or mostly automatic and to

Figure 4.1: Examples of cranial PEEK† implants designed by laboratory tech-
nicians. The implant can also be made from other materials, such as bone cement or
3D printed from titanium. Image courtesy of TecuMed, s.r.o.
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reconstruct an arbitrary part of the skull. These methods include statistical shape
models [48] and convolutional neural networks [49, 50].

Several conditions must be met to deploy reconstruction methods into the clinical
practice. The symmetry of the skull should be preserved as well as possible, including
in cases where the patient’s skull itself is partly asymmetric and where the defect
reaches partly into both sides of the skull. Second, the automatic reconstruction
should fit the defect borders very precisely.

4.2 Deep Neural Networks for 3D Geometry Analysis

The use of deep neural networks for 3D geometry analysis is a research topic that
has received more and more attention in recent years. The typical approach is to
naturally extend Convolutional Neural Networks (CNNs) into the 3D space, represent
the input shape as a regular binary voxel grid and train a 3D CNN with an auto-
encoder architecture to output the completed binary shape [51, 52]. Unfortunately,
such a natural extension of core deep neural network operations like the convolution
from 2D to 3D domain introduces additional computational complexity. Having the
volumetric grid data as input to deep neural networks has a considerable drawback in
computational time and memory requirements. These approaches cannot be utilized
for larger volumes due to GPU memory limitations.

The methods currently used by researchers and published in the literature can be
divided into the following categories:

• Coarse-to-fine volumetric strategies – utilize the 3D CNN to estimate a
coarse shape only, which is further refined in a post-processing step [53, 54]
or with another 3D CNN working at higher resolution but with a smaller con-
text [13] or more complex octree like structures [55].

• Multi-view approaches – render the 3D shape into several 2D images from
different viewpoints, process the resulting 2D views with the standard image
vision architectures, and finally combine the different viewpoints’ results [56,
57]. Su et al. presented the multi-view CNN idea [56] obtaining state-of-the-art
results on 3D classification task. And the multi-view approach was later on used
to identify feature points on facial surfaces [58]. Their method reached state-
of-the-art results in feature point detection on facial 3D scans while decreasing
the GPU memory requirements needed for 3D processing. Additionally, they
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also proposed a consensus method to find the final estimate, which combines
the least-squares fit and RANdom SAmple Consensus (RANSAC) [59].

• Point-based solutions – represent the first category of methods that exploit
different data representations [60, 61, 62] and define all the needed operations
like the convolution and pooling on top of point clouds.

• Mesh-based solutions – work directly with the irregular triangular meshes
redefining the convolution and pooling either on faces or edges as the main
element [63, 64, 65, 66].

• Graph networks – relies on learning over graph structures. The convolution
is defined spatially on the graph or in a spectral domain [67, 68].

Our papers described below mainly rely on the two first groups of methods: (i)
coarse-to-fine volumetric grids and (ii) the multi-view approach. Although the mesh-
based and graph networks are advancing significantly and are up-and-coming, their
computational complexity still limits their ability to process input 3D meshes with a
sufficiently large context and simultaneously generate shape details, e.g. at the cranial
implant boundaries. We are investigating the possibilities of using these methods but
do not have publications in this field yet.

Besides the challenge of efficient 3D shape representation suitable for deep learn-
ing, an exciting research direction is represented by Generative Adversarial Networks
(GANs) or variational auto-encoders [54, 69], suggesting that the shape completition
task has multiple correct solutions. Other authors have also raised this issue in the
context of anatomical shape reconstruction [19, 20], where inter-expert variability of
the resulting shape is also considered. However, the argument that the variability of
the output should be enforced at the cost of precision measured against the original
shape conflicts with the current literature, where the original shape is usually con-
sidered the ground-truth. Proving the benefit of this approach is not easy without a
more extensive study directly with users.
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4.3 Summary of Included Papers

The following paper was the first in which we entered the topic of skull shape re-
construction using deep learning techniques for cranial implant design. The work
presented in the paper aimed to address two challenges: (i) design a fully automatic
3D shape reconstruction method that can address diverse shapes of real skull defects in
various stages of healing and (ii) provide an open dataset for validation of anatomical
reconstruction methods on a set of synthetically broken skull shapes‡:

Kodym, O., Španěl, M. & Herout, A. Skull shape reconstruction using cascaded
convolutional networks. Computers in Biology and Medicine 123. Cited by (Sco-
pus): 9; 103886. issn: 0010-4825 (2020).

Statistical shape models combined with geometric morphometrics have been studied
extensively by Fuessinger et al. in the context of skull reconstruction [70, 71, 48],
achieving an average surface error of 0.47 mm for defects of the parietal and temporal
area and 0.75 mm for small mid-facial defects, as measured on simple synthetically
created defects against the original bone shape. While providing a good reconstruction
result, these methods rely on a clean, well-defined defect border, which is rarely the
case in real patient cases with complex fractures in various stages of healing and
bone resorption. In the first attempt to use deep learning-based shape completion for
skull reconstruction, Morais et al. has presented an approach that uses convolutional
denoising auto-encoders [50], although it only operates at a very coarse resolution.

In this work, we proposed a cascaded CNN architecture for the estimation of a high-
resolution 3D anatomy shape conditioned on the input defective skull. The method
can successfully reconstruct defects reaching into both sides of the skull as well as into
more complex anatomical regions such as orbitals. To the authors’ best knowledge,
this was the first deep learning-based method of 3D shape reconstruction that reached
a high enough resolution to be clinically viable for the skull reconstruction task. The
architecture uses a combination of two CNN models with a 3D U-net [72] backbone.
The individual models differ from the original 3D U-net. Figure 4.2 gives and overview
of the architecture. Further details can be found in the full paper. Each of the models
operates on a different resolution. During inference, the first model provides enough
contextual information about the overall shape of the defective skull while the second
model can ensure precise contact at the defect border.

‡This and all following publications are presented as edited and shortened versions of the papers.
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Figure 4.2: Overview of the 3D CNN cascade for skull reconstruction. The
symmetrized low-resolution input XLo is fed into the first model fLo to produce the
missing shape estimation which gets ubsampled and concatenated to the high-resolution
input XHi and fed into the second model fHi to produce the final high-resolution
missing shape. The discriminator CNNs d and latent vectors z are only used in the
generative model.

As the ability to preserve the anatomical symmetry is a critical part of the skull
defect reconstruction, we concatenated a sagitally flipped copy of the volume to the
low-resolution CNN input. This makes it easier to propagate the symmetry informa-
tion using convolutional kernels and skip connections of the U-net architecture.

To address the issue of multiple possibly correct solutions, we also experimented
with a generative version of the proposed model. To make the described reconstruction
model generative, the adversarial loss function in the form of a discriminator d has
been added. The discriminator allows the model inject a random latent vector into the
reconstruction CNNs. We concatenate the random latent vector with the bottleneck
tensor of both CNNs as shown in Figure 4.2. The discriminator CNNs have the same
architecture as the encoder part of the reconstruction CNNs with additional dense
layers that output the discriminator scores. Given a combination of the defective
skull shape and the missing anatomy shape, the discriminator is trained to assign a
low score to the ground-truth missing shape and a high score to the reconstructed
missing shape at both a low and high resolution.

In order to improve the reproducibility of research in the area of automatic skull
reconstruction, we have introduced an open dataset of skull shapes with synthetic
defects. The dataset mimics the variability in shape, position and bone resorption
present among real patients. We used a public CQ500 dataset [73] as a source of head
CT patient data. CT scans were rigidly aligned and the skulls were segmented and
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Figure 4.3: Results of the discriminative model reconstructions for parietal,
frontal, bilateral and random defects. From top to bottom: Surface error maps,
input synthetically broken skulls and reconstructed skull shapes. Most of the recon-
structed surface reaches less than one millimeter error in all cases.

saved as 3D binary arrays. 5 different defects were created on each segmented skull
with an emphasis on simulating the variability in real defective patient skulls. To
allow for structured validation, the defects were categorized into unilateral parietal,
unilateral frontal (the orbital area) and bilateral groups. The resulting dataset of 945
defective skulls with ground-truth original shapes along with further details is publicly
available as the SkullBreak dataset§.

The precision of each method was measured as the average symmetric distance be-
tween the surface voxels of the output reconstruction and the original anatomy shape,
which we considered to be ground truth. We only measured the error on the skull’s
outer surface because the inner surface is irrelevant for cranial implant design in clini-
cal practice. Although the models presented in this work occasionally produce slightly
asymmetric results or fail to avoid some depressions around the defect border, our re-
sults show that the proposed method can achieve an overall satisfactory performance
in this regard, as illustrated by example reconstructions in Figures 4.3, 4.4.

We first evaluated the discriminative model’s performance and the symmetrised

§https://www.fit.vutbr.cz/~ikodym/skullbreak/
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Figure 4.4: Results of the discriminative model for real patient data. Al-
though some reconstruction faults can be seen in the last two cases, the reconstruction
is usually correct. The surface distance to the original shape is below one millimeter
on average.

input’s effect. The model with a simple input could reconstruct each testing skull
successfully. The effect of symmetrising input was that the average measured error of
the reconstructed unilateral defects dropped from 0.69 mm to 0.48 mm for parietal and
from 0.69 mm to 0.60 mm for frontal defects. As expected, the symmetrised input less
affected the bilateral defects group. However, the error still slightly decreased since
the symmetry partly constrains some bilateral defects. The overall average surface
error of the discriminative model with a symmetrised input for the whole testing set
was 0.59 ± 0.21 mm. Several examples of the discriminative model reconstructions
are shown in Figure 4.3.

We also evaluated the performance of the generative model with symmetrised input
and random input latent vectors. The overall average surface error was 0.68 ± 0.28 mm.
For each defect group, the error of the generative model was higher than that of the
discriminative model. However, since we consider multiple correct reconstructions for
a single skull defect, the error measured against the ground-truth shape might not
be a good indicator of the method’s performance. The generative model allows us
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to sample multiple different outputs for a single input defective skull by changing
the input latent vectors. Therefore, we also experimented with generating multiple
reconstructions and measuring the best-achieved result. The overall average surface
error when measuring the best-of-five sampled reconstructions for each testing skull
was 0.56 ± 0.21 mm. The results for individual defect groups were similar to the
discriminative model. However, the error was reduced in the bilateral group from
0.73 mm to 0.65 mm compared to the discriminative model.

Finally, to evaluate our approach’s ability to generalise, we tested the performance
of the models trained exclusively on our synthetic dataset on an internal dataset of real
defective patients without fine-tuning the model. Both models reconstructed the real
defects mostly successfully. However, there was an expected increase in the surface
error in both the discriminative model output and the best-of-five generative model
output. In some cases, there were also visible faults, such as slight depressions or holes,
as illustrated in Figure 4.4. This could be partly attributed to the fact that the real
testing patients come from a different geographic location, in which the anatomical
variability of the skull is different.

In the context of the state of the art, Fuessinger et al. [71] achieved an average
surface error of 0.47 mm when reconstructing unilateral spherical defects of the cranial
area with a radius of 5 cm. Compared to the performance of our discriminative
and generative models reached 0.48 mm and 0.46 mm average surface error on the
unilateral parietal defect group. In contrast, our method does not require any manual
cleaning of the defect border, as the CNN model handles the seamless fit of the
reconstructed part to the skull. It would be interesting to see the performance of the
statistical shape model on more challenging parts of the introduced dataset.

Since the discriminative model outputs reach a lower average surface error than the
randomly sampled outputs of the generative model, it can be concluded that it is more
suitable for a completely automatic setting. The generative model could alternatively
be used in a semi-automatic setting. If the initial reconstruction is not satisfactory
for further processing, several subsequent samples from the generative model could be
offered to the expert to increase the chance of avoiding falling back to a less efficient
conventional workflow.
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The following paper describes a method submitted to the MICCAI 2020 AutoIm-
plant Challenge [74], which aims to provide a public platform for benchmarking skull
reconstruction methods. The proposed method adapts the discrimative cascaded re-
construction CNN architecture described above [13]. Furthermore, the method is
extended by an automatic landmark-based registration and a detail-preserving mor-
phological post-processing step:

Kodym, O., Španěl, M. & Herout, A. Cranial Defect Reconstruction Using Cas-
caded CNN with Alignment in Towards the Automatization of Cranial Implant
Design in Cranioplasty (eds Li, J. & Egger, J.) Cited by (Scopus): 4; (Springer
International Publishing, Cham, 2020), 56–64. isbn: 978-3-030-64327-0.

The skull is first aligned using landmark detection, followed by a cascade of low-
resolution and high-resolution reconstruction 3D CNN. As the defects in the AutoIm-
plant dataset are generated on a static position inside the data volumes, and the
variability in their shapes and positions comes from the variability of the positions of
the skulls, reconstructing the shapes with a volumetric CNN model introduces some

(a) (b) (c)

(d) (e) (f)

Figure 4.5: Overview of the MICCAI 2020 AutoImplant Challenge skull
defect reconstruction method. In the input skull volume (a) 4 landmarks are
detected (b). The skull pose and scale is normalized (c) so that the detected landmarks
(red) are registered to the reference landmarks (green). Then, the skull is reconstructed
by estimating the missing shape (d). Finally, the result is post-processed (e) and
transformed back into the original skull coordinates (f).)
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difficulties. The reconstruction model needs to implicitly learn rotational and trans-
lational invariance, making it cumbersome to exploit the symmetric properties of the
skulls. To address this, rigid transformations are applied to normalise the scale and
the position of the skulls. The positions of four anatomical landmarks, namely the
left and right auditory meatus and left and right supraorbital notch (see Figure 4.5),
are used to compute the transform. We trained a simple 3D CNN model for landmark
detection with a U-net architecture using the heatmap regression approach [75].

The reconstruction model will occasionally produce outputs that contain noise, such
as disjoint objects or protuberances covering the healthy part of the skull as shown
in Figure 4.5(d). Assuming the missing shape should only consist of a single compact
object, connected component analysis can discard all objects except the largest one.
Next, morphological operations can remove any shape protuberances with less than
the desired minimum shape thickness while preserving the fine details produced by
the reconstruction model along the defect edges as shown in Figure 4.5(e).

The proposed method successfully reconstructs every skull in the standard test
dataset, achieving an accuracy of 0.920 DSC (Dice Coefficient) and 4.137 mm in terms
of HD (Hausdorff Distance). The proposed skull alignment and data augmentation
techniques are general concepts that could be applied to any other reconstruction task.
Although we only encountered one failure case in our additional test set, it hints that
more defect shape augmentations should be used to increase the robustness of the
reconstruction model.

The solution we submitted to the AutoImplant 2020 Challenge was finally ranked
3rd out of 10. The first three places were occupied by deep learning methods, followed
by a method using SSM [76].
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In the last paper, which is devoted to the topic of automatic cranial implant design,
the method based on the cascade volumetric CNNs was further extended by adding
multi-branches to allow simultaneous training on two different types of cranioplasty
ground-truth data: (i) the skull patch, which represents the exact shape of the miss-
ing part of the original skull, and which can be easily created artificially from healthy
skulls, (ii) and expert-designed cranial implant shapes that are much harder to ac-
quire Figure 4.6. The idea was to train the overall shape of the implant on the large
artificial dataset and to simultaneously train the model on a smaller real dataset to
fine-tune the shape of the implant boundary resting on the skull according to the
needs of the clinical use and implant manufacturing:

Kodym, O., Španěl, M. & Herout, A. Deep learning for cranioplasty in clinical
practice: Going from synthetic to real patient data. Computers in Biology and
Medicine 137. Cited by (Scopus): 7; 104766. issn: 0010-4825 (2021).

The final shape of the cranial implant differs from the shape of the skull reconstruc-
tion patch. The implants have a constant thickness different from the original bone

Large synthetic dataset with

skull patch ground truth

Limited clinical dataset with

implant shape ground truth

Multi-brach reconstruction model

Large synthetic dataset with

skull patch ground truth

Baseline reconstruction model

Input clinical data

Skull patch estimation

Skull patch branch estimation

Implant branch estimation

Figure 4.6: The multi-branch architecture uses multi-task learning on differ-
ent skull reconstruction datasets. The multi-branch architecture uses multi-task
learning on different skull reconstruction datasets. In addition to the higher overall
accuracy and ability to directly output cranial implant shapes, the skull patch output
of the multi-branch model also better fits the shape to complex defect borders in real
clinical cases.
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Figure 4.7: Axial slices through samples from the datasets used in this work.
Skull patch sample from a synthetic dataset (left), manually designed implant shape
sample from an in-house clinical dataset (right).

and have some spatial tolerance along the defect border to account for scar tissue and
continuing bone growth, ensuring implantability (see Figure Figure 4.7).

The shape of the implant can be estimated directly by a CNN model, provided that
sufficient training data is available for training. Synthetic datasets for the automatic
estimation of skull patches recently became available because they are easy to cre-
ate from public databases of healthy skulls. Unfortunately, they do not necessarily
fully cover the defective skull shape distribution of target clinical data (i. e. different
anatomical variability of the target population, defect shapes and sizes, complex mor-
phology of the defect border), which may affect the resulting reconstruction quality
in practice [13]. Real clinical data with expert-designed implant models are, on the
other hand, difficult to obtain. Furthermore, the more challenging bilateral and front-
orbital defects are less common. Still, in these challenging cases, correct automatic
skull patch reconstruction can have the most immense impact on clinical practice.

We use two different cranioplasty datasets in this work. Our publicly available
Skullbreak dataset [77] is a synthetic skull shape which contains 570 training and 100
testing pairs of defective skulls and corresponding skull patches. The second in-house
dataset was provided by the TecuMed company and contains 387 real patient cases
indicated for cranioplasty. Each patient case consists of CT data with manual skull
segmentation and a mesh model corresponding to an expert-designed cranial implant.
We split the in-house dataset into 312 training cases and 75 test cases.

We use the same baseline reconstruction method for both the skull patch and im-
plant estimation tasks, with the only difference being the data used for training. The
method is based on a cascade of two U-net-like volumetric CNNs proposed in our
previous work [13]. To simultaneously facilitate training of the CNN cascade using
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Figure 4.8: Implant estimates of the baseline implant model (top) and the multi-
branch model (bottom).

both the synthetic skull patch dataset and the clinical implant dataset, we split the
outputs of the model into a separate skull patch estimation branch and implant es-
timation branch at both coarse and high resolution. During the multi-branch CNN
cascade training, we use mixed mini-batches containing samples from the Skullbreak
and in-house datasets.

For the sake of the quantitative evaluation, we assume that the expert-designed
shapes in the test set represent the only correct solution to the shape estimation
tasks. So, the quality of the output can be quantified using segmentation metrics
such as volumetric overlaps (i.e. Dice Coefficient) and surface distance [78]. However,
the shape reconstruction task is specific in allowing some variability in the recon-
structed shape in some cases, as long as there are no imperfections along the fit of the
reconstructed shape to the input shape.

Because the thickness of the ground-truth patch is different from the thickness of
the original bone in the Skullbreak dataset, we measure average surface error only at
the outer surface voxels of the skull. We pay special attention to the fit quality along
the defect border of the skull patches. Like other authors [49], we report the outer
surface distance computed along the defect border. However, this metric may not
precisely convey some common errors of skull reconstruction that impact the aesthetic
outcome of cranioplasty, such as slight trenches or bumps on the surface along the
defect border. To this end, a novel metric which compares approximate Gaussian
curvatures of reconstructed skulls and reference skulls along the defect border as
shown in Figure 4.9 has been proposed in the paper as shown in Figure 4.9.

The proposed method reaches an average surface distance of the reconstructed skull
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Figure 4.9: Examples of the baseline skull patch model outputs and the
multi-branch model skull patch outputs with colour-coded Gaussian curvature
error. The multi-branch model can produce smoother results with lower curvature
error. Here, the entire Gaussian curvature error maps are shown for illustration, while
only defect border voxels are considered when computing the mean errors.

patches of 0.67 mm on a clinical test set of 75 defective skulls. It also achieves a 12%
reduction of the newly proposed defect border Gaussian curvature error metric com-
pared to the baseline model trained on synthetic data only. Additionally, it produces
3D printable cranial implant shapes (see Figure 4.8) with a Dice Coefficient of 0.88
and a surface error of 0.65 mm. The proposed skull reconstruction method outputs
reach good quality and can be considered for use in semi- or fully automatic clinical
cranial implant design workflows.

The main contributions of the presented series of cranial implant design papers can
be summarised as follows:

• The novel multi-head volumetric CNN model with a cascade of U-Net 3D CNNs
allows simultaneous training on a large dataset of synthetically generated skull
patches and a smaller expert-designed cranial implant shapes dataset so the
model can generate the final cranial implant shape with the required implant
boundary.

• The Skullbreak open dataset [77] for optimisation and validation of anatomical
skull reconstruction methods on a set of more challenging synthetically broken
skull shapes.

• Proposal of the generative model that could generate multiple possibly correct
solutions, which can be further explored in a semi-automatic workflow when the
initial reconstruction is not satisfactory so more solutions could be offered to
the expert.
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Landmark detection is frequently an intermediate step in medical data analysis. An
example is the 3D intraoral scan of dentition used in orthodontics, where landmarking
is notably challenging due to malocclusion, teeth shift, and frequent missing teeth.
With the following paper, we entered a new research field – the automatic analysis of
dental scans using deep neural networks:

Kubík, T. & Španěl, M. Robust Teeth Detection in 3D Dental Scans by Automated
Multi-view Landmarking in Proceedings of the 15th International Joint Conference
on Biomedical Engineering Systems and Technologies (BIOSTEC 2022) - Volume
2: BIOIMAGING Best Student Paper Award; (SciTePress, 2022), 24–34. isbn:
978-989-758-552-4.

Dental casts used in digital orthodontics software are typically obtained from pa-
tients with various levels of malocclusion and numerous kinds of teeth shifting. An-
other challenging problem is the absence of teeth, a common phenomenon in terms of
human dentition. For example, extracting third molars (also known as wisdom teeth)
is one of the most frequent procedures in oral surgery as it eliminates future problems
due to unfavourable orientation. Thus, the landmark method should be robust to such
variations. A few examples of samples from our challenging dataset of 337 3D dental
scans of human dentition represented as polygon meshes are illustrated in Figure 4.11.
The dataset contains cases of both maxillary and mandibular dentition.

0.0 mm

2.0 mm

4.0 mm

6.0 mm

8.0 mm

10.0+ mm

(a) Input polygonal mesh (b) Detected landmarks with our method

Figure 4.10: An example of a 3D scan of dentition (a) and appropriately
detected landmarks (b). Our method automatically detects two landmarks on each
tooth – mesial and distal. This type of landmark is necessary in orthodontics, as it
defines the rotation of teeth from an anatomically perfect arrangement. Furthermore,
the method correctly detects whether a tooth is missing or not.
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Figure 4.11: Examples of dental casts within the dataset were collected from
orthodontics patients, so they usually suffer from different kinds of malocclusion.

As CNNs gained popularity, more scientific papers concerning their usage in land-
mark detection emerged. Some of these methods detected the landmark position
directly by regressing its x and y coordinates [79, 80]. Over time, extensive literature
has developed on landmarking by heatmap regression. Pfister et al. worked on a
model that regresses human joint positions [81]. Instead of directly regressing the
(x, y) joint position, they regressed a joint position’s heatmap. During the training,
the ground truth labels are transformed into heatmaps by placing a Gaussian with
fixed variance at each joint coordinate. They concluded that the benefits of regressing
a heatmap rather than (x, y) coordinates are: (i) the process of network training can
be visualised in such a way that one can understand the network learning failures, and
(ii) the network output can acquire confidence at multiple spatial locations. The in-
correct ones are slowly suppressed later in the training process. In contrast, regressing
the (x, y) coordinates directly, the network would have a lower loss only if it predicts
the coordinate correctly, even if it was "growing confidence" in the correct position.
Their approach outperformed direct coordinate regression and became a standard way
of landmark detection in 2D images. Inspired by this method, Payer et al. presented
multiple architectures that detect keypoints in X-ray images of hands and 3D hand
MR scans [75].

A 3D segmentation for annotation of individual teeth and gingiva based on Graph
Neural Networks (GNNs) was presented by Sun et al. [82]. Their network produces a
dense correspondence that helps accurately locate individual orthodontics landmarks
on teeth crowns. Another recent work was presented by Wu et al. [83]. They intro-
duced a two-stage framework based on mesh deep learning for joint tooth labelling
and landmark identification. To accurately detect tooth landmarks, they designed a
modified PointNet [60] to learn the heatmaps encoding landmark locations.

In the paper, we present a method that considers the limitation of the dataset size,
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the need for low computational time (as it should be part of interactive orthodontics
treatment planning software), and the importance of robustness to missing and shifted
teeth. The method is based on a multi-view approach, and it uses the heatmap
regression [84] to predict landmarks in 2D and the RANSAC consensus method to
robustly propagate the information back into 3D space (Figure 4.12). In order to
address the problem of landmark presence on missing teeth, our method comprises
post-processing based on a heatmap regression uncertainty analysis combined with
the uncertainty of the multi-view approach. It ensures that our method correctly
detects landmark presence without any additional computations. This is inevitable
for orthodontic planning as it robustly detects the presence of teeth even in challenging
cases.

The model is observed from various viewpoints. We used uniformly distributed
camera positions with a maximal angle of ± 30 degrees from the initial aligned dental
scan position. Images in the form of depth maps and direct geometry rendering are
used as the inputs to the neural network. The predicted 2D heatmaps can be inter-
preted as the landmarks’ screen coordinate positions. Each output channel contains
a heatmap with a Gaussian representing the probability of a given landmark’s screen
coordinate in each pixel. Thus, the resulting screen coordinate must be extracted from
the predicted heatmap by finding the coordinates of the peak value. The RANSAC
consensus method combines these individual predictions from all viewpoints. Based
on the maximum value in the activation map, only certain predictions are sent to the
consensus method.

Our post-processing contains an analysis of the presence of each tooth. This is, in
fact, a binary classification task whose result is based on two uncertainty hypotheses:

• Like Drevicky and Kodym [81, 84], the network is trained to regress heatmaps
with the amplitude 1. Then, the fundamental assumption is that during the
inference, the certainty is measured by the maximum value in the activation
map, with a proportional increase to the network’s confidence.

• The RANSAC consensus method robustly estimates the landmark position by
eliminating outlier predictions. Thus, the proportion of inliers and outliers is
another valuable output of this consensus method, assuming the number of
inliers is proportional to the overall confidence.

Conducted experiments have shown that the multi-view approach combined with
the RANSAC consensus method brings promising results in automating landmark de-
tection (Figure 4.13). Evaluated on a dataset of real orthodontics dental casts with
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Figure 4.12: Outline of the proposed method for orthodontics landmark
detection. Following the multi-view approach, the input 3D model is observed from
various viewports and sent to the CNNs to predict landmark location heatmaps. Land-
mark screen coordinates are extracted from all the heatmaps, re-projected to the surface
mesh, and processed by the consensus method, producing final estimates. Additionally,
the maximum value in the activation heatmap and the consensus method output are
used to detect tooth presence during post-processing.

significant diversity, the method performs the best with Attention U-Net architec-
ture [85] as the backbone and with two-channeled input of depth maps and geometry
renders. The proposed method can detect orthodontics landmarks on surface models
with an error of 0.75 ± 0.96 mm.

When comparing our results to the framework from Wu et al. [83], they achieve
a slightly better error of 0.623 ± 0.718 mm. However, it is necessary to recognise
that their dataset consists of 36 samples. Such a relatively small number should be
increased to ensure the method’s robustness to the large variability of orthodontic
cases. Our dataset is more challenging and consists of problematic cases with severe
teeth shiftings and many cases with missing teeth. In addition, they detect landmarks
only on 10 teeth, excluding, for example, very problematic third molars. For a fair
comparison, it would be vital to benchmark methods on a public dataset, which was
not available when writing the paper.

We have also shown that the uncertainty measures based on the analysis of the
maximum values of regressed heatmap predictions in combination with multi-view
uncertainty yield convenient information in the process of landmark presence detec-
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Figure 4.13: Examples of automatically detected landmarks with our
method. The majority of predictions have a landmark localisation error below 2
mm. The method correctly detects if a tooth is missing and does not produce land-
mark predictions.

tion. Our method correctly detects missing teeth in 97.68% of cases. This means the
method can be applied to data where landmarks’ presence is not granted. In addition,
the method meets the needs of clinical applications, as the inference at the user’s side
takes seconds to be calculated, even on less powerful CPUs.
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4.4 Insights and Remarks

A more general comparison of shape modelling methods is currently limited by the
need for standardized demanding datasets and methodology to evaluate the anatom-
ical reconstruction methods. The distance from a ground-truth shape might estimate
how well a method performs, but it is not the only criterion of correct reconstruction.
The most relevant metric to measure the reconstruction method performance would
be the time an expert requires to design a clinically acceptable implant from the initial
automatic reconstruction.

Kodym presented the results of such a study in his habilitation thesis [39]. He
created a dataset of automatically reconstructed defective skulls. He let an expert
technician with years of experience in skull reconstruction and patient-specific im-
plant design perform a subjective quality evaluation. Comparing the subjective expert
scores with metrics of similarity between the reconstructed and the original shape can
give an idea of what to look for when evaluating the reconstructions.

Routinely used metrics, including volumetric Dice Coefficient and average symmet-
ric outer surface distance, correlate with the expert subjective score, confirming that
they are appropriate for the comparison of different reconstruction methods. How-
ever, their correlation is weak in regions of higher subjective expert scores, making
it impossible to use them for discrimination between good and perfect results. Also,
several cases satisfied the quantitative metrics while being seen as low-quality by the
expert and vice versa.

As the smoothness of the surface closest to the defect border significantly impacts
the aesthetic outcome of cranioplasty, Kodym also studied the outer surface distance
of the defect border and the mean square error of Gaussian curvature. These quanti-
tative border metrics also do not always agree with the subjective quality score, but
the correlation with the expert score was higher in the cases where the correlation
of the global metrics was low. Although the study was performed using only one
type of automatic reconstruction method and the results were evaluated by a single
implant design expert, it can be suggested that to measure the quality of results of
an automatic shape reconstruction, different types of quantitative metrics should be
combined, and both global and border metrics should be considered.

The development of deep learning in various domains shows that a huge strength
of these methods is the potential to apply similar techniques in different domains.
Principles successful in language models, such as transformers, are deployed for image
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analysis. Similarly, the lack of training data is not only specific to the medical field.
The deep learning researchers explore many self-supervised techniques that work re-
markably well, even after retraining on a small specific dataset. Due to the massive
overlap of common principles in many target domains, deep learning is a fast-growing
area with which classical methods such as SSMs will have difficulty keeping up, even
though the statistical models also have their advantages.

My experience using deep learning shows that its practical deployment is more
straightforward. Well, data is needed (a lot of data), annotations are needed (time-
consuming annotations), and fine-tuning models for a specific task requires very ex-
pert knowledge. However, modifying a model concerning changes in the desired re-
sults does not mean such dramatic changes. It mainly involves collecting more data,
reannotating data and retraining models, which is time-consuming but does not re-
quire fundamental changes in the approach. In addition, today, we already have the
newly developing MLOps (Machine Learning Operations) specialisation as a tool for
an end-to-end machine learning development process to design, build and manage
reproducible, testable, and evolvable ML-powered software.

The interpretability of the decisions of deep learning models can be considered
problematic not only in the medical field. However, this strongly depends on the
specific task. In areas such as the design of implants or the automation of treatment
planning software, where it is not an automatic diagnosis of diseases, it is essential
that an expert evaluates the result and decides whether to use it or not.
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Computer-assisted pre-operative planning is an area that has benefited heavily from
the growth of machine and deep learning in the past years. Pre-operative treatment
planning no longer has to be technically demanding and time-consuming. In addition
to traditional image analysis, 3D modelling and 3D shape understanding allow digital
planning to be more accurate and heavily automated. In this habilitation thesis, I
summarized the past decade of our contribution to the field of 3D shape analysis and
its applications in clinical practice.

The results of the young, enthusiastic researchers I have worked with and had the
pleasure of helping guide their research are summarized in Chapter 3 and Chapter 4.
The first part is about the use of statistical shape and intensity models, where the most
significant contribution was the new method for reconstructing 3D polygonal models
of the intact long bones (femur, tibia and radius) from the calibrated radiographs of
fractures of the bones based on the Levenberg-Marquardt optimization method, and
GPU-accelerated rendering of digital radiographs from statistical shape and intensity
models, which provided fast convergence and state-of-the-art reconstruction accuracy
when combined with the LM optimization.

The second part is about deep convolutional neural networks for 3D shape mod-
elling. Here, the main topic of several papers was the reconstruction of the skull shape
for the automatic design of cranial implants, where the main contribution is the pub-
lication of a novel multi-head and multi-scale volumetric CNN which can deal with
actual patient data and generate the final cranial implant shape with required de-
tails of the implant boundary what considerably reduces further manual adjustments.
Then, there is also the publication of The SkullBreak open dataset for validation of
anatomical skull reconstruction methods and, subsequently, our participation in the
organizing team of the MICCAI 2021 AutoImplant Challenge.

The last research topic in the thesis is the processing of 3D dental casts for orthodon-
tic planning and 3D printing of invisible braces. Our paper on detecting landmark
points annotating individual teeth shows that the multi-view approach, where the
neural network processes 2D views of the 3D model, still has yet to say the last word
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and achieves equal results to more recent architectures. In this area, we are currently
finishing the second article based on Tibor Kubík master’s thesis and show that an
adequately designed multi-view approach is an accurate and more efficient solution
compared to emerging architectures like MeshCNN or graph neural networks.

The contribution of deep learning to many domains is a huge step forward, but I
also look at it critically. There are areas in which their deployment is questionable and
controversial. However, in the area of pre-operative planning, where these methods
assist the clinician or technician in planning the treatment, help them reduce the time
of the surgery and prevent complications, their advantages outweigh the traditional
approaches. The powerful benefits are easier adaptation to different conditions, the
possibility of retraining on problematic cases, or even the discussed possibility of using
generative networks to propose several alternative designs to the clinician and to make
the entire planning process an interactive discussion between the computer-assistant
and the clinician.

Another interesting topic for future research is the combination of deep learning with
exact discrete mathematics used in the 3D geometry processing, which often fails if
the input 3D meshes are incorrect and contain errors (unclosed surfaces, small holes,
wrong orientation of normals, etc.). Deep learning methods pre-trained on extensive
data can add an element of experience to failing exact mathematical algorithms. The
element that is typically given by an experienced technician who repairs and corrects
3D models based on his experience.
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Abstract: Landmark detection is frequently an intermediate step in medical data analysis. More and more often, these
data are represented in the form of 3D models. An example is a 3D intraoral scan of dentition used in or-
thodontics, where landmarking is notably challenging due to malocclusion, teeth shift, and frequent teeth
missing. What’s more, in terms of 3D data, the DNN processing comes with high memory and computational
time requirements, which do not meet the needs of clinical applications. We present a robust method for
tooth landmark detection based on a multi-view approach, which transforms the task into a 2D domain, where
the suggested network detects landmarks by heatmap regression from several viewpoints. Additionally, we
propose a post-processing based on Multi-view Confidence and Maximum Heatmap Activation Confidence,
which can robustly determine whether a tooth is missing or not. Experiments have shown that the combination
of Attention U-Net, 100 viewpoints, and RANSAC consensus method is able to detect landmarks with an error
of 0.75 ± 0.96 mm. In addition to the promising accuracy, our method is robust to missing teeth, as it can
correctly detect the presence of teeth in 97.68% cases.

1 INTRODUCTION

The localization of landmarks plays a crucial role in
many tasks related to image analysis in medicine.
Deep learning has demonstrated great success in this
field, outperforming conventional machine learning
methods. With the widespread availability of accu-
rate 3D scanning devices, this task has moved into
a 3D domain. This brings us the possibility of in-
creased automation of clinical application tasks that
operate on 3D models, such as in the case of digital
orthodontics.

In terms of direct 3D data processing by neu-
ral networks, a noticeable challenge has emerged as
the size of the input feature vector substantially in-
creases. The time of computation of such deep neu-
ral networks is not suitable for clinical applications
used during treatment planning in digital orthodon-
tics. 3D medical data analysis reckons with an-
other challenge – the limited amount of medical data,
a common struggle in medical image processing.

a https://orcid.org/0000-0003-0193-684X

Dentition casts used in digital orthodontics soft-
ware are typically obtained from patients with various
levels of malocclusion and numerous kinds of teeth
shifting. Another challenging problem in this do-
main is the absence of teeth, a common phenomenon
in terms of human dentition. The 3rd Molars (also
known as Wisdom teeth) are worth taking a look at.
Their extraction is one of the most frequent proce-
dures in oral surgery as it eliminates future problems
due to unfavorable orientation (Normando, 2015).
Thus, the method should be robust to such variations.

In this paper, we present a method that consid-
ers the limitation of the dataset size, the need for low
computational time, and the importance of robustness
to missing and shifted teeth. It is based on a multi-
view approach and it uses heatmap regression to pre-
dict landmarks in 2D and the RANSAC consensus
method to robustly propagate the information back
into 3D space. In order to address the problem of es-
timation of landmarks on missing teeth, our method
comprises a post-processing based on a heatmap re-
gression uncertainty analysis combined with the un-
certainty of the multi-view approach.
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Figure 1: An example of a 3D scan of dentition (a) and appropriate detected landmarks (b). Our method automatically detects
two landmarks on each tooth – mesial and distal. This type of landmarks is important in orthodontics, as it defines the rotation
of teeth from anatomically perfect arrangement. Whatsmore, the method correctly detects whether a tooth is missing or not.

Conducted experiments have shown that the pro-
posed method can detect orthodontics landmarks on
surface models with an error of 0.75 ± 0.96 mm
while 98.07% of detected landmarks achieve an er-
ror less than 2 mm. As for the robustness to missing
teeth, our method’s post-processing correctly detects
missing teeth in 97.68% of cases.

2 CURRENT APPROACHES TO
LANDMARKING

Early studies in this area relied on conventional ma-
chine learning approaches. Hough forests were used
for landmark detection. Authors in (Donner et al.,
2013) combined regression and classification, which
brought better results comparing to both a single
voxel’s classification and classification of the vol-
ume of interest. As convolutional neural networks
(CNNs) gained in popularity, an increasing number
of scientific papers concerning their usage in land-
mark detection emerged. Some of these methods de-
tected the landmark position directly by regressing
its x and y coordinates. For example, in (Sun et al.,
2013), the authors adopted cascaded convolutional
neural networks for facial point detection. Another
study (Lv et al., 2017) proposed a regression in a two-
stage manner, still locating landmarks directly.

2.1 Heatmaps in Landmarking

Over time, extensive literature has developed on land-
marking by heatmap regression. The authors in (Pfis-

ter et al., 2015) worked on a model that regresses hu-
man joint positions. Instead of directly regressing the
(x, y) joint position, they regressed a joint position’s
heatmap. During the training, the ground truth labels
are transformed into heatmaps by placing a Gaussian
with fixed variance at each joint coordinate.

On top of the appliance of spatial fusion layers and
optical flow, they discussed the benefits of regress-
ing a heatmap rather than (x, y) coordinates directly.
They concluded that the benefits are twofold: (i) the
process of network training can be visualized in such
a way that one can understand the network learning
failures, and (ii) the network output can acquire confi-
dence at multiple spatial locations. The incorrect ones
are slowly suppressed later in the training process. In
contrast, regressing the (x, y) coordinates directly, the
network would have a lower loss only if it predicts
the coordinate correctly, even if it was “growing con-
fidence” in the correct position. Concerning these,
such an approach outperformed direct coordinate re-
gression and became a standard way of landmark de-
tection in 2D images.

This approach seemed alluring for people in the
medical image processing community. Inspired by
this method, authors in (Payer et al., 2016) pre-
sented multiple architectures that detect keypoints in
X-Ray images of hands and 3D hand MR scans. They
affirmed that by regressing heatmaps, it is possible
to achieve state-of-the-art localization performance in
2D and 3D domains while dealing with medical data
shortage.

Robust Teeth Detection in 3D Dental Scans by Automated Multi-view Landmarking

25

two landmarks on each tooth – mesial and distal. This type of landmarks is important in orthodontics, as it defines the rotation
of teeth from anatomically perfect arrangement. Whatsmore, the method correctly detects whether a tooth is missing or not.

Conducted experiments have shown that tt thehe pro-
posed method can detect orthodontics landndmamarks on
surface models with an error of 0.75 ±± 0.96 mm
while 98.07% of detected landmarks acachihieve an er-
ror less than 2 mm. As for the robusustntness to missing
teteteeteteth,h, our mr mr metetethohohod’d’s ps post-t-prprococessisingng corrrrecectltly dy detetecectsts
mimimissssssining tg teeththth ininin 97.68% ofof cacaseses.s.

222 CCCUUURRRRRREEENNNTT AAPPPPRROOAACCHHEESS TTOO
LANDMARKING

Early studies in this area relied on conventionalal mamama---
chine learning approaches. Hough forests were used
for landmark detection. Authors in (Donner et al.,
2013) combined regression and classification, which
brought better results comparing to both a single

teter er et al., 2015) worked on a model that regresses hu-
man jn joint positions. Instead of directly regressing the
(x, yy) j) j) joioiointnt poposisisititition, they regressed a joint position’s
heheatatmap. During thththe te te trararaininining, the ground truth labels
arare transformed into heatatatmamamaps by placing a Gaussian
wiwithth fixfixeded varirianancecece atat eachchch jojojoinint ct coordrdinininatatate.

OnOn top op of tf thehe apapapplpliaiance oe oe of sf sf spapatitialal fufufusisisiononon lalayeyers ananand
opticacal fll flow, t, thehey dy dy disiscucussssededed ththe be benenefiefiefitststs ofof reregrgresesess-
ing a heatmap ratheheher tr tr than (x, y) coordinates directly.
ThTheyey coconcncluludeded td td thahahat tt tt thehehe bebebenenenefitfitfits as as arerere twtwtwofofofololold:d:d: (i(i(i) t) t) thehehe
process of nf netwoworkrkrk traiaiainining can bn bn be visisisualililized id id in such
a way that one ce ce cananan understand the network learning
failures, and (i(i(ii) thththe network output can acquire confi-
dedence at mulultitiplple spatial locations. The incorrect ones
ararare se se slololowly sy sy supupuppressed later in the training process. In
contntntrararast, regrereressing the (x, y) coordinates directly, the
network wk wk would have a lower loss only if it predicts
the coordinate correctly, even if it was “growing con-

8 Original Papers

68



2.2 Processing of 3D Data by Neural
Networks

Although the extension of deep neural network op-
erations such as convolution from 2D to 3D domain
seems natural, the additional computational complex-
ity introduces notable challenges. Having volumet-
ric data (for example, voxel models) or 3D surface
data (for example, represented as polygon meshes) as
an input to deep neural networks has a considerable
drawback in computational time and memory require-
ments.

An alternative way of 3D data processing by neu-
ral networks is the multi-view approach. Obtaining
state-of-the-art results on 3D classification, authors
in (Su et al., 2015) presented the multi-view CNN
idea. It is relatively straightforward and consists of
three main steps:

1. Render a 3D shape into several images using vary-
ing camera extrinsics.

2. Extract features from each acquired view.

3. Process features from different viewpoints in
a way suitable for a given task. In (Su et al., 2015),
a pooling layer followed by fully connected layers
was used to get class predictions.

The multi-view approach was later on used to
identify feature points on facial surfaces (Paulsen
et al., 2018). The authors discussed multiple geom-
etry derivatives and experimented with their combi-
nations to bring state-of-the-art results in feature point
detection on facial 3D scans while decreasing the pro-
hibitive GPU memory requirements needed for true
3D processing. Additionally, they proposed a con-
sensus method to find the final estimate, which com-
bines the least-squares fit and RANdom SAmple Con-
sensus (RANSAC) (Fischler and Bolles, 1981). For
each landmark, N rays in 3D space are the outputs of
the proposed method.

Based on Graph Neural Networks (GNNs), au-
thors in (Sun et al., 2020) presented coupled 3D seg-
mentation for annotation of individual teeth and gin-
giva. Their network produces a dense correspondence
that helps to accurately locate individual orthodon-
tics landmarks on teeth crowns. Another recent work
in landmark localization on dental mesh models was
presented by authors in (Wu et al., 2021). They in-
troduced a two-stage framework based on mesh deep
learning (TS-MDL) for joint tooth labeling and land-
mark identification. To accurately detect tooth land-
marks, they designed a modified PointNet (Qi et al.,
2017) to learn the heatmaps encoding landmark loca-
tions.

We have developed a generic method based on the
current approaches in landmarking to solve a variety
of problems that arose from the medical character of
the dataset:

• the method should be robust to missing teeth,

• tens of cases should be sufficient to train the net-
work,

• and the speed of the inference should be fast
enough to be used in a clinical application.

Especially valuable is the introduced post-
processing based on heatmap regression uncertainty
analysis and analysis of the uncertainty of the multi-
view approach. It ensures that our method cor-
rectly detects landmark presence without any addi-
tional computations. This is inevitable for orthodontic
flow as it robustly detects teeth presence even in chal-
lenging cases (e.g., already discussed 3rd molars).
This aspect was not discussed in recent works that
deal with orthodontics landmarks on teeth crowns.

In addition to the post-processing and the method
itself, this paper presents valuable comparisons and
experiments on various factors that impact the effi-
ciency of alternative variations of the method:

• rendering type of the processed 3D object to be
used as an input (depth map, geometry or combi-
nation of both),

• comparison of several network designs (U-Net,
Attention U-Net, and Nested U-Net),

• the analysis of the results of two consensus meth-
ods: a method that calculates the centroid of mul-
tiple predictions and a geometric method based on
the RANSAC algorithm and least-squares fit,

• and the analysis of the correlation between the
number of viewpoints and the method accuracy.

3 DATASET OF 3D DENTAL
SCANS AND LANDMARKS IN
THIS STUDY

Our method was trained and evaluated on a dataset of
337 3D dental scans of human dentition represented
as polygon meshes. The dataset contains cases of
both maxillary and mandibular dentition. Since all
dentition scans were anonymized, it is not possible to
undertake complex analysis of patients’ age or ethnic-
ity. Therefore, the data analysis was empirical and fo-
cused on aspects such as the frequency of absence of
teeth, the rate of healthy dentition, and dentition with
malocclusion and shifted teeth. Concerning these as-
pects, our data reflect real orthodontics patients since
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Figure 2: Distribution of casts where given tooth is present on the dentition. For example, out of 337 scanned dentition from
the dataset, less than 50 cases contain either left or right 3rd molar. This distribution reflects the reality, as 3rd molars are
often extracted (Normando, 2015). On the other hand, canines and incisors are present in the vast majority of models. Please
note that the Universal Numbering System is used to refer teeth. Also note that teeth 1 and 17 are considered as the same
category, likewise to the rest of the teeth.

Figure 3: Examples of dental casts within the dataset. Data
were collected from orthodontics patients, so patients usu-
ally suffer from different kinds of malocclusion, as depicted
on the bottom examples.

the diversity of data is significant, which is essential
for the algorithm’s robustness. Figure 3 depicts the
variety of dentitions in our dataset. The frequency
of missing teeth confirms the diversity in orthodon-
tics cases as well. Figure 2 shows the number of
cases where individual teeth are not missing within
the dataset. Landmarks used in this study address the
digital orthodontics flow in the existing planning soft-
ware. These landmarks define the mesial and distal

location of each tooth. They are placed on the oc-
clusal surface of molars and premolars and the incisal
surface on canines and incisors, as close to the cheek-
facing surfaces as possible. In other words, 32 land-
marks must be placed on one arch in case of full den-
tition, two for each tooth. Ground truth positions of
landmarks were annotated by one person only.

4 PROPOSED SOLUTION FOR
ORTHODONTICS LANDMARK
DETECTION

An outline of our method can be found in Figure 4.
Prior to each evaluation, there is a precondition to
align the evaluated mesh so the occlusal surfaces face
the camera. Afterward, following the multi-view ap-
proach, the model is observed from various camera
extrinsics. We used uniformly distributed positions
of the camera with a maximal angle of ±30 degrees
from the initial aligned position.

Network Inputs and Outputs

Images in the form of depth maps and direct rendering
of the geometry are used as the inputs to the neural
network.

From each acquired view, features are extracted
and processed in the heatmap regression manner. In
a similar way as in (Pfister et al., 2015), during train-
ing, the input example is denoted as a tuple (X, y),
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Figure 4: Outline of the proposed method for orthodontics landmark detection. Following the multi-view approach, input 3D
model is observed from various viewports and sent to the CNNs to produce heatmaps. Landmark screen coordinates are ex-
tracted from obtained heatmaps and further processed by the consensus method, which produces final estimates. Additionally,
the maximum value in the activation map, together with the output of the consensus method, are used to detect tooth presence
during post-processing.

where X is the 2-channel input and y stands for the
coordinates of 32 landmarks located in input X. Fur-
thermore, the training data are denoted as N = {X, y}
and the network regressor as φ. Then, the training ob-
jective is the estimation of the network weights λ:

argmin
λ

∑
(X,y)∈N

∑
i, j,k

‖Gi, j,k(yk)−φi, j,k(X,λ)‖2 (1)

where Gi, j,k(yi) = 1
2πσ2 e−[(y1

k−i)2+(y2
k− j)2]/2σ2

is
a Gaussian centered at landmark yk with fixed σ.
Using this approach, the last convolutional layer’s
output is a heatmap represented as a fixed-size
i × j × 32-dimensional matrix. This implies that the
the predicted results are 32 channels (as we intend to
predict 32 landmarks in our data).

Interpretation of Heatmap Regression Output in
Terms of 3D Data

The predicted 2D heatmap can be interpreted as the
landmark’s screen coordinate (in IR2) position (x, y).
Each output channel contains a heatmap with a Gaus-
sian representing the probability of a given land-
mark’s screen coordinate in each pixel. Thus, the re-
sulting screen coordinate must be extracted from the
predicted heatmap by finding coordinates of the peak

value. It is indispensable to propagate the coordinates
into a world coordinate system IR3 and find a final es-
timate by combining outputs from all camera views.

With the known position of the center of projec-
tion, the prediction for a single view of one landmark
can be interpreted as (i) a ray defined by the origin in
the corresponding center of projection and the point
on the view plane at detected screen coordinates or
(ii) simply a point in the 3D scene, i.e. the converted
display coordinate into 3D space.

Consensus Methods

These individual predictions are combined in a con-
sensus method, which is a standard post-processing
step in the multi-view approach. Based on the maxi-
mum value in the activation map, only certain predic-
tions above the experimentally determined threshold
are sent to the consensus method. Certainty analy-
sis will be discussed later in this work. If the pre-
dictions are interpreted as rays, the consensus method
combines the RANSAC algorithm to eliminate partial
predictions classified as outliers with the least-squares
fit.

To achieve this, we defined each ray by its origin
ai and a unit direction vector ni, similarly as (Paulsen
et al., 2018). Then, the sum of squared distances from
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the maximum value in the activation map,p, totogether with the output ot of the consensus method, ararare used to detect tooth presence
dududuririringng popostst-p-prororocececessining.g.

whwhwhere XX isisis thththe 2e 2e 2-chahannelel ininpuput at andnd y ststanandsds fofor tr thehe
coordinates of 32 landmarksks lolocated in input X. Furur--
thththerermomomorerere, t, t, thehehe trtrtraiaiainininingng dadadata arare de de denenototededed asas NN == {{XX,,, yy}}
ananand td td thehehe nenenetwtwtwororork rk rk regegreressssoror asas φφ. T. Thehen, ththe te traraininining og ob-b-
jective is the estimation of the network weweweigigightsss λλλ:

argmin
λ

gmgm ∑
(X,y)∈N

∑
i, j,k

‖Gi, j,k(yk)−φi, j,k(X,λ)‖2 (1)

where Gi, j,k(yi) = 1
2πσ2 e−[(y1

k−i)2+(y2
k− j)2]/2σ2

is
a Gaussian centered at landmark yk with fixed σ

value.e. It is indidispspenensablble te to po po propapagagatetete thththe ce ce coordrdinininatatateseses
into a world coordinananate system IR3 and find a final es-
tititimamatete bybyby cocombmbmbininininining og og oututpupuputststs frfrfromomom alalall cl cl camamamererera va va vieieiewswsws.

WiWithth ththe ke knonownwnwn popoposisisitititiononon ofofof thththe ce ce cenenenteteter or or of pf pf prororojejejec-
tion, the predicictititiononon for a single view of one landmark
can be interprprpretetetededed as (i) a ray defined by the origin in
the correspononondididing center of projection and the point
ononon thththe view pw pw plalalane at detected screen coordinates or
(ii)i) sisimplyly a pa pa point in the 3D scene, i.e. the converted
display cy cy coooooordrdrdinate into 3D space.

Co s Methods

8.1 Kubik, T., Spanel, M., Robust Teeth Detection in 3D Dental Scans... (2022)

71



a point p is calculated as follows:

∑
i

d2
i = ∑

i
[(p−ai)

T (p−ai)− [(p−ai)
T ni]

2]. (2)

It is necessary to differentiate this equation with re-
spect to p. It brings the solution p = S+C, where
S+ denotes the pseudo-inverse of S. In this case,
S = ∑i(ninT

i − I) and C = ∑i(ninT
i − I)ai.

The RANSAC procedure initially estimates the value
of p by three randomly chosen rays. The residual is
computed as the sum of squared distances (see Equa-
tion 2) from p to the included rays, and the iterative
RANSAC algorithm then performs I iterations. In
each of these iterations, the number of inliers and out-
liers is calculated, respecting a predefined threshold τ.
This is a minimizing task that finds a point in IR3 with
the shortest distance to all remaining lines.

This method can be interchanged with a more sta-
tistical approach that is less computationally demand-
ing, and it simply finds the mean position of the pre-
dicted points. Let’s consider N as the number of views
used in the multi-view approach. Let’s also interpret
the single-view evaluation output as a point on the tar-
get polygonal model. With N views, the final out-
put P is a single point in IR3 and is calculated from
N points as a mean value of these points.

Finding Closest Point on Mesh Surface

These methods find the estimation among multiple
predictions, but do not guarantee that the predicted
landmark is placed on the surface of the evaluated
polygonal model. Thus, the last necessary step is to
find the closest point on the surface of the polygonal
model. An octree data structure contains a recursively
subdivided target polygonal model. The center of the
closest face on the surface of the polygonal model to
the consensus output is considered the final estimate.

4.1 Post-processing for Classification of
Teeth Presence

As discussed in previous sections, assuming that the
evaluated 3D scan represents full dentition would be
loose. Therefore, apart from the accurate placement
of the present landmarks, our post-processing con-
tains an analysis of the presence of each tooth (i. e., of
corresponding couple of landmarks). This is in fact
a binary classification task, whose result is based on
two uncertainty hypotheses:

• Like in (Drevický and Kodym, 2020), the net-
work is trained to regress heatmaps with the am-
plitude of 1. Then, the fundamental assumption
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Figure 5: Examples of predicted heatmaps and analysis of
the uncertainty. The top picture illustrates an example of
a prediction with low peak value (0.012). Referencing to
corresponding ground truth, this landmark is not present on
the surface of the polygonal model. The bottom picture, on
the other hand, shows the opposite situation. According to
the ground truth, the peak value is relatively high, and this
landmark is really present on evaluated polygon mesh. Note
that the maximal amplitude value in a heatmap is 1.

is that during the inference, the certainty is mea-
sured by the maximum value in the activation
map, with a proportional increase to the network’s
confidence (Maximum Heatmap Activation Confi-
dence). See Figure 5 for an example.

• The RANSAC consensus method robustly esti-
mates the landmark position by eliminating out-
lier predictions. Thus, the proportion of inliers
and outliers is another valuable output of this con-
sensus method, assuming the number of inliers is
proportional to the overall confidence (Multi-view
Confidence).

These assumptions result in a threshold value,
which combines the Maximum Heatmap Activation
Confidence and Multi-view Confidence, both in a unit
range and equally weighed. The optimal threshold
value can be determined by standard approaches for
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This method can be interchanged with a more sta-
tistical approach that is less computationally demand-
ing, and it simply finds the mean position of the pe prere--
dicted points. Let’s consider N as the number or of vf views
used in the multi-view approach. Let’s also io interpret
the single-view evaluation output as a poioiointnt on the tar-
get polygonal model. With N views,s, ththe final out-
put P is a single point in IR3 and is cs calculated from
NNN popopoinintsts asas a ma ma meaeaean vn valalueue ofof ththesese pe poiointnts.s.

FiFiFindndining Cg Clololoseseseststst PoPoinint ot on Mn Mesesh Sh Sururfacece

ThThThesesese me me metetethohohodsdsds finfinfind td thehe esestitimamatitionon amamonong mg mulultitiplplee
predictions, but do not guarantee thahahat tt thehehe predededicicicted
landmark is placed on the surface of thththe ee ee evavavalululuated
polygonal model. Thus, the last necessary stststepepep isisis tototo
find the closest point on the surface of the polygonalalal
model. An octree data structure contains a recursively
subdivided target polygonal model. The center of the
closest face on the surface of the polygonal model to
the consensus output is considered the final estimate.
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Figurere 5:5: Examamplpleseses ofof prprededicicicteteted hd heatmapapaps as as andndnd analalysysisisis of
the uncertainty. The tototop picture illustrates an example of
a pa prediction with lowowow pepepeak value (e (e (0.012)2)2). Referencingng to
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lalalandmark is rererealalallylyly present on evaluated polygon mesh. Note
thththatatat thththe maxaxaximimimalalal amplitude value in a heatmap is 1.

is thththatatat dududuring the inference, the certainty is mea-
sured by the maximum value in the activation
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a binary classifier, as an example by the ROC curve.
This goes to show that such post-processing delivers
vital data for classification of landmarks presence by
self-evaluation, i. e., no additional computations or
network evaluations are needed to obtain such infor-
mation. Having the requirement of low computational
time in mind, this is more than eligible.

5 EXPERIMENTS AND RESULTS

To find the best possible results, we experimen-
tally investigated and compared several parts of the
method:

• Architecture Design: we compared the U-Net ar-
chitecture with two of its offshoots: the Attention
U-Net and the Nested U-Net.

• Consensus Methods: a comparison of RANSAC
consensus method with centroid calculation is
presented.

• Viewpoint Numbers for the Multi-view Ap-
proach: we analysed whether the increase of
viewpoint number has an impact on the method
accuracy. We experimented with 1, 9, 25, and
100 views.

• CNN Inputs: depth map, direct geometry ren-
dering and its combination (2-channel input) were
compared.

All metrics are measured in physical units (mm)
since the end clinical application is related to physical
units.

5.1 Training Procedure

The input to the neural network is either a single-
channel depth map, single-channel image of the ren-
dered geometry, or two-channel combination of both,
depending on experiment. In all cases, the size of
input was set to 128 × 128. The training procedure
ran on an NVIDIA GeForce RTX 2060 with 6 GB of
memory.

The dataset of 337 dental scans was divided into
a set of 247 cases used for training and a test set of
90 cases. Furthermore, the training set was split in
the ratio of approximately 4:1 into a training and val-
idation set, respectively.

Following augmentation techniques were applied
to both, the 2D input(s) and the ground truth
heatmaps:

• Scale: in the range [0.90, 1.10],

• Rotation: in the range [−30, 30] degrees,

• Translation: in the range [−10px, 10px] and ap-
plied in both vertical and horizontal directions.

Training Parameters and Loss Function

Networks were trained using the Adam optimizer
with the weight decay set to 10−3. The learning rate
was initially set to 10−3. Its value was dynamically
reduced using learning rate scheduler. The learning
rate was reduced by a factor of 0.5 every time the
value of validation loss has not improved for 5 con-
secutive epochs. The validation loss was monitored
for the early stopping. If the validation loss value
did not improve for more than 20 consecutive epochs,
the training was stopped. To reduce the memory re-
quirements during training, the automatic mixed pre-
cision was used. The batch size was set to 32. To
train the models on a regression problem, the Root
Mean Square Error (RMSE) loss was used.

5.2 Overall Results

The main focus of the experiments was to find the
best setup of the method. Overall results are sum-
marized in Table 1. Our results show that the ac-
quired accuracy is mostly influenced by the consensus
method, where RANSAC outperforms the Centroid
by a large margin in all setups. As for the used ar-
chitecture, the overall results show that the Attention
U-Net performs slightly better than the rest. Combi-
nation of depth maps and geometry renders impacts
the results in a positive way as well. See Figure 7 for
box plots of radial errors of individual detected land-
marks. The Attention U-Net has 526 534 trainable pa-
rameters and inference takes 4 seconds on average on
Intel Core i7-8750H CPU @ 2.20 GHz with 6 cores
(using 25 views).

When comparing our results to the framework
from (Wu et al., 2021), specifically with their best-
performing strategy, 2-stage iMeshSegNet+PointNet-
Reg. In terms of accuracy, they achieve a slightly
better error of 0.623 ± 0.718 mm. Their approach
slightly outperforms ours (in best-performing con-
figuration, 0.75 ± 0.96 mm), but it is necessary
to keep in mind several factors. As a matter of
fact, their dataset consists of 36 samples. Such rel-
atively small number should be increased to ensure
the method’s robustness to the large variability of or-
thodontic cases. Our dataset is more challenging and
consists of problematic cases with severe teeth shift-
ings and of many cases with missing teeth. In addi-
tion, they detect landmarks only on 10 teeth, exclud-
ing, for example, very problematic 3rd molars. Thus,
for a fair comparison, it would be vital to benchmark
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• Consensus Methods: a comparison of RANSAC
consensus method with centroid calculationon is
presented.

• Viewpoint Numbers for the Multi-viviviewew Ap-
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Table 1: Overall results of the individual networks with different multi-view settings. Table compares the system performance
with different combinations of architectures, network inputs, consensus methods, and number of viewpoints. A combination
of the Attention U-Net architecture, the RANSAC consensus method, and 100 rendered views achieves the best performance.
R stands for the mean radial error, and SD stands for standard deviation. Values are calculated from all predicted landmarks on
dental scans from the test dataset and measured in millimeters (mm). All values are measured on networks with class-balanced
loss. Please note that the alignment of evaluated 3D scans influence the measured values.

Single-view Multi-view
Architecture & N = 9 N = 25 N = 100

consensus method R SD R SD R SD R SD

BN U-Net (Depth) Centroid 2.24 4.02 2.00 2.37 1.74 2.33 1.80 1.96
RANSAC 1.24 2.86 1.02 3.75 1.01 4.28

BN U-Net (Geom) Centroid 2.13 4.41 2.03 3.14 1.69 2.21 1.67 2.41
RANSAC 1.20 3.01 1.17 2.16 1.06 2.22

BN U-Net (Depth & Geom) Centroid 2.02 4.10 1.90 2.12 1.82 2.48 1.85 3.23
RANSAC 1.01 3.77 0.84 2.05 0.77 1.94

Att U-Net (Depth) Centroid 1.73 3.48 2.37 3.37 2.02 2.87 2.01 1.99
RANSAC 1.18 1.88 1.10 2.05 0.95 1.62

Att U-Net (Geom) Centroid 1.72 3.62 2.31 2.68 1.98 2.09 1.96 2.38
RANSAC 1.14 1.51 1.02 3.75 0.91 1.11

Att U-Net (Depth & Geom) Centroid 1.67 3.06 2.00 2.37 1.74 2.33 1.80 1.96
RANSAC 0.93 1.03 0.79 1.01 0.75 0.96

Nes U-Net (Depth) Centroid 1.77 3.32 2.29 2.12 2.32 1.99 2.12 3.04
RANSAC 1.09 2.60 1.00 1.85 0.95 2.82

Nes U-Net (Geom) Centroid 1.77 3.00 2.44 1.98 2.30 3.01 2.23 2.58
RANSAC 1.11 1.83 0.93 1.67 0.93 1.99

Nes U-Net (Depth & Geom) Centroid 1.69 2.62 2.30 3.18 2.31 2.72 2.16 2.55
RANSAC 0.98 2.09 0.83 2.12 0.80 1.45

our results on a public dataset, which is not currently
available.

Impact of Viewpoint Number

As for the number of views used in the multi-view ap-
proach, a negligible increase in accuracy is achieved,
comparing 25 and 100 views. This increase in view-
point number, however, significantly raises the infer-
ence time, so it is necessary to cross-validate this
number to obtain desirable accuracy as well as com-
putational time. For example, an increase of 0.04 mm
in accuracy as a trade-off for 4× higher inference time
is considerable. See Figure 6, which analyzes the
Success Detection Rate (SDR) of various numbers of
views.

Robustness to Model Rotations

Generally speaking, the multi-view approach is not
invariant to rotation. The requirement of initial model
alignment stems from this matter of fact. Therefore,
we were interested in how the method performs with
increasing alignment error. With an alignment error
of less than 20 degrees, the method brings sufficiently
accurate predictions. With higher alignment errors,
especially above 30 degrees, the results should be vi-
sually checked and if needed, manually fixed. This
correlation is depicted in Figure 8.
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Figure 6: Success Detection Rates (SDRs) for Attention U-
Net, 2-channel input and the RANSAC consensus method.
Assuming the acceptable distance is 2 mm, setting the num-
ber of viewpoints higher than 25 does not bring any signifi-
cant increase in performance.

5.3 Detection of Teeth Presence

The main focus of the experiments was to determine
whether the method’s self-evaluation can detect the
presence of landmarks (and therefore, teeth). In line
with previous studies in uncertainty measures, each
prediction’s peak value is considered one of the de-
cision factors. Networks were trained by regressing
heatmaps containing a Gaussian activation with the
amplitude of 1. The predictions should follow the
similar trend. There was no Gaussian in the ground
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Att U-Net (Depth & Geom) 1.67 3.06RANSAC 0.93 1.03 0.79 1.011.67 3.06 0.75 0.96

Nes U-Net (Depth) Centroid 1.77 3.3.32 2.29 2.12 2.32 1.99 2.12 3.04
RANSAC 1.09 2.60 1.00 1.85 0.95 2.821.77 3.3.32

Nes U-Net (Geom) Centroid 1.1.7777 3.00 2.2.44 1.98 2.30 3.01 2.23 2.58
RANSAC 1.1.1111 1.83 0.93 1.67 0.93 1.991.1.1.777777 3.00

Nes U-Net (Depth & Geom) Centroid 1.69 2.62 2.3030 3.3.1818 2.31 2.72 2.16 2.55
RANSACAC 0.0.9898 2.09 0.0.0.838383 2.12 0.80 1.451.69 2.62
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number to obtain desirable accuracy as well as com-
putational time. For example, an increase of 0.04 mm
in accuracy as a trade-off for 4× higher inference time
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Figure 7: Box plots of the radial error values of individual landmarks. These values were measured with following method
configuration: Attention U-Net, two-channel input, 25 views, and RANSAC consensus method. Additionally, the class-
balanced loss was used for training. The landmark notation describes the type of landmark as follows: L stands for Left
dentition part and R for Right, values 1 - 8 describe tooth in the quadrant (1 for centran incisor and 8 for 3rd molars) and
letters M and D stand for mesial and distal landmark, respectively. Note that the outlier values in Right dentition part were
caused by one problematic case, where all teeth in right part were shifted by one and our method misclassified each tooth with
its adjacent tooth.

Figure 8: Correlation between error from required align-
ment and landmarking accuracy. As the 3D model is ob-
served from different angles, the method robustly estimates
landmarks even when the model is slightly rotated. Over-
all, the method becomes less stable with increasing error in
alignment, especially above 30 degrees.

truth image if a landmark was missing on the polyg-
onal model during training. This implies that the pre-
dictions should be either heatmaps with a peak value
close to 1 or heatmaps with all values close to 0.

By plotting an ROC curve, it was found that the
threshold value that brings off the best sensitivity and
specificity values is 0.375. Please note that this value
should be always cross-validated for each task. The
accuracy of the detection was 96.36%. After em-
pirical observations, there were situations where on

a tooth, one landmark was classified as missing and
the second one as present. This undesirable situa-
tion was eliminated by measuring the certainty in cou-
ples, averaging its confidences. It leads to better re-
sults, even if the improvement is negligible, achiev-
ing an accuracy of 96.69%. Another promising find-
ing comes from the RANSAC consensus method out-
put. The Multi-view Confidence, measured as the
ratio between inliers and outliers, was again moni-
tored by an ROC curve. The threshold was set to
0.85 and combined with the analysis of heatmap max-
imum value. Superior results are seen for this combi-
nation, as 97.68% of landmarks are correctly classi-
fied as missing or present.

Detecting Presence of 3rd Molars

A special category of detected teeth is 3rd molars. As
discussed in Section 3, those teeth are represented in
approximately 15% of the cases. The approach uti-
lized for detection of teeth presence suffers from this
imbalance, as the 3rd molars were always classified as
missing. This was due to the training, where, in most
cases, wisdom teeth were not present. To address this
problem, the loss was balanced in class-wise man-
ner (Cui et al., 2019). With this technique, 9 out of 12
wisdom teeth in the test set were correctly detected.
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configuration: Attention U-Net, two-channel input, 25 views, and RANSAC consensus method. Additionally, the class-
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caused by one problematic case, where all teeth inin riright part were shiftfteded byby onone and our method misclassified each tooth with
its adjacent tooth.
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Figure 9: Examples of automatically detected landmarks
with our method. Majority of predictions have the landmark
localization error less than 2 mm. Our method correctly de-
tects if a tooth is missing and does not produce predictions
of corresponding landmarks.

6 CONCLUSIONS

The present findings confirm that the multi-view
approach combined with the RANSAC consensus
method brings promising results in the automation of
landmark detection. Evaluated on a dataset of real or-
thodontics dental casts with significant diversity, the
method performs the best with Attention U-Net archi-
tecture and with two-channeled input of depth maps
and geometry renders. This method setup achieves
a landmarking accuracy of 0.75 ± 0.96 mm.

Importantly, we have also shown that the uncer-
tainty measures based on the analysis of the max-
imum values of regressed heatmap predictions in
combination with multi-view uncertainty yield con-
venient information in the process of landmark pres-
ence detection. Combining these uncertainty mea-
sures, our method correctly detects landmark pres-
ence in 97.68% of cases. This means that the method
is suitable to be applied to data where landmarks’
presence is not granted. In addition, the method meets
the needs of clinical applications, as the inference at

the user’s side takes seconds to be calculated, even on
less powerful CPUs.

Even though the accuracies are satisfying, the size
of the dataset could not cover every bit of a maloc-
clusion case and teeth shifting. Future research could
examine the method on a larger dataset of dentition
with even more complex cases. Furthermore, future
studies should focus on the improvements in the in-
variance of rotation. The association between the ro-
tation from the aligned position and the landmarking
accuracy was investigated in this work, and it is the
main shortcoming of the proposed method.
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Deep!learning!for!cranioplasty!in!clinical!practice:!Going!from!synthetic!to!
real!patient!data!
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A B S T R A C T ! !

Correct!virtual!reconstruction!of!a!defective!skull!is!a!prerequisite!for!successful!cranioplasty!and!its!automati-
zation!has! the!potential! for!accelerating!and!standardizing! the!clinical!work"ow.!This!work!provides!a!deep!
learning-based!method! for! the! reconstruction!of!a! skull! shape!and!cranial! implant!design!on!clinical!data!of!
patients! indicated! for!cranioplasty.!The!method! is!based!on!a!cascade!of!multi-branch!volumetric!CNNs!that!
enables!simultaneous!training!on!two!different!types!of!cranioplasty!ground-truth!data:!the!skull!patch,!which!
represents!the!exact!shape!of!the!missing!part!of!the!original!skull,!and!which!can!be!easily!created!arti#cially!
from!healthy!skulls,!and!expert-designed!cranial!implant!shapes!that!are!much!harder!to!acquire.!The!proposed!
method!reaches!an!average!surface!distance!of!the!reconstructed!skull!patches!of!0.67!mm!on!a!clinical!test!set!of!
75!defective!skulls.!It!also!achieves!a!12%!reduction!of!a!newly!proposed!defect!border!Gaussian!curvature!error!
metric,! compared! to! a! baseline!model! trained! on! synthetic! data! only.! Additionally,! it! produces! directly! 3D!
printable!cranial!implant!shapes!with!a!Dice!coef#cient!0.88!and!a!surface!error!of!0.65!mm.!The!outputs!of!the!
proposed!skull!reconstruction!method!reach!good!quality!and!can!be!considered!for!use!in!semi-!or!fully!auto-
matic!clinical!cranial!implant!design!work"ows.!!!

1. Introduction!

Cranioplasty!is!a!procedure!that!restores!the!aesthetic,!mechanical,!
and!protective!function!of!a!defective!skull!by!implanting!material!into!
the! defect! area.! Although! autologous! bone! or! pre-formed! titanium!
meshes!can!be!used!as!implants,!3D!printable!implants!have!been!shown!
to!be!more!versatile!and!to!have!several!other!advantages,!such!as!a!
lower! risk! of! complications! or! lower! chance! of! requiring! secondary!
surgery! [1,2].!Manufacturing! these! implants! requires!modeling! their!
shape!in!computer-assisted!design!(CAD)!software!as!the!#rst!step.!This!
virtual!reconstruction,!however,!requires!the!human!operator!to!have!
suf#cient!knowledge!of!skull!anatomy!as!well!as!skill!in!3D!modeling.!
Even!if!these!requirements!are!met,!correctly!modeling!the!implant!is!
time-consuming!even!for!a!skilled!operator,!especially!in!cases!of!defects!
reaching!into!both!lateral!sides!of!the!skull![3].!Automatically!producing!
fast!and!precise!estimations!of!the!implant!shapes!could!therefore!lead!to!
increased!standardization!and!ef#ciency!of!cranioplasty!clinical!work-
"ow.! In! recent! years,! skull! shape! reconstruction! methods! based! on!
volumetric! convolutional! neural! networks! (CNNs)! have! shown! great!
promise!in!this!regard![4,5,6],!yet!they!remain!mostly!untested!on!real!

patient! data,! which! limits! their! potential! of! translation! into! clinical!
practice.! This! article! deals! with! the! issue! of! using! these! CNN-based!
models!on!real!patient!data!and!improving!their!performance!with!the!
use!of!multi-task!learning,!as!illustrated!in!Fig.!1.!

Most!recent!(semi-)automatic!skull!reconstruction!methods!aim!to!
solve!the!task!of!#nding!the!exact!shape!of!the!missing!part!of!the!skull.!
We!refer! to! this! type!of! reconstruction!output!as!a!skull!patch! in! this!
article.!The!main!criteria!for!a!successful!skull!patch!estimation!is!an!
anatomically!plausible,!symmetric!shape!with!a!smooth!and!seamless!#t!
along!the!defect!border.!In!clinical!practice,!this!allows!the!operator!to!
use!the!estimated!skull!patch!as!a!template!for!the!#nal!cranial!implant!
design!in!CAD!software.!Conventional!skull!reconstruction!methods!use!
mirroring!of!the!healthy!side!of! the!skull!onto!the!defective!side![7],!
surface!interpolations![8,9]!or!their!combination![10]!to!estimate!the!
skull!patch.!Statistical!shape!models![11]!greatly!expanded!the!range!of!
skull! defects! that! can! be! reconstructed! automatically! [12,13,14].! In!
recent! years,! the! research! focus! shifted! to! volumetric! convolutional!
neural!networks!(CNNs)!which!have!shown!great!promise!in!fast!and!
robust!skull!patch!reconstruction![4,6,15]!and!became!the!method!of!
choice!in!the!2020!AutoImplant!challenge![5].!The!CNN-based!methods!
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are! usually! trained! and! evaluated! using! synthetic! defects! created! by!
removing!some!part!of!a!healthy!skull,!resulting!in!virtually!an!in#nite!
amount!of!different!samples.!

The!#nal!shape!of!the!cranial!implant!(referred!to!simply!as!implant!
for!the!remainder!of!this!article)!differs!from!the!shape!of!the!skull!patch!
in! several!ways! (see! Fig.! 2).! The! implants! have! a! constant! thickness!
different!from!the!original!bone!and!have!some!spatial!tolerance!along!
the!defect!border!to!account!for!scar!tissue!and!continuing!bone!growth,!
ensuring!implantability.!The!shape!of!the!implant!can!also!be!estimated!
directly! by! a! CNN! model,! provided! that! suf#cient! training! data! is!
available!for!training.!Although!it!is!more!dif#cult!to!edit!this!kind!of!
shape!in!CAD!software!due!to!#ne!details!along!the!defect!border,!it!has!
the!potential! to!be!used!in!a! fully!automatic!setting!when!no!human!
operator,! or! not! enough! time! for! a! manual! design,! is! available,! for!
example! in! intra-operative! rapid! manufacturing! of! cranial! implants!
[16].!

Synthetic!datasets!for!automatic!estimation!of!skull!patches!recently!
became!available!because!they!are!easy!to!create!from!public!databases!
of!healthy!skulls,!such!as!CQ500![17].!However,!they!do!not!necessarily!
fully!cover!the!defective!skull!shape!distribution!of!target!clinical!data!(i.!
e.!different!anatomical!variability!of!the!target!population,!defect!shapes!
and!sizes,!complex!morphology!of!defect!border),!which!may!affect!the!
resulting!reconstruction!quality!in!practice![4].!Real!clinical!data!with!
expert-designed! implant! models! are,! on! the! other! hand,! dif#cult! to!
obtain.! Furthermore,! in! our! experience,! the! distribution! of! available!
clinical!data!is!often!biased!towards!simple!unilateral!defect!cases!and!
not!easily!extendable!by!synthetic!defect!and!implant!shapes.!The!more!
challenging!bilateral!and!fronto-orbital!defects!are!less!common,!yet!it!is!
in!these!challenging!cases!where!correct!automatic!skull!patch!recon-
struction! or! implant! design! can! have! the! largest! impact! on! clinical!
practice.!It!is!therefore!desirable!to!design!a!method!that!will!be!able!to!
leverage!both!types!of!cranioplasty!data.!

The!main!contributions!of!this!article!are!the!following:!!

● A!multi-branch!CNN!architecture!is!proposed!as!an!extension!to!the!
cascaded!CNN!used!for!skull!reconstruction!in!our!previous!work.!

The!architecture!allows!for!training!on!both!synthetic!and!clinical!
data!samples.!!

● The! proposed! CNN!model! is! evaluated! on! a! large! dataset! of! real!
defective!skulls!with!expert-designed!implants!for!the!#rst!time.!The!
positive! effect! of! the! proposed! method! on! reconstruction! perfor-
mance!is!demonstrated.!!

● A! novel! metric! based! on! Gaussian! curvature! is! implemented! to!
quantify!surface!imperfections!along!the!defect!border.!

2. Materials!and!methods!

2.1. Datasets!

We!use!two!different!cranioplasty!datasets!in!this!work.!The!Skull-
break! dataset! [18]! is! a! synthetic! skull! shape! reconstruction! dataset!
adapted!from!the!CQ500!public!database!of!head!CT!scans![17].!The!CT!
scans!were!rigidly!aligned!and!segmented!to!provide!normalized!shapes!
of!healthy!skulls.!Then,!synthetic!defects!were!created!by!subtracting!
random!shapes!from!several!regions! in!each!skull.!Morphological!op-
erations!were!additionally!used!to!mimic!some!degree!of!bone!healing!
processes!along!the!defect!borders.!The!dataset!contains!570!training!
and!100!testing!pairs!of!defective!skulls!and!corresponding!skull!patches.!

The! second! in-house! dataset! was! provided! by! TESCAN! Medical!
company.!It!contains!a!total!of!387!real!patient!cases!indicated!for!cra-
nioplasty.!Each!patient!case!consists!of!CT!data!with!manual!skull!seg-
mentation! and! a! mesh! model! corresponding! to! an! expert-designed!
cranial!implant.!75!of!these!cases!additionally!contain!expert-designed!
mesh!models!of!patches!covering!the!full!area!of!the!defects!that!were!
used!as!an! initial! template! for! the!#nal! implant!design!by!an!expert.!
Although!these!expert-designed!patches!have!a!different!thickness!from!
the!original!bone,!their!outer!surface!can!be!used!as!a!reference!for!the!
outer!surface!of!automatically!reconstructed!patches.!This!naturally!led!
us!to!split!the!in-house!dataset!correspondingly!into!312!training!cases!
and!75!test!cases,!ensuring!that!a!real!clinical!test!set!of!reasonable!size!is!
available!for!the!evaluation!of!both!the!skull!patch!shape!estimation!and!
the!#nal! implant!shape!estimation!tasks.!All! implant!and!patch!mesh!

Fig.!1. The!proposed!multi-branch!architecture!makes!use!of!multi-task!learning!on!different!skull!reconstruction!datasets.!In!addition!to!the!higher!overall!accuracy!
and!ability!to!directly!output!cranial!implant!shapes,!the!skull!patch!output!of!the!multi-branch!model!also!better!#ts!the!shape!to!complex!defect!borders!in!real!
clinical!data.!

O.!Kodym!et!al.!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
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models!in!the!clinical!in-house!dataset!were!rasterized!into!voxel!grids!
and!the!data!were!rigidly!aligned!to!conform!with!the!Skullbreak!data.!
Several!examples!from!all!datasets!can!be!seen!in!Fig.!2.!

The!two!datasets!also!differ!in!several!more!aspects.!Because!they!
come! from! geographically! distant! sources,! the! average! size! and! the!
anatomical!variability!of!the!skulls!differ![19,20].!The!scale!and!posi-
tional!variability!of!the!defects!are!also!different.!While!the!Skullbreak!
dataset!was!created!speci#cally!to!contain!a!balanced!amount!of!uni-
lateral,!bilateral,!and!fronto-orbital!defects,!the!clinical!in-house!dataset!
contains!a!higher!amount!of!unilateral!defects!with!a! larger!size!and!
reaching! farther! into! lower! parts! of! temporal! and! sphenoid! bones.!
Although!some!of!these!differences!could!be!addressed!by!tailoring!the!
synthetic! defects! in! the! Skullbreak! dataset! to! #t! the! distribution! of!
clinical!data!more!closely,!some!aspects!such!as!skull!shape!variation!
and!defect!border!complexity!cannot!be!precisely!emulated.!

2.2. Baseline!CNN!models!for!shape!estimation!

We!use!the!same!baseline!reconstruction!method!for!both!the!skull!
patch!estimation!and!the!implant!estimation!tasks,!with!the!only!dif-
ference! being! the! data! used! for! training.! The!method! is! based! on! a!
cascade!of! two!U-net-like!volumetric!CNNs!proposed! in!our!previous!
work![4].!The!#rst,!coarse!CNN!g(⋅)!with!weights!θg!takes!a!binary!shape!
of!defective!skull!in!coarse!resolution,!denoted!xcoarse,!and!produces!an!
initial!output!shape!estimate!with!the!same!resolution!ycoarse:!

ycoarse = g(xcoarse; θg) (1)!

The!second,!high-resolution!CNN! f(⋅)!with!weights!θf! then!takes!a!
single!crop!of! the!upscaled!coarse! shape!estimate!ycoarse! and!a!corre-
sponding!crop!of! the!high-resolution!defective!skull!xhigh−res! and!pro-
duces!a!high-resolution!shape!estimate!yhigh−res!of!that!crop,!effectively!
performing! super-resolution! of! the! coarse! shape! estimate! locally!
conditioned!on!the!high-resolution!defective!skull:!

yhigh−res = f (ycoarse, xhigh−res; θf ) (2)!

The!coarse!CNN!model!additionally!uses!a!mirrored!copy!of!the!input!
volume,!which!has!been!shown!to!improve!lateral!symmetry!of!output!
shapes![4].!

We!use!12!initial!feature!channels!and!an!input!volume!size!of!128!×
128!× 128! for! both! the! coarse! and! high-resolution! CNNs.! The! #nal!
output!is!created!by!#rst!inferring!the!coarse!shape!estimate!and!then!
inferring!the!high-resolution!CNN!in!a!sliding!window!manner.!Both!the!
original! input!and!the!#nal!high-resolution!output!volumes!have!size!
512!× 512!× 512!voxels!with!a!resolution!of!0.4!mm!per!voxel.!We!train!
the!CNN!cascade!for!300!000!steps!on!mini-batches!of!size!4!using!the!
soft!Dice!loss![21].!Each!training!step!consists!of!updating!the!weights!θg!
using!the!loss!computed!on!coarse!resolution!and!then!updating!both!
weights!θg! and!θf!using!the!loss!computed!on!random!high-resolution!
crops.!More!details!about!the!CNN!architecture!and!training!procedure!
can!be!found!in!the!original!work![4].!

2.3. Multi-branch!CNN!model!for!joint!shapes!estimation!

To!facilitate! training!of!the!CNN!cascade!using!both!the!synthetic!

skull!patch!dataset!and!the!clinical!implant!dataset!simultaneously,!we!
split! the!outputs! of! the!model! into! a! separate! skull! patch! estimation!
branch!and!implant!estimation!branch!at!both!coarse!and!high!resolu-
tion.!The!shape!estimation!branches!are!formed!by!a!single!conv-ReLU-!
conv-softmax! block! with! the! convolutional! layers! having! the! same!
number!of!features!as!the!last!layer!of!the!U-net!backbone.!We!denote!
the!weights!of! the!U-net!backbone!θB,! the!weights!of! the!skull!patch!
estimation!branch!θSP,!and!the!weights!of!the!implant!estimation!branch!
θ
I.!The!outputs!of!the!coarse!CNN!in!the!multi-branch!model!are!given!as!

ySP
coarse = g(xcoarse; θB

g , θ
SP
g ) (3)!!

yI
coarse = g(xcoarse; θB

g , θ
I
g), (4)!!

where!ySPcoarse! denotes!the!coarse!shape!estimate!of!the!skull!patch!and!

yIcoarse!denotes!the!coarse!shape!estimate!of!the!implant.!These!two!coarse!
shape!estimates!are!then!both!used!as!an!input!into!the!high-resolution!
CNN,!along!with!the!high-resolution!shape!of!the!input!skull.!For!the!
high-resolution!CNN,!the!outputs!are!given!as!

ySP
high−res = f (xhigh−res, y

SP
coarse, yI

coarse; θ
B
f , θ

SP
f ) (5)!!

yI
high−res = f (xhigh−res, y

SP
coarse, yI

coarse; θ
B
f , θ

I
f ) (6)!

Such!architecture!ensures!that!although!two!slightly!different!types!
of!shape!outputs!can!be!produced!by!the!model!at!both!resolutions,!the!
shared!U-net! backbone! is! forced! to! learn! to! extract!meaningful! local!
features!that!are!suitable!for!correct!shape!estimation!on!both!datasets.!

During!the!training!of!the!multi-branch!CNN!cascade,!we!use!mixed!
mini-batches!containing!two!samples!from!the!Skullbreak!dataset!and!
two!samples!from!the!in-house!dataset.!Accordingly,!two!loss!compo-
nents! are! computed! at! each! step:! one! for! the! skull! patch! estimation!
branch!output!ySP!using!the!Skullbreak!samples,!and!one!for!the!implant!
estimation!branch!output!yI!using!the!in-house!dataset!samples.!These!
loss!components!are!then!added!together!before!updating!the!respective!
CNN!weights.!The!iterative!training!of!coarse!and!high-resolution!model!
weights!is!otherwise!the!same!as!in!the!baseline!method!described!in!
Section!2!and!the!multi-branch!model!overview!is!shown!in!Fig.!3.!

2.4. Metrics!

For! the! sake! of! the! quantitative! evaluation,! we! assume! that! the!
expert-designed!shapes!in!the!test!set!represent!the!only!correct!solution!
to!the!shape!estimation!tasks.!This!means!that!the!quality!of!the!output!
can!be!quanti#ed!using!segmentation!metrics!such!as!volumetric!over-
laps!(i.e.!Dice!coef#cient)!and!surface!distance![22].!However,!it!should!
be!noted!that!the!shape!reconstruction!task!is!speci#c!in!allowing!some!
variability!in!the!reconstructed!shape!in!some!cases,!as!long!as!there!are!
no!imperfections!along!the!#t!of!the!reconstructed!shape!to!the!input!
shape.!See!Appendix!A!for!an!illustration!of!how!different!segmentation!
metrics!correlate!with!a!subjective!quality!score!of!an!expert!implant!
designer.!For!these!reasons,!we!evaluate!the!automatic!reconstruction!
outputs!using!multiple!different!metrics!in!this!work.!

In!the!case!of!implant!shape!evaluation,!we!use!the!Dice!coef#cient!
and!average!surface!distance!for!quanti#cation!of!the!estimated!implant!

Fig.!2. Axial!slices!through!samples!from!the!datasets!used!in!this!work.!From!left!to!right:!skull!patch!sample!from!a!synthetic!dataset,!manually!designed!implant!
shape!sample!from!an!in-house!clinical!dataset,!manually!designed!skull!patch!surface!sample!from!an!in-house!clinical!dataset.!
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shape!quality,!similarly!to!recent!relevant!works![12,23,6].!In!the!case!of!
skull!patch!shape!evaluation,!however,!the!expert-designed!ground!truth!
patches!and!model!outputs!have!different!characteristics!and!this!pre-
vents! us! from! using! these! metrics! directly! (see! Fig.! 2).! Because! the!
thickness!of!the!ground-truth!patch!is!different!from!the!thickness!of!the!
original! bone! in! the! Skullbreak! dataset,!we!measure! average! surface!
error!only!at!the!outer!surface!voxels!of!the!skull.!

We!pay!special!attention!to!the!quality!of!#t!along!the!defect!border!
of!the!skull!patches.!Similar!to!other!authors![12],!we!report!the!outer!
surface!distance!computed!along!the!defect!border.!However,!this!metric!
may!not!precisely!convey!some!types!of!common!errors!of!skull!recon-
struction!which! have! an! impact! on! the! aesthetic! outcome! of! cranio-
plasty,!such!as!slight!trenches!or!bumps!on!the!surface!along!the!defect!
border.!To!this!end,!we!compare!approximate!Gaussian!curvatures!of!
reconstructed! skulls! and! reference! skulls! along! the! defect! border! to!
supply!this!information.!

Gaussian!curvature!is!routinely!used!in!3D!model!surface!analysis!
literature! [24].! For! simpli#cation,! we! chose! to! approximate! the!
Gaussian! curvature! error! of! the! reconstructed! skull! shapes! by! #rst!
smoothing!the!binary!images!of!skull!shapes!with!a!Gaussian!blur!with!σ 

= 5,!then!normalizing!back!to!a!range!between!0!and!1!and!computing!
the!Gaussian!curvature!Ki!at!each!voxel!i!using!the!following!equation:!

Ki = −

||
H(Fi) ∇FT

i

∇Fi 0

|∇Fi|
4

(7)!!

where!F!is!the!blurred!volume!containing!the!skull,!∇Fi!is!the!vector!of!
the!#rst-order!spatial!differences!in!voxel!i!and!H(Fi)!is!the!square!matrix!
of! the! second-order! spatial! differences! in! voxel! i! [25].! The! resulting!
Gaussian!curvature!volumes!are!then!compared!directly!by!computing!
voxel-wise!squared!error!and!we!report!the!mean!of!this!error!computed!

along!the!defect!border!voxels!as!

MSEK =
1

NB

∑

i∈B

(Kref
i − K

pred
i )

2

(8)!!

where!B!is!the!set!of!outer!border!voxels!of!the!predicted!patch!and!NB!is!
their! count.! Although! the! exact! result! of! this! method! is! partially!
dependent!on!voxel! resolution,!value!σ and!on! the!absolute!distance!
between!the!reconstructed!and!the!reference!skull!surfaces,!it!eliminates!
the!need!for!#nding!exact!vertex!correspondences!and!our!experiments!
show!that!high!resulting!values!correspond!to!dented!or!uneven!parts!of!
the!surfaces.!

3. Results!

The! baseline! implant! model! was! trained! using! the! 312! training!
implant!shapes!from!the!in-house!dataset!and!the!baseline!skull!patch!
model! was! trained! using! the! 570! Skullbreak! training! data! samples.!
Because!we!noticed!that!the!average!size!of!the!Skullbreak!skulls!differs!
from! the!average! size!of! the! in-house! test! skulls,!we! trained!another!
baseline! skull! patch! model! on! a! modi#ed! version! of! the! Skullbreak!
dataset! that! was! rescaled! to! match! the! average! height,! length,! and!
breadth! of! the! in-house! skulls.! The!multi-branch!model! was! trained!
using!a!combination!of!the!in-house!and!the!rescaled!Skullbreak!dataset.!
Outputs! of! all! models! were! morphologically! denoised! by! removing!
smaller! connected! components! and! shape! artifacts! [26]! before!
comparing!them!to!the!reference!expert-designed!shapes!in!the!in-house!
test!set.!All!models!were!implemented!in!Python!programming!language!
using!the!PyTorch1!framework!and!the!results!were!rendered!using!the!

Fig.!3. Illustration!of!the!multi-branch!CNN!cascade!training!process.!Inputs!and!outputs!of!the!network!in!light!and!dark!green!colors,!respectively,!and!ground-truth!
shapes!in!blue.!In!each!training!step,!the!coarse!network!weights!are!#rst!updated!using!the!sum!of!the!coarse!losses,!and!then!both!coarse!and!high-resolution!
network!weights!are!updated!using!the!sum!of!the!high-resolution!losses.!

1! https://pytorch.org.!
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Visualization!Toolkit.2!

3.1. Implant!shape!estimation!performance!

The!implant!shapes!produced!by!the!baseline!implant!model!reached!
an!average!Dice!coef#cient!of!0.85!± 0.10!and!average!surface!error!of!
0.77!± 0.44!mm,!con#rming!that!it!is!possible!to!learn!the!direct!map-
ping!of!defective!skull!shapes!to!the!#nal!cranial!implant!shapes!using!
the!CNN!cascade.!However,!because!central!and!fronto-orbital!defects!
are!not!well!represented!in!the!in-house!training!dataset,!the!baseline!
implant!model!fails!to!correctly!estimate!implant!shapes!in!these!cases,!
as!shown!in!Fig.!4.!This!issue!may!be!ampli#ed!by!the!fact!that!the!coarse!
CNN!model!learns!to!rely!too!much!on!the!mirrored!input!to!provide!
initial!information!about!the!missing!shape,!leading!to!over#tting!and!an!
inability!to!correctly!deal!with!bilateral!defects.!

The!implant!estimates!of!the!multi-branch!model!reached!an!average!
Dice!coef#cient!of!0.88!± 0.07!and!an!average!surface!error!of!0.65!±
0.33!mm,!showing!an!increase!in!accuracy!and!decreased!variability!of!
output! shape! quality.! Closer! inspection! of! the! outputs! reveals! an!
increased! success! rate! of! bilateral! and! fronto-orbital! implant! shape!
estimation.!This!can!be!attributed!to!better!generalization!of!the!U-net!
backbone!which!needs!to!account!for!more!diverse!defect!positions!in!
the!Skullbreak!dataset.!Several!example!implant!shape!estimates!from!
both! the! baseline! implant!model! and! the!multi-head!model! implant!
estimation! branch! are! shown! in! Fig.! 4.! The! distribution! of! Dice! co-
ef#cients!and!average!surface!distances!achieved!by!both!models!can!be!
found!in!Fig.!7!(top).!

3.2. Skull!patch!estimation!performance!

The!skull!patches!produced!by!the!baseline!skull!patch!model!trained!
on!the!original!Skullbreak!data!resulted!in!an!average!outer!surface!error!
of!0.98!± 0.45!mm!on!the!in-house!test!set.!Rescaling!the!Skullbreak!
training!skulls!to!match!the!average!size!of!the!in-house!skulls!decreased!
the!error!by!15%!to!0.83!± 0.38!mm,!supporting!the!hypotheses!that!the!
model!learns!the!average!skull!shape!of!the!training!data.!However,!the!
skull!patch!estimates!still!produced!shapes!with!a!high!surface!error!and!
occasional! artifacts! such! as! holes! and! uneven! surfaces,! especially! in!
cases!of!large!defects.!One!of!the!causes!may!be!the!fact!that!the!defects!
in!the!Skullbreak!dataset!do!not!fully!cover!the!lower!areas!of!the!skull.!
This!could!be!addressed!by!extending!the!dataset!with!additional!syn-
thetic!defects,!but!Figs.!5!and!6!show!that!there!are!multiple!different!
sources!of!error.!

The!skull!patch!estimates!produced!by!the!multi-branch!CNN!model!
further! decreased! the! average! surface! error! to! 0.67!± 0.37! mm.! In!
addition!to!a!lower!amount!of!visible!holes!and!artifacts!in!the!estimated!
shapes,!the!multi-branch!model!also!predicted!the!skull!patches!with!an!
overall!lower!outer!surface!distance!from!the!reference!expert-designed!
patches,!as!shown!in!Fig.!5.!The!distributions!of!all!error!metrics!for!the!
three!models!are!shown!in!Fig.!7!(bottom).!

Interestingly,!the!multi-branch!model!output!also!reached!a!lower!
defect!border!surface!error!of!0.75!mm,!compared!to!0.96!mm!and!0.94!
mm! for! the!baseline!models! trained!on! the!original!and! the! rescaled!
Skullbreak!dataset,!respectively.!Similarly,!the!Gaussian!curvature!er-
rors!of!the!baseline!skull!patch!model!trained!on!the!original!Skullbreak!
and!on!the!rescaled!Skullbreak!datasets!also!did!not!differ!signi#cantly,!
but! the! curvature! error! decreased!by! around!12%! in! the! case!of! the!
multi-branch!model!skull!patch!branch!outputs.!This!suggests!that!the!
multi-branch!model!learned!to!better!#t!the!reconstructed!skull!patches!
to!the!more!complex!borders!of! the!in-house!defective!skulls,!despite!
only! encountering! the! corresponding! implant! shapes! with! spatial!
tolerance!along!the!border!during!training!(see!Fig.!2).!Fig.!6!shows!how!
the!Gaussian!curvature!error!reacts!to!different!types!of!surface!errors!

compared! to! the! distance-based!metrics,! helping! to! visually! identify!
problematic!regions!of!the!skull!patch!shape!reconstruction!outputs.!

3.3. Statistical!analysis!

We!performed!a!statistical!analysis!to!report!the!signi#cance!of!the!
performance! gain! achieved! by! the!multi-branch! CNN.! The! statistical!
signi#cance!levels!are!shown!in!Fig.!7.!

A!one-sided!paired!t-test!was!used!to!test!the!hypothesis!that!the!error!
measurements!of!the!multi-branch!CNN!outputs!were!signi#cantly!lower!
(or!higher!in!the!case!of!Dice!coef#cient)!than!in!the!case!of!the!baseline!
CNN!outputs.! For! the! global!metrics! (i.! e.! surface! distance! and!Dice!
coef#cient),! p-value!was! below! the! level! of! 0.05! for! both! the! recon-
structed! skull! patches! and! implants,! which! led! us! to! accept! the! hy-
pothesis!that!combining!the!data!using!the!multi-branch!CNN!provides!
better!global!results!when!compared!to!the!baseline!models!which!use!
only!one!type!of!training!data.!

In! the! case! of! the! border! error!metrics! (i.! e.! border! distance! and!
Gaussian!curvature!error),!the!hypotheses!could!not!be!accepted!using!t-!
test!as!the!p-values!were!over!0.05.!This!is!likely!because!the!shape!ar-
tifacts!along!the!border!were!often!concentrated!into!a!relatively!small!
area! (see!Fig.!6),!which!resulted! in!a! smaller!quantitative!difference.!
Therefore,!we!used!a!non-parametric!Wilcox!sign!test!to!test!whether!the!
proposed! approach! lowers! the! border! error! when! compared! to! the!
baseline!methods.! The! hypothesis!was! accepted,! showing! that! albeit!
small,!the!border!error!reduction!is!consistent!across!the!test!cases.!

4. Discussion!and!conclusions!

CNN-based!skull!reconstruction!methods!are!becoming!a!hot!topic!in!
medical!imaging.!One!of!the!major!drawbacks!in!the!current!research!is!
that!the!reconstruction!outputs!are!most!often!evaluated!on!a!held-out!
synthetic! dataset! in! which! similar! anatomical! variability! and! defect!
shape!and!type!distribution!can!be!ensured.!One!of!the!goals!of!this!study!
was!to!illustrate!the!behavior!of!CNN-based!skull!reconstruction!models!
trained!on!an!easily!accessible!synthetic!dataset!when!evaluated!on!real!
patient!data.!Our!experiments!showed!that!the!transfer!of!the!trained!
CNN!model!to!a!different!population!can!negatively!affect!the!recon-
struction!quality.! Furthermore,! by! looking! at! differences! in!Gaussian!
curvature,!we!found!that!the!shape!complexity!of!the!defect!border!in!
real! clinical!data! can! cause! faults! in! the! smoothness! of! the! resulting!
surface.!

We! showed! that!when! training! the!model!on! real! clinical! patient!
data,! synthetic! data! can! be! effectively! leveraged! using! the! proposed!
multi-branch! CNN!model! to! signi#cantly! improve! the!model! perfor-
mance!and!compensate!for!common!issues!of!clinical!patient!datasets!(i.!
e.!data!scarcity!and!imbalance).!Although!a!similar!effect!could!possibly!
be!achieved!by!collecting!a!vast!amount!of!well-balanced!clinical!data,!
or! by! perfectly!matching! their! distribution! by!meticulously! tailoring!
synthetic!data,!we!believe!that!the!proposed!approach!of!combining!a!
large! amount! of! imperfect! synthetic! data! and! a! limited! set! of! target!
clinical!data!is!generally!simpler!and!easily!extendable!to!different!types!
of!cranioplasty!data,!for!example,!different!population,!additional!defect!
areas! such! as! the! orbital! "oor! or! zygomatic! bone! or! even! different!
preferences!for!the!#nal!implant!shape.!The!error!of!the!outer!surface!of!
reconstructed!skulls!achieved!by!the!proposed!method!is!higher! than!
some!other!recent!works!evaluated!on!synthetic!defects![12,4].!How-
ever,!we!believe!that!factors!such!as!a!higher!average!area!of!the!defects!
in!our!test!set!may!be!the!cause!and!that!the!results!are!overall!very!
promising.!

The! synthetic! and! clinical! datasets! used! in! this! work! contained!
different!types!of!ground!truths:!the!original!missing!skull!patch!shape!
and!#nal!cranial!implant!shapes.!This!allowed!us!to!automatically!pro-
duce!3D!printable!and!directly! implantable!shapes,!although!this!use!
case! will! require! further! evaluation! of! the! clinical! applicability! in!
cooperation!with!experienced!implant!designers.!More!importantly,!the!2! https://vtk.org.!
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Fig.!4. Implant!estimates!of!the!baseline!implant!model!(top)!and!the!multi-branch!model!(bottom).!!

Fig.!5. Estimated!skull!patches!of!the!baseline!skull!patch!model!(top)!and!the!multi-branch!model!(bottom).!!

Fig.!6. Three!example!pairs!of!baseline!skull!patch!model!outputs!and!multi-branch!model!skull!patch!outputs,!respectively,!with!color-coded!Gaussian!curvature!
error.!The!3D!models!were!rendered!using!the!marching!cubes!algorithm!and!post-processed!using!quadratic!decimation!and!normal!smoothing.!The!multi-branch!
model!can!produce!smoother!results!with!lower!curvature!error.!Note!that!we!show!the!entire!Gaussian!curvature!error!maps!for!illustration!while!only!defect!border!
voxels!are!taken!into!account!when!computing!the!mean!errors.!

O.!Kodym!et!al.!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!

8 Original Papers

84



general!ability!of!the!model!to!combine!cranioplasty!data!from!different!
sources!and!of!different!types!can!accelerate!the!adoption!of!the!auto-
matic! reconstruction!methods! by! allowing! training! on! speci#c! target!
datasets!while!exploiting!the!advantages!of!available!synthetic!datasets.!

To!our!best!knowledge,!this!was!the!#rst!study!that!evaluated!CNN-!
based! skull! reconstruction!on! a! real! clinical! dataset! of! this! size.! The!
proposed!multi-branch!CNN!cascade!increased!the!reconstructed!shape!
quality!by!allowing!training!on!more!data!when!compared!to!the!indi-
vidual!baseline!models.!Although!the!results!of!this!study!are!promising!
from!a!quantitative!perspective,!they!will!need!to!be!evaluated!next!by!
an!experienced!implant!designer!to!ascertain!their!clinical!value.!
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Appendix!A. Correlation!Analysis!of!Quantitative!Metrics!and!Subjective!Expert!Score!of!Automatic!Skull!Reconstructions!

This!section!illustrates!how!well!the!quantitative!segmentation!metrics!can!predict!the!usability!of!automatic!skull!reconstruction!results!in!clinical!
practice.!We!created!a!dataset!of!automatically!reconstructed!defective!skulls!and!submitted!it!to!an!expert!with!experience!in!the!#eld!of!skull!
reconstruction!and!implant!design!for!subjective!quality!evaluation.!Comparing!these!subjective!expert!scores!with!metrics!of!similarity!between!the!
reconstructed!and!the!original!shape!can!give!an!idea!of!what!to!look!for!when!evaluating!the!reconstructions.!

A.1!Skull!Data!and!Reconstruction!

The!skull!data!come!from!the!SkullBreak!and!SkullFix!datasets![18],!so!the!ground!truth!original!shapes!are!available.!A!CNN-based!reconstruction!
of!the!missing!shape![4]!was!performed!on!each!skull.!Because!we!would!ideally!want!to!cover!for!this!analysis!the!whole!quality!spectrum!from!bad!
reconstructions!to!very!good!reconstructions,!we!included!the!following!types!of!reconstructed!cases:!!

● SkullFix!test!case!reconstructions!!
● SkullFix!additional!test!case!reconstructions!!
● SkullBreak!test!case!reconstructions!!
● SkullBreak!training!case!reconstructions!(to!include!several!close-to-perfect!reconstructions)!!
● SkullBreak!test!case!reconstructions!using!generative!model![4]!(to!include!multiple!different!reconstructions!for!a!single!case,!including!visibly!
bad!ones)!

This!resulted!in!a!total!of!35!skulls.!The!expert!assigned!a!score!on!a!scale!from!zero!to!ten!to!each!of!the!reconstructions,!where!zero!corresponded!
to!unacceptable!reconstruction!and!ten!to!a!nearly!perfect!result.!

A.2!Global!Metrics!

We!#rst!computed!correlation!coef#cients!between!the!subjective!expert!score!and!routinely!used!segmentation!metrics,!including!volumetric!Dice!
coef#cient!and!average!symmetric!surface!distance.!We!also!included!the!surface!distance!computed!at!the!outer!surface!of!the!skull,!since!it!is!the!most!
important!aspect!for!subsequent!implant!modeling!steps![27].!The!outer!surface!was!used!in!the!evaluation!of!some!previous!works![12]!and!also!in!
this!work!because!of!the!shape!characteristics!of!in-house!ground!truth!data.

Fig.!8. Plots!of!the!three!global!quantitative!metrics!plotted!against!the!corresponding!expert!subjective!score.!Note!that!in!some!cases!(highlighted!by!red!arrows),!
the!metrics!failed!to!estimate!the!practical!usability!of!the!reconstruction!result.!

Figure!8!shows!that!these!global!metrics!correlate!with!the!expert!subjective!score!with!correlation!coef#cients!around!0.6,!con#rming!that!they!are!
appropriate!for!the!comparison!of!different!reconstruction!methods.!However,!it!can!be!noted!that!their!correlation!is!weak!when!the!subjective!expert!
score!is!high,!making!it!impossible!to!use!them!for!discrimination!between!good!and!perfect!results.!Also,!several!cases!satisfy!the!quantitative!metrics!
while!being!seen!as!low-quality!by!experts!and!vice!versa!(see!cases!highlighted!in!red!in!Fig.!8).!

A.3!Defect!Border!Metrics!

The!smoothness!of!the!surface!closest!to!the!defect!border!has!a!signi#cant!impact!on!the!aesthetic!outcome!of!cranioplasty.!We!study!two!metrics!
that!focus!on!this!area:!outer!surface!distance!of!the!defect!border!and!mean!square!error!of!Gaussian!curvature.!The!defect!border!is!de#ned!as!a!set!of!
outer!surface!voxels!of!the!reconstructed!skull!patch!shape!in!direct!contact!with!the!defective!skull.!
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Fig.!9. Plots!of!border!Gaussian!curvature!error!(left)!and!border!surface!distance!(right)!plotted!against!the!corresponding!expert!subjective!score.!The!same!cases!
are!highlighted!as!in!the!case!of!global!metrics,!showing!that!the!border!metrics!convey!different!yet!relevant!information!about!the!reconstruction!result.!

Figure!9!shows!that!both!of!these!metrics!correlate!with!the!subjective!expert!score!similarly!or!slightly!more!than!the!global!metrics.!Most!
importantly,!it!can!be!seen!that!the!border!metrics!indeed!convey!different!information.!Although!the!quantitative!border!metrics!do!not!always!agree!
with!the!subjective!quality!score,!the!correlation!with!the!expert!score!was!higher!in!the!cases!where!the!correlation!of!the!global!metrics!was!low.!

This!study!was!performed!using!only!one!type!of!automatic!reconstruction!method!and!the!results!were!evaluated!by!a!single!implant!design!expert,!
which! leaves!much!room!for!more!extensive!studies.!However,! it! can!be!concluded!that! to!best!gauge! the!quality!of! results!of!automatic! skull!
reconstruction,!different!types!of!quantitative!metrics!should!be!combined!together,!and!both!global!and!border!metrics!should!be!taken!into!account.!
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A B S T R A C T

Designing a cranial implant to restore the protective and aesthetic function of the patient’s skull is a challenging
process that requires a substantial amount of manual work, even for an experienced clinician. While computer-
assisted approaches with various levels of required user interaction exist to aid this process, they are usually
only validated on either a single type of simple synthetic defect or a very limited sample of real defects.
The work presented in this paper aims to address two challenges: (i) design a fully automatic 3D shape
reconstruction method that can address diverse shapes of real skull defects in various stages of healing and
(ii) to provide an open dataset for optimization and validation of anatomical reconstruction methods on a set
of synthetically broken skull shapes.

We propose an application of the multi-scale cascade architecture of convolutional neural networks to the
reconstruction task. Such an architecture is able to tackle the issue of trade-off between the output resolution
and the receptive field of the model imposed by GPU memory limitations. Furthermore, we experiment
with both generative and discriminative models and study their behavior during the task of anatomical
reconstruction.

The proposed method achieves an average surface error of 0.59 mm for our synthetic test dataset with as
low as 0.48 mm for unilateral defects of parietal and temporal bone, matching state-of-the-art performance
while being completely automatic. We also show that the model trained on our synthetic dataset is able to
reconstruct real patient defects.

1. Introduction

Patient-specific implants (PSIs) are often used for the treatment of
cranio-facial defects. Especially in cases of larger defects caused by
trauma, tumour resection or decompressive craniectomy, it is usually
required to reconstruct the original skull shape for aesthetic purposes
and protection of intracranial structures against mechanical impact
[1,2].

Current state-of-the-art methods usually comprise of using a patient
CT scan to design the implant pre-operatively and then 3D printing
of the result using bio-compatible materials such as titanium, porous
polyethylene or polyether ether ketone [3,4]. Alternatively, implants
can be cast in a 3D-printed mold from bone cement which can be loaded
with antibiotics to decrease the risk of infection [5]. Such approaches
lead to a reduction of operative time and improved patient results [6].

Provided that precise enough tissue segmentation is obtained from
the CT data, the process of computer-aided design (CAD) of PSIs
remains the most important step that affects the final quality and repro-
ducibility of PSIs [7]. This presents a challenging and tedious task for
the clinician or engineer designing the PSI. To ensure correct healing
and prevent complications, the PSI must fit precisely to the defect

∗ Corresponding author.
E-mail address: ikodym@fit.vutbr.cz (O. Kodym).

border without any steps and with gaps of less than 0.8mm between
the implant and remaining tissue [8]. Furthermore, smoothness and
symmetry of the anatomy should be preserved to ensure a correct
aesthetic result [9]. The first step of the implant design is correct
reconstruction of the missing shape of the skull anatomy from which
the PSI is then derived.

1.1. Related work

A considerable number of CAD systems for skull reconstruction
make heavy use of the natural facial symmetry by identifying the best
symmetry plane and then mirroring the healthy part of the skull onto
the defect area [10]. Recent automation of parts of this process led to
an efficient and user-friendly way to provide an aesthetically correct
result. Such methods, however, cannot account for bilateral defects
reaching into both sides of the skull. Also, because the symmetry is
usually not perfect in real cases, manual corrections are often needed to
produce a correct reconstruction. Another group of methods is based on
surface interpolation under the assumption of a nearly spherical shape
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Fig. 1. The proposed skull reconstruction method fully automatically produces a binary shape of the missing part of the skull using sliding-window approach with coarse-resolution
middle step.

Fig. 2. Examples of 3D models and slices through defective skulls from real patients (left) and synthetically generated defective skulls (right). The real patient samples include
defects reconstructed by an experienced clinician.

Fig. 3. Overview of the 3D CNN backbone architecture example for an input of size
643. Note that for an input of size 1283, the CNN is deeper and the bottleneck tensor
has 384 channels.

of the cranium [11,12]. Interpolation-based methods can guarantee
desired continuity on the tissue-implant interface and also make it pos-
sible to modify the resulting fit by adjusting the parameters. Although
these methods work well on smaller defects, they often struggle with
larger defects because of a lack of constraints and they cannot model
more complex anatomy shapes such as orbitals.

Current state-of-the-art methods usually exploit some kind of de-
formable models [13]. Statistical shape models combined with geomet-
ric morphometrics have been studied extensively in the context of skull
reconstruction [14–16], achieving an average surface error of 0.47mm
for defects of the parietal and temporal area and 0.75mm for small
mid-facial defects, as measured on simple synthetically created defects
against the original bone shape. These methods, while providing a good
reconstruction result, rely on a clean, well-defined defect border, which
is rarely the case in real patient cases with complex fractures in various
stages of healing and bone resorption, as can be seen in the example
slice in Fig. 1.

Another interesting approach has recently made use of convo-
lutional denoising auto-encoders in the first attempt to use a deep
learning-based shape completion for skull reconstruction [17], al-
though only operating on a very coarse resolution. More details on the
topic of automatic skull shape reconstruction can be found in the work
of Buonamici et al. [18].

Using deep learning for a general 3D shape reconstruction (also
shape inpainting, shape completion) is a well studied research topic in
the literature. The basic approach is to represent the incomplete input
shape as a binary voxel grid and train a 3D convolutional neural net-
work (CNN) with a deterministic denoising auto-encoder architecture
to output the completed binary shape [19]. These approaches cannot be
utilized for bigger volumes due to GPU memory limitations. To tackle
this, some authors exploit different data representations such as graphs
or point clouds [20,21]. Another group of authors use the 3D CNN only
for coarse shape estimation, refining the result in the post-processing
step [22–24].

An orthogonal research direction in this area led to substituting the
purely discriminative CNN models with generative models such as gen-
erative adversarial networks (GANs) or variational auto-encoders [20,
23,24], suggesting that the shape completion task actually has multiple
correct solutions conditioned on a single input. This issue of one-
to-many mapping has also been raised by authors in the context of
anatomical shape reconstruction [25,26] where inter-expert variability
of the resulting shape is also taken into account. However, the argu-
ment that the variability of the output should be enforced at the cost
of precision measured against the original shape is in a conflict with
the current literature on skull reconstruction where the original shape
is considered to be the ground-truth.

1.2. Contributions

In this work, we design a cascaded CNN architecture for the es-
timation of a high-resolution 3D anatomy shape conditioned on the
input defective skull. Although symmetry is used in the proposed
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Fig. 4. Overview of the proposed 3D CNN cascade. The symmetrized low-resolution input XLo is fed into the first model fLo to produce the missing shape estimation Ŷ Lo. Then,
it is concatenated to the high-resolution input XHi and fed into the second model fHi to produce the final high-resolution missing shape Ŷ Hi. Discriminator CNNs d(⋅) and latent
vectors z are only used in the generative model.

method as an additional guiding signal, the method can successfully
reconstruct defects reaching into both sides of the skull as well as
into more complex anatomical regions such as orbitals. To the au-
thors’ best knowledge, this is the first deep learning-based method
of 3D shape reconstruction that reaches a high enough resolution to
be clinically viable for the skull reconstruction task. To address the
issue of multiple possibly correct solutions, we also experiment with a
probabilistic generative version of the proposed model. Finally, in order
to improve the reproducibility of research in the area of automatic
skull reconstruction, we introduce an open dataset of skull shapes with
synthetic defects. The dataset mimics the variability in shape, position
and bone resorption present among real patients and we show that
a CNN model trained on this synthetic dataset also performs well on
challenging real patient cases without any further pre-processing.

2. Materials

For training and validation of the proposed method, we used a
public CQ500 dataset [27] as a source of head CT patient data. A total
of 189 of the scans were rigidly aligned and the skulls were segmented
and saved as 3D binary arrays of 5123 voxels. Finally, 5 different defects
were created on each segmented skull with an emphasis on simulating
the variability in real defective patient skulls. We simulate the defects
by subtracting randomly deformed combinations of spheres followed
by morphologically rounding the defect edges to account for various
genesis and healing processes of real defects. To allow for structured
validation, the defects were categorized into unilateral parietal, unilat-
eral frontal (the orbital area) and bilateral groups. In addition to these
three groups, two more random defects were generated on each skull.
The resulting dataset of 945 defective skulls with ground-truth original
shapes along with further details is publicly available as the SkullBreak
dataset1 and we refer interested readers there for further information
regarding the details of defective skulls generation process.

The synthetic dataset was split into 179 training and 10 testing
skulls, resulting in 895 training and 50 testing defect shapes in total. To
evaluate the ability of our approach to generalize, we also utilized an
internal dataset of 9 real defective patients. For these patients, ground-
truth skull reconstructions made by a clinician experienced in cranial
implant design were available. Several samples from both datasets are
shown in Fig. 2.

3. Methods

We formulate the skull reconstruction task as finding the missing
part of the anatomy represented by binary volume Y = Xℎealtℎy −
Xdefective. Thus, we look for the function f (⋅) with parameters � that
maps the defective skull to an estimated shape Ŷ = f�(Xdefective) from
distribution P (Ŷ |Xdefective) of shapes that correctly complete it.

1 https://www.fit.vut.cz/person/ikodym/skullbreak.

Fig. 5. The overall performance of the discriminative model on different groups of
testing defective skulls. Average surface error [mm] for a simple input (green) and
symmetrized input (blue).

3.1. Reconstruction model architecture

We use a combination of two CNN models with a 3D U-net [28]
backbone to approximate the function f , with parameters � being the
trainable weights of the CNN. The individual models differ from the
original 3D U-net in several ways. Instead of up-convolutions, we use
nearest-neighbor up-sampling followed by regular convolution in the
decoder part of the model, as this has been shown to improve the model
training process and performance in some cases [29]. The number
of down-sampling and up-sampling layers is such that the bottleneck
tensor has spatial dimensions of 43 as shown in Fig. 3. This ensures
that the output neurons of the CNN have a sufficient receptive field to
correctly model the shape of missing anatomy in the case of defects
with a large surface area.

Each of the models operates on a different resolution. The first
model, denoted fLo, takes an input volume down-sampled to 643
voxels and is trained to output an estimate of missing anatomy Ŷ Lo =
fLo(XLo

defective) on an equivalent resolution of 3.2mm per voxel. While
this resolution is too low to model anatomy with enough precision,
it can provide an initial estimate of the missing shape. The second
model, denoted fHi, then takes a 128 × 128 × 128 crop of the
input data at the original high resolution concatenated to an up-
sampled output of the first model. This model is trained to output
the corresponding patch of the final missing anatomy estimate Ŷ Hi =
fHi(Ŷ Lo, XHi

defective), which can be viewed as a super-resolution of the
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Fig. 6. Examples of results of the discriminative model reconstructions for parietal, frontal, bilateral and random defects, respectively. From top to bottom: Surface error maps,
input synthetically broken skulls and reconstructed skull shapes. Note that the majority of the reconstructed surface reaches errors of less than one millimeter in all cases.

initial missing anatomy estimate conditioned on the remaining part of
the skull at full resolution.

During inference, the first model provides enough contextual in-
formation about the overall shape of the defective skull while the
second model can ensure precise contact at the defect border. The final
estimate can be inferred by first computing the coarse estimate Ŷ Lo

and then computing the final estimate Ŷ Hi using the sliding window
approach, substantially reducing the memory footprint.

Symmetrized input. The chosen U-net architecture in the low-resolution
CNN is in fact not well suited for transferring information from one side
of the volume to the opposing side as this transfer can only happen in
the deeper layers of the model where the shape information is already
compressed. However, the ability to preserve the anatomical symmetry
is a critical part of the method. To this end, we concatenated a sagitally
flipped copy of the volume to the low-resolution CNN input. This makes
it easier to propagate the symmetry information using convolutional
kernels and skip connections of the U-net architecture. The effect of
symmetrizing input is demonstrated in Section 4.

3.2. Optimization

We optimize the CNNs using training batches of size 2, which
fully utilize the available GPU. An Adam optimizer is used as it is
currently one of the most widely used optimization algorithms suitable
for most deep learning applications [30]. Although we train both CNNs
with their respective loss functions Lo and Hi, we train the cascade
in an end-to-end manner. The training samples for the first model
(Y Lo, XLo

defective) and the random training crops for the second model
(Y Hi, XHi

defective) are always sampled from the same skull volume.

Discriminative model. We first assume that the skull reconstruction task
has a single correct ground-truth solution given by the original missing
anatomy shape Y . This allows us to use a reconstruction loss similar to
a segmentation task. We chose the soft Dice loss [31] due to its good
performance in dealing with class imbalance. The two losses are defined
as

Lo
Dice = Dice(Y Lo, fLo(XLo

defective)), (1)

Hi
Dice = Dice

(
Y Hi, fHi

(
fLo(XLo

defective), X
Hi
defective

))
, (2)

and we optimize them iteratively for 300 000 training steps. While it
is possible to optimize the whole cascade using only the Hi loss, we
found that using the auxiliary loss Lo is necessary for correct model
behavior.

Fig. 7. The performance of the discriminative model in the context of a reconstructed
surface area. While the variability of the model output errors increases with larger
defects, the results are within an acceptable range even for a majority of the larger
defects.

Generative model. To make the described reconstruction model genera-
tive, we make two modifications well known from GAN literature [32]
to both CNNs. Namely, we add the adversarial loss function Adv in the
form of a discriminator CNN d(⋅), which allows the model to learn the
distribution P (Ŷ |Xdefective), and inject a random latent vector into the
reconstruction CNNs, which allows them to randomly sample from this
distribution. We concatenate the random latent vector with the bottle-
neck tensor of both CNNs as shown in Fig. 4. The discriminator CNNs
have the same architecture as the encoder part of the reconstruction
CNNs with additional dense layers that output the discriminator scores.
We use the improved Wasserstein GAN formulation with gradient
penalty [33] during the training. Given a combination of the defective
skull shape and the missing anatomy shape, the discriminator is trained
to assign a low score d(Y ,Xdefective) to the ground-truth missing shape
and a high score to the reconstructed missing shape d(Ŷ , Xdefective) at
both a low and high resolution, using the low-resolution discriminator
dLo and high-resolution discriminator dHi. To optimize the reconstruc-
tion CNNs in this case, we use a combination of the reconstruction
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Fig. 8. Examples of results of the discriminative model reconstructions for a set of defects with different scales on a single test skull. An area where the model output deviates
from the original shape by more than 2mm can be observed in the last case.

Fig. 9. The overall performance of the generative model on different groups of testing
defective skulls. Average surface error [mm] for reconstruction with random latent
vector (green) and for best-of-five reconstructions (blue).

and adversarial loss, similarly to Wang et al. [24]. The losses of the
reconstruction CNNs in this case are defined as

Lo = Lo
Dice + �Lo

Adv, (3)

Hi = Hi
Dice + �Hi

Adv, (4)

where � is set to 10−2. We again optimize dLo, fLo, dHi and fHi

iteratively for 300 000 training steps. For an overview of our method
and both discriminative and generative models, see Fig. 4.

4. Experimental results

The experiments discussed in this section were run on a system
with 11GB Titan Xp GPU and a quad-core i5 processor with 24GB
RAM. The complete training of the models took approximately 8 days.
After the model is trained, the method is able to fully reconstruct each
skull in under 5 s, which is important for its efficient use in clinical
practice. This is achieved by first inferring the low-resolution model
on the full down-sampled volume and then sequentially inferring the
high-resolution model on positions where the low-resolution model
predicted a defect until the whole estimated defect area is processed.
For visualization, the voxel grid was converted into a polygonal mesh
which was then smoothed using a two-step smoothing algorithm [34].

We measured the precision of each method as the average sym-
metric unsigned distance between the surface voxels of the output
reconstruction and the original anatomy shape which we considered
to be ground-truth. We only measured the error on the outer surface of
the skull because the inner surface is not relevant for cranial implant

Table 1
Average surface error [mm] for individual defect groups.

Method Synthetic defects Real defects

UP UF Bi Total

Statistical shape models [15] 0.47 – – – –

Discriminative + simple input 0.69 0.69 0.78 0.68 –
Discriminative + symmetrized input 0.48 0.60 0.73 0.59 0.80
Generative + symmetrized input (random) 0.63 0.71 0.81 0.68 –
Generative + symmetrized input (best of 5) 0.46 0.62 0.65 0.56 0.69

design in the clinical practice. To get more insight into performance of
our method, we divided the evaluation into four groups. The unilateral-
parietal, unilateral-frontal and bilateral defect groups are described in
Section 2 and the combined group includes all the defects, including
random ones. Table 1 contains the average surface error for all models
tested on each defect group.

We first evaluated the performance of the discriminative model and
the effect of the symmetrized input on the error distribution in the
testing set. The model with a simple input was able to reconstruct
each testing skull successfully. However, we noticed that the errors
in unilateral groups reached similar values as the bilateral group.
This is in conflict with the expectation that while bilateral defects
could allow for some variability in correctly completed shapes, the
unilateral defects should be more directly constrained by the condition
of symmetry and thus yield lower surface reconstruction errors. The
effect of symmetrizing input as described in Section 3 was that the
average measured error of the reconstructed unilateral defects dropped
from 0.69mm to 0.48mm for parietal and from 0.69mm to 0.60mm
for frontal defects. As expected, the bilateral defects group was less
affected by the symmetrized input, although the error still slightly
decreased since some bilateral defects are in fact partly constrained
by the symmetry. The overall performance of the discriminative model
for both simple and symmetrized input is shown in Fig. 5. The overall
average surface error of the discriminative model with a symmetrized
input for the whole testing set was 0.59 ± 0.21mm. Several examples of
the discriminative model reconstructions are shown in Fig. 6.

In order to explore the relation between the discriminative model
performance and the area of the reconstructed defects, we created an
extra set of nine cranial defects in each of the ten designated test skulls.
The defects were created by subtracting the same shape with different
scales from each skull (see Fig. 8 for their illustration). The surface area
of the resulting skull defects ranged from 10 to 140 cm2. The resulting
surface errors of the discriminative model outputs are shown in Fig. 7
in the form of a scatter plot. While there is an apparent correlation
between the measured surface error and the reconstructed surface area,
the average surface error was under 0.7mm for all defects up to an area
of 100 cm2. For even larger defects, the average surface error exceeded
1mm in several cases. However, for majority of the cases, the surface
errors of the results were still well under this value.
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Fig. 10. The input defective skull (first row, left) and original skull shape (second row, left) and examples of output reconstructions resulting from linear interpolation in the
latent space superimposed onto the input defective skull. Surface distance from the original shape can be seen decreasing in the middle part of the defect, however, it increases
in areas near the defect border where errors are unacceptable for aesthetic reasons.

Fig. 11. Example outputs of the discriminative model for real patient data. Although some reconstruction faults can be seen in the last two cases, suggesting that real training
data of target population should be added to the model in the future, the reconstruction is usually correct. The surface distance to the original shape is well below one millimeter
on average.

Next, we evaluated the performance of the generative model with

symmetrized input volumes and random input latent vectors z. The
overall average surface error was 0.68 ± 0.28mm. For each defect

group, the error of the generative model was higher than that of the

discriminative model. However, it should be noted that since now we

consider multiple correct reconstructions for a single skull defect, the

error measured against the ground-truth shape might not be a good

indicator of the method’s performance. The generative model allows us

to sample multiple different outputs for a single input defective skull by

changing the input latent vectors. Therefore, we also experimented with

generating multiple reconstructions and measuring the best achieved

result. The overall average surface error when measuring the best-of-

five sampled reconstructions for each testing skull was 0.56 ± 0.21mm.
The results for individual defect groups, as seen in Fig. 9, were similar

to the discriminative model in this case. However, a reduction of the

error can be noticed in the bilateral group, with the error reduced from

0.73mm to 0.65mm when compared to the discriminative model. This

might once again be explained by the fact that due to weaker symmetry

constraints in this group, the variability of acceptable reconstructions is

greater. Therefore, generating subsequent different samples constrained

on the same input increases the probability of generating at least one

sample close to the original ground-truth shape.
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To further illustrate the behavior of the generative model, we
also conducted an experiment with latent space interpolation for one
bilateral defect. We set both latent vectors for low-resolution zLo and
high-resolution zHi to only contain constant values c∕10 and we gen-
erated samples for c = 1, 2…9. Our experiments showed that the
generative model responds to these changes in total latent vector
energy the most and we leave investigation into the limits of achievable
anatomical variability in the output for future work. The resulting
reconstructions of the generative model along with the ground-truth
original shape are shown in Fig. 10. We also reported the measured
surface errors against the ground-truth shape for each sample. It can
be seen that the model is able to sample from the learned manifold of
solutions, allowing for manipulating the reconstructed shape while still
keeping a seamless connection to the original bone.

Finally, in order to evaluate the ability of our approach to general-
ize, we also tested the performance of the models trained exclusively
on our synthetic dataset on an internal dataset of real defective patients
without any fine-tuning of the model. Both models reconstructed the
real defects mostly successfully. However, there was an expected in-
crease in the surface error in both the discriminative model output and
the best-of-five generative model output. In some cases, there were also
visible faults such as slight depressions or even holes as seen in Fig. 11.

This could be partly attributed to the fact that the real testing pa-
tients come from a different geographic location, in which the anatom-
ical variability of the skull is different [35]. Specifically, the differences
in average shapes of the two datasets aligned using the same alignment
method are illustrated in Fig. 13. The fact that these basic shape
characteristics are learned by the low-resolution reconstruction model
may lead to wrong estimation of the cranial volume in frontal part of
the skull and even holes in parts which extend significantly beyond
the anatomical variability observed in the training dataset. Overall,
the outcome of this experiment is encouraging, although real defective
patient scans from the target population should be added to the training
process before evaluating the method performance in a real clinical
setting.

5. Discussion

For deployment of reconstruction methods into the clinical work-
flow, several conditions must be met. First, symmetry of the skull
should be preserved as well as possible, including in cases where the
patient’s skull itself is partly asymmetric and where the defect reaches
partly into both sides of the skull. Second, the automatic reconstruction
should fit very precisely to the defect borders. Although the models pre-
sented in this work will occasionally produce slightly asymmetric result
or fail to avoid some depressions around the defect border, our results
show that the proposed method can achieve an overall satisfactory
performance in this regard, as illustrated by example reconstructions
in Figs. 6 and 11. The measured average surface errors shown in
Figs. 5 and 7 also show how the performance is affected by different
shapes and sizes of the defects, including bilateral defects, orbital
area reconstructions and defects with surface area of over 100 cm2.
The implications of these results for the future implementation of the
method into clinical practice should now be assessed by clinicians with
experience in this area.

In the context of the current state of the art in the area of skull
reconstruction, our approach differs from conventional mirroring-based
and interpolation-based methods by its ability to reconstruct an arbi-
trary part of the skull present in the described dataset without requiring
any parameter adjusting. Its ability to generalize to unseen skulls is,
however, fully dependent on the variability of the training dataset used
for model optimization. Fig. 12 demonstrates how using the model on a
population where shapes of the skulls come from different distribution
causes occasional faults and a slight increase in the average surface
error of the reconstructions. Nevertheless, this issue will be mitigated

Fig. 12. Comparison of performance of the models’ average surface error [mm] for
reconstruction of synthetic defects and real defects. Results shown for discriminative
model (green) and for best-of-five outputs of generative model (blue).

by introducing cases from the target population into the dataset and
retraining the reconstruction model in the near future.

Methods based on statistical shape models also possess this de-
pendency on training dataset variability and the potential ability to
model any part of the skull. This makes them very similar to the
approach proposed in this work in terms of possible target use cases.
Fuessinger et al.[15] achieved an average surface error of 0.47mm
when reconstructing unilateral spherical defects of the cranial area
with a radius of 5 cm. This could be compared to the performance of
our discriminative and generative models reaching 0.48 and 0.46mm
average surface error, respectively, on the unilateral parietal defect
group. In contrast, our method does not require any manual cleaning
of the defect border as the seamless fit of the reconstructed part to the
rest of the skull is handled by the CNN model. It would be interesting to
see the performance of the statistical shape model on more challenging
parts of the introduced dataset such as defects of the orbital area and
larger bilateral defects.

A more general comparison is currently limited by the lack of
standardized datasets and methodology to evaluate the anatomical
reconstruction methods. Especially in the case of bilateral defects in
which symmetry cannot be used to uniquely define the correct output,
we argue that although the absolute distance from the ground-truth
shape might give an adequate estimate of how well a method performs,
it should not be used as the single criterion of correct reconstruction.
In addition to variability in cranium shape, modeling structures such
as skull protuberances, sutures, or uneven surface is unnecessary for
means of PSI design. Therefore, the most relevant metric to measure
the reconstruction method performance would be the amount of time
required by the operating expert to design clinically acceptable PSI
from the initial reconstruction. However, this is infeasible without the
method being deployed into clinical practice.

Since the discriminative model outputs reach lower average surface
error than the randomly sampled outputs of the generative model, it
can be concluded that it is more suitable for a completely automatic
setting. However, the generative model could alternatively be used
in a semi-automatic setting. In case the initial reconstruction is not
satisfactory for further processing, several subsequent samples from the
generative model could be offered to the expert to increase the chance
of avoiding falling back to a less efficient conventional workflow.

Finally, the reconstruction method is not limited to skull recon-
struction task or anatomical reconstruction in general. The method can
potentially be applied to any shape completion task where both global
contextual information as well as fine structural details need to be taken
into account during the data volume reconstruction.
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Fig. 13. Superimposed frontal (left) and axial (right) projections of the segmented skulls. The 10 testing cases of the synthetic dataset rendered in blue and the 7 testing cases of
the internal dataset in red. A difference in several shape characteristics of the skulls can be observed.

6. Conclusions

This work presented a multi-scale cascaded CNN architecture for
general shape completion applied to the reconstruction of missing
skull anatomy in a fully automatic manner. We also showed that
symmetrized input can increase the performance in this task and that
both discriminative and generative models can be used successfully.
The proposed method reaches enough precision and robustness to be
considered in clinical practice. Validation was done on a synthetic
dataset which closely mimics real patient cases and this dataset was
made public.

The model trained exclusively on synthetic data also performs well
on real defective patient cases, but adding samples from the real target
population to the training should be considered in order to improve the
results. Further testing with more patient data in clinical setting is now
required to fully confirm its efficacy and identify any limitations.

Currently, the method is constrained to the cranial and orbital area.
We plan to extend the method and the dataset to include maxilla
and zygomatic bones as well in the future. Adapting the method for
alternative data representations, such as point clouds or graphs, could
also be explored as a way to improve processing speed and precision.
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Abstract. Designing a patient-specific cranial implant usually requires
reconstructing the defective part of the skull using computer-aided design
software, which is a tedious and time-demanding task. This lead to some
recent advances in the field of automatic skull reconstruction with use
of methods based on shape analysis or deep learning. The AutoImplant
Challenge aims at providing a public platform for benchmarking skull
reconstruction methods. The BUT submission to this challenge is based
on skull alignment using landmark detection followed by a cascade of
low-resolution and high-resolution reconstruction convolutional neural
network. We demonstrate that the proposed method successfully recon-
structs every skull in the standard test dataset and outperforms the
baseline method in both overlap and distance metrics, achieving 0.920
DSC and 4.137 mm HD.

Keywords: Skull reconstruction · Shape completion · Cascaded
convolutional networks

1 Introduction

Craniectomy is a procedure during which a specific part of the skull is resected
and eventually replaced with a cranial implant. When designing the implant,
the correct skull shape reconstruction is critical for satisfactory patient outcome.
The shape of the implant should make it possible to restore the protective and
aesthetic function of the skull and also fit very precisely along the border [7,8].
A successfully reconstructed skull should be mostly indistinguishable from a
healthy skull. The original skull shape before the resection is therefore often
used as the golden standard of the target reconstructed shape [9].

In case of unilateral defects, techniques based on mirroring the healthy part
of the skull to the defect area are often used in combination with a Computer-
Aided Design software (CAD) [2]. However, the assumption of perfectly symmet-
ric skull does not hold in most cases and manual corrections are often required.
To address these issues, recent methods aim to be completely or mostly auto-
matic and to be able to reconstruct an arbitrary part of the skull, including

c© Springer Nature Switzerland AG 2020
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bilateral defects. One group of such methods is based on statistical shape mod-
els. In combination with geometric morphometrics, both unilateral and bilateral
defects can be reconstructed with high precision [4,5]. Another group of meth-
ods that has been gaining considerable momentum in recent months is based on
deep learning approaches. These methods usually make use of some form of volu-
metric convolutional neural networks (CNN) with an auto-encoder architecture,
although output resolution may often be limited [10–12].

This paper presents a BUT submission to the MICCAI 2020 AutoImplant
Challenge [9]. The proposed method is an adaptation of the cascaded recon-
struction CNN architecture that has been recently applied to the SkullBreak
dataset [6]. Furthermore, the method is extended by an automatic landmark-
based registration and a detail-preserving morphological post-processing step.
In our experiments, we show how different components of the method affect the
reconstruction accuracy on a validation dataset of defective skulls. Finally, we
report the results on the full testing dataset of the AutoImplant Challenge.

2 Proposed Method

The proposed method consists of several steps as illustrated in Fig. 1. The land-
mark detection step and the skull reconstruction step are handled by a 3D CNN
model.

(a) (b) (c)

(f)(e)(d)

Fig. 1. Overview of the proposed method. In the input skull volume (a) 4 landmarks
are detected (b). The skull is transformed (c) so that the detected landmarks (red) are
registered to the reference landmarks (green). Then, the skull is reconstructed by esti-
mating the missing shape (d). Finally, the result is post-processed (e) and transformed
back into the original skull coordinates (f). (Color figure online)
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2.1 Skull Alignment

The defects in the AutoImplant dataset are generated on a static position inside
the data volumes and the variability in their shapes and positions comes from
the variability of positions of the skulls. When reconstructing the shapes with
a volumetric CNN model, this introduces some difficulties. The reconstruction
model needs to implicitly learn rotational and translational invariance and it
also makes it cumbersome to exploit the symmetric properties of the skulls. To
address this, we use scale and rigid transformations to normalize the scale and
the position of the skulls.

Unlike the parameters of the scale transform that are known from the CT
acquisition process, the parameters of the rigid transformation need to be
inferred from the data. We use the positions of four anatomical landmarks,
namely the left and right auditory meatus and left and right supraorbital notch
(see Fig. 1b), to compute the transform. This allows us to avoid possible compli-
cations of using conventional registration methods, such as issues with substan-
tial differences in initial positions of the data volumes and different anatomical
regions present in the data.

We trained a simple 3D CNN model for landmark detection with a U-net
architecture using the heatmap regression approach [13]. The detection model
is illustrated in Fig. 2(left) and its training is further described in Sect. 3. After
detecting the landmarks, we find the rigid transform that moves these landmarks
onto reference landmarks placed on the xy plane using singular value decompo-
sition [1]. Even if one landmark is not detected either because of the detection
model failure or because of a skull defect, such missing detection can usually be
identified [3] and the missing landmark position can be computed from the other
three landmarks.

2.2 Skull Reconstruction

The skull reconstruction model takes the aligned binary defective skull data as
an input and produces the missing part of the skull as an output. The model
consists of two 3D CNNs with modified U-net architecture that are trained using
the soft Dice loss. Both networks have additional max-pooling and up-sampling
steps as compared to U-net to increase the field of view of the output neurons
and only one convolutional layer at each resolution as shown in Fig. 2(right).

The first network takes a full data volume at a reduced resolution as an
input and produces an estimate of the missing shape with the corresponding
resolution. A laterally flipped copy of the volume is also concatenated to the
input of this network to facilitate easier propagation of information from one
side of the skull to the other [6]. The second network takes a single patch of
the original resolution input concatenated to the up-sampled patch of the low-
resolution estimate at the corresponding position and produces the final missing
shape estimate in this patch. Both networks are trained using their respective
resolution ground-truth. Each training step comprises of two updates. First, the
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low-resolution network weights are updated using the low-resolution ground-
truth. Next, both low- and high-resolution networks weights are updated using
the high-resolution ground-truth. The patches are chosen randomly during the
training. Evaluating the second network using a window sliding over all the
positions in the low-resolution estimate produces the full missing shape at the
original resolution.

Fig. 2. Architectures of the 3D CNN models used for landmark detection (left) and
shape reconstruction (right).

The architecture of both of the reconstruction networks is shown in
Fig. 2(right) and the training details can be found in Sect. 3. The reconstruction
model is described in further detail by Kodym et al. [6].

2.3 Shape Post-Processing

The reconstruction model will occasionally produce outputs that contain noise,
such as disjoint objects or protuberances covering the healthy part of the skull
as shown in Fig. 3(left). We make an assumption that the missing shapes should
only consist of a single compact object. First, to isolate only the main missing
shape, we use connected component analysis and discard all objects except the
largest one. Second, we use morphological opening operation to remove any shape
protuberances with less than desired minimum shape thickness.

However, the opening operation also tends to produce overly smooth shapes
along the defect edges where it is desirable to keep the fine details produced by
the reconstruction model. To address this, we keep both the original and mor-
phologically open shapes. We then apply an additional morphological dilation to
the open shape, producing a mask that is slightly bigger than the original shape
but does not include the protuberances. Masking the original shape with such
a mask results in a shape with the original fine details but without the larger
protuberances as shown in Fig. 3(right).
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Fig. 3. Example of the detail-preserving morphological post-processing of the estimated
missing shape. Note that the undesired protuberance is removed while the fine details
are preserved along the object border.

3 Experiments

In this section, we describe the experiments and show the effect of individual
method components on the reconstruction outputs. All the experiments were
run on a system with Titan Xp GPU with 12 GB GRAM.

3.1 Landmark Detection

We manually annotated the four landmarks in all 100 training skull volumes. We
trained the landmark detection CNN model on 90 samples, leaving 10 skulls for
validation. The model was trained for 100 000 iterations using Adam optimizer
with training step 10−4 and the dataset was strongly augmented using random
rotations to ascertain that the model is able to detect the landmarks in cases of
arbitrary patient positions inside the scanner.

The results of the landmark detection on the 10 validation cases can be
seen in Fig. 4(left). The auditory meatus landmarks were detected with error
of 1.22 ± 0.70 mm while the supraorbital notch landmarks achieved a slightly
higher error of 1.84 ± 1.03 mm. An important observation is that the trained
model also succeeded in detection of all four landmarks in all the 110 testing
cases as well, and every skull could be aligned fully automatically without any
manual intervention at test time.

3.2 Missing Shape Inference

Similarly to the landmark detection model, the reconstruction networks were also
trained on 90 training samples. For the ablation experiments in this work, both
low- and high-resolution networks were trained on batches of 4 samples using
Adam optimizer with training step 10−4 for 50 000 iterations using resolution
of 3.2 mm per voxel and 0.4 mm per voxel, respectively. All data volumes were
padded to dimensions 512 × 512 × 512 which means that the corresponding low-
resolution samples had dimensions 64 × 64 × 64. Random lateral flips were used
to augment the dataset.

We trained three different reconstruction models. The basic cascade model

is trained on the original provided challenge data. The mirrored input channel
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is not used in the low-resolution network of this model as the sagittal plane is
not known. The aligned model is trained on the data that have been previously
aligned using the detected landmark positions. This also allows us to use the
mirrored channel in this model. The aligned and augmented model is also trained
on additional defective skulls that have been created from the training complete
skulls. Five defects were created on each skull using random shapes similarly
to the SkullBreak dataset, resulting in additional 450 training cases. We also
created 10 additional validation cases using the same process.

The results of the reconstruction model on the validation cases are shown
in Fig. 4(right). The basic cascade model had the worst performance on the
validation cases, achieving average Dice score of 0.835. Simply aligning the data
and adding the mirrored input to the low-resolution network in the aligned model
had a substantial effect on the model performance, reaching 0.895 Dice score and
showing the benefit of reducing the degrees of freedom of the defects during the
reconstruction. However, both models overfit strongly to the training dataset
with specific shape and position of the defects and were unable to generalize
to the additional augmented validation cases where the distribution of defect
shapes and positions is different. The aligned and augmented model trained on
the additional defective cases, on the other hand, was able to both reconstruct
the additional validation cases and increase the original data accuracy to Dice
score 0.903.

Fig. 4. Accuracy of the landmark detection (left) and the reconstruction models (right)
on the validation cases.

4 Results

We aligned both subsets of the final 110 test cases of the AutoImplant challenge
using the landmark detection model. For reconstruction, we used the aligned and
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Table 1. The results of the proposed method on the AutoImplant Challenge test
dataset in terms of Dice score and Hausdorff distance.

Test case (100) Test case (10) Overall (110)

Mean DSC 0.920 0.910 0.919

Mean HD 4.137 4.707 4.189

Fig. 5. Examples of the reconstruction results. From top row to bottom: The standard
test set, the additional test set and the augmented validation set. Reconstruction failure
could be observed in the last case of the additional test set in red color. (Color figure
online)

augmented model that had been trained for 120 000 iterations. We also increased
the first reconstruction network resolution to 1.6 mm per voxel, resulting in low-
resolution volumes of dimensions 128 × 128 × 128 voxels in the final evaluated
model. To discard the occasional artifacts, we used the post-processing method
described in Sect. 2.3. Both standard and additional subsets of the test dataset
were reconstructed completely automatically without any manual interactions.
The landmark detection model, the aligned training dataset and the augmented
training dataset are publicly available1.

The results of the proposed method on the challenge test dataset in terms of
Dice coefficient and Hausdorff distance are shown in Table 1. Several qualitative
examples of the reconstruction output on the standard subset, the additional
subset and also the augmented validation dataset are shown in Fig. 5 where one
case of reconstruction failure on the additional test set can also be observed.

1 https://github.com/OldaKodym/BUT autoimplant public.
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5 Conclusion

Our experiments showed that the skull alignment and data augmentation tech-
niques we used increase the accuracy of the skull reconstruction. These are gen-
eral concepts that could be applied to any other reconstruction model. Although
we only encountered one failure case in our experiments, it hints at the fact that
more defect shape augmentations should be used to increase robustness of the
reconstruction model. It is currently unknown whether the achieved accuracy
in terms of Dice coefficient and Hausdorff distance could warrant clinical appli-
cability of the method. However, visual inspection of the reconstructed defects
shows no visible artifacts in most cases.

While the reconstruction method reaches good accuracy, the final shape will
usually have to be further edited by an experienced clinician in medical prac-
tice. Therefore, it would be beneficial to explore ways to include interactivity in
the implant design method, possibly drawing inspiration from interactive con-
volutional networks that have been successfully applied to segmentation tasks.
Another interesting research direction is leveraging different data representations
such point clouds or level sets.
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ABSTRACT

The reconstruction of a patient-specific 3D anatomy is the crucial step in the computer-aided preoperative
planning based on plain X-ray images. In this paper, we propose a robust and fast reconstruction methods
based on fitting the statistical shape and intensity model of a femoral bone onto a pair of calibrated X-ray
images. We formulate the registration as a non-linear least squares problem, allowing for the involvement of
Levenberg-Marquardt optimisation. The proposed methods have been tested on a set of 96 virtual X-ray im-
ages. The reconstruction accuracy was evaluated using the symmetric Hausdorff distance between reconstructed
and ground-truth bones. The accuracy of the intensity-based method reached 1.18 ± 1.57 mm on average, the
registration took 8.76 seconds on average.

Keywords: Preoperative planning, image registration, 2D/3D reconstruction, statistical shape and intensity
model, Levenberg-Marquardt optimisation, GPU acceleration.

1. INTRODUCTION

In the field of the orthopaedic traumatology, surgical intervention is often preceded by a preoperative planning.
The common aim of the preoperative planning is to get acquainted with the bone fracture and to at least roughly
plan repositioning of the bone fragments. If the reposition is done virtually using 3D planning software, precise
identification of the best shaped patient-specific bone plate is possible as well. Typically, the treatment of a
traumatized bone requires Radiography (X-ray) and, in the difficult cases, the Computed Tomography (CT)
examination is needed as well. The virtual planning is typically based on 3D models of bones or their fragments
usually extracted from CT data sets captured with high level of detail. However, in comparison to the plain X-ray
imaging, in case of CT, the patient is exposed to higher radiation doses during the CT examination.1 In addition,
the CT imaging is more time consuming and more expensive. Therefore, preoperative planning based on plain
X-ray images has been brought into focus in recent years. For the purposes of the planning, it is important
to reconstruct the 3D patient-specific anatomy. The reconstruction is usually achieved by a deformable 2D/3D
registration of the shape prior into the set of co-registered X-ray images.

To satisfy requirements of the involvement in clinical planning software, the 2D/3D reconstruction method
must be robust and fast enough for the use in urgent cases. As the registration is an iterative process, its per-
formance depends mainly on the rate of convergence of the involved optimisation method. Another important
performance factor is the level of parallelization of the time demanding parts of the registration pipeline. We
propose three considerable fast methods. The first proposed intensity-based method is capable of recovering
the surface and even internal structures of the reconstructed bone, bringing more benefits to the pre-operative
planning. The next two proposed Black & White methods focus only on the surface reconstruction, but out-
perform the intensity-based method in speed or accuracy, depending on the global or local formulation of the
registration. It is assumed that the bone background is segmented out from the original X-ray images by the
user in a semiautomatic manner.

Send correspondence to Ondrej Klima or Michal Spanel.
Ondrej Klima: E-mail: iklima@fit.vutbr.cz, Telephone: +420 54114-1402
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The main contribution of the paper is the formulation of the registration in such a manner that it can be solved
using the Levenberg-Marquardt optimisation algorithm,2 which is a well established numerical method with a
high rate of convergence and its involvement leads to a significant speed-up of the registration. For orientative
comparison, Ehlke’s intensity-based method3 takes 1:41 minutes on average for one pelvic bone reconstruction,
while our intensity-based method requires only 8.8 seconds on average to reconstruct a femoral bone. The
second contribution is the formulation of the local similarity evaluation, leading to highly accurate deformable
registration. The last contribution is the acceleration of certain parts of the registration pipeline using the
graphics hardware.

The rest of the paper is organized as follows. There is a brief summary of the related literature with a
particular focus on the intensity-based reconstruction methods in Section 2. The novel Levenberg-Marquardt
based methods are proposed in Section 3 and their evaluation is reported in Section 4. Section 5 concludes the
paper.

2. RELATED WORK

Two major categories of previously published 2D/3D reconstruction approaches can be distinguished. The first
category comprises of methods based on features, usually edges or bone silhouettes extracted from the original
X-ray images, and from the statistical shape models (SSM). The second category is formed by intensity-based
methods, which work directly with pixels contained in the original X-ray images, and pixels rendered from the
statistical appearance model. The categories differ in the anatomy features they are able to reconstruct, involved
shape prior and their performance. The feature-based methods usually use a polygonal mesh SSM which makes
them eligible only for the reconstruction of the bone shape, while the intensity-based methods involve a statistical
appearance model and therefore, beyond the bone shape, they are commonly capable of reconstructing the bone
densities and consequently the anatomy features such as compact and spongy bone. On the other hand, it
requires considerably less effort to construct a plain shape model in comparison with training an appearance
model. In addition, there are more stringent requirements for the training data of the appearance model, as CT
data sets must be captured with the same X-ray energy. Also, the extraction of shape model features is more
straightforward and efficient than the extraction of the bone densities from the appearance model. Methods from
both categories require close manual initialization.

Yao proposed an intensity-based method for the reconstruction of pelvic and femoral bones. The major
contribution of his work was the proposal of novel shape and appearance prior named statistical shape and
intensity model (SSIM).4 The SSIM model is based on a volumetric mesh and describes bone densities using
analytical functions which allow efficient manipulation with the bone geometry in comparison with the voxel-
based appearance models. Yao’s work was continued by Sadowsky,5 who focused on effective rendering of virtual
X-ray images, also referred to as digitally reconstructed radiographs (DRRs). Sadowsky derived his rendering
approach from the Projected Tetrahedra (PT)6 algorithm, replaced the numerical evaluation of integrals of the
rays intersecting the SSIM by the closed formula solution and involved the GPU acceleration of the proposed
method. He further extended his approach7 and exploited it for the reconstruction of the pelvic bone from
X-ray images with limited field of view.8 The rendering approach was partially adopted by Ehlke,3 who focused
on the full OpenGL acceleration of the DRR generation from the Yao’s SSIM. Ehlke reused the closed formula
solution for the ray integrals computation, but proposed novel approach for the tetrahedron thickness calculation
instead of PT based method. He used the method for the single view registration of the pelvic bone. Gong
involved the SSIM based deformable registration for the simultaneous fractured distal radius reduction and
2D/3D reconstruction.9 Intensity-based reconstruction approaches using special appearance models were also
investigated. Lamecker investigated the usability of the thickness images instead of DRRs for the intensity-based
reconstruction of a pelvis.10 Hurvitz constructed a statistical appearance model capturing whole CT data sets
instead of modeling only the bone of interest.11 The registration took advantage from authentically looking
DRRs containing the anatomy of interest including the surrounding soft tissues and bone joints. Tang proposed
a method based on a special shape model comprising of not intersecting spheres.12

Beyond the methods listed above, feature-based approaches focused on a femoral bone reconstruction were
proposed by Zheng13 and Baka.14 Zheng presented a reconstruction of the proximal femur using a method
based on 3D similarity metric and establishment of correspondences between the 2D bone silhouettes and the
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Figure 1. General scheme of the deformable 2D-3D registration process.

3D shape model. He assumed that the bone silhouettes are extracted from the original X-ray images by the user
in a semiautomatic manner. Baka proposed a method combining the 3D similarity metric with the automatic
extraction and selection of the relevant bone silhouettes from the X-ray images.

Yao also investigated factors affecting the deformable registration accuracy.15 He found out that the best
accuracy with respect to the running time is achieved when using two X-ray images. The experiments we
performed revealed that the reconstruction error is minimal when the X-ray images are orthogonal. On the
contrary, the view angles between the X-ray planes and the captured bone have no significant effect on the
reconstruction accuracy. As expected, the reconstruction error is highly correlated with the X-ray images noise
level, distortion and co-registration error.

The 2D/3D registration methods generally involve numerical optimisation. Most methods exploit various
modifications of the gradient-descent algorithm.3,16 Downhill Simplex optimiser was used by Sadowsky. Gong
employed the Covariance Matrix Adaptation Evolution Strategy (CMA-ES).17

For the proposed intensity-based method, we have adopted Yao’s SSIM appearance model4 and partially
Ehlke’s accelerated reconstruction approach.3 We replaced the gradient-descent based optimisation by the
Levenberg-Marquardt method. The improved method significantly outperforms the Ehlke’s original approach
in the registration speed. To the best of our knowledge, no Levenberg-Marquardt algorithm based registration
method has been proposed so far.

3. METHOD

The pipeline for the 2D/3D registration of the SSIM into the set of calibrated X-ray images is built as numerical
optimisation. In each iteration, DRRs are rendered from the shape and intensity model. Differences between the
original X-ray images and the corresponding DRRs are evaluated using an image similarity measure. The initial
pose and shape parameters of the shape model are then adjusted to minimize the dissimilarities between original
and rendered images. The patient-spefic bone model is reconstructed when the similarity between the DRR and
X-ray images is maximal. The registration scheme is depicted in Figure 1. Accordingly to Yao’s investigation
of the accuracy factors, we reconstruct the 3D bone model from two orthogonal radiographs, usually taken from
the anterior-posterior (AP) and lateral (LAT) view.

3.1 Statistical Shape and Intensity Model (SSIM)
We have largely adopted the Yao’s SSIM appearance model which describes the shape variability of femur using
a point distribution model (PDM)18 and a reference tetrahedral mesh of the femoral bone. PDM is trained
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Figure 2. A cross-section of a tetrahedral model of the proximal femur (left). Digitally reconstructed radiographs rendered
from instances of the shape and intensity model. The value of the first principal components of the left and right bone
corresponds to 2σ and −2σ respectively (middle). Binary masks rendered from the same instances of the PDM (right).

from tetrahedral meshes extracted from 22 CT data sets obtained from Virtual Skeleton Database (VSD).19 The
meshes have been brought into correspondence using the Elastix software20 and aligned using the generalized
Procrustes analysis (GPA) with the omitted re-scaling step. The linear model of the following form has been
obtained by applying the Probabilistic Principal Component Analysis (PPCA):21

S = φsb + S + ǫs (1)

where S is the volumetric bone model generated according to the given shape parameters b, S is the mean
bone shape, φs is the matrix of principal components and ǫs is a zero-mean Gaussian-distributed noise. The
count nb of the shape parameters, strictly lesser than the number of bones in the training set, can be chosen
arbitrarily. In contrast to Yao, we have created the femoral volumetric mesh following the Si’s Delaunay-based
tetrahedralization.22 The constructed tetrahedral model, illustrated in Figure 2 left, contains 104 thousand of
tetrahedra and 26 thousand of vertices. According to Yao, the bone density is described in each tetrahedron
independently using Bernstein polynomials:

D(µ) =
∑

∀i,j,k,l∈Z∧i+j+k+l=n

Ci,j,k,lB
n
i,j,k,l(µ) (2)

where D(µ) is a bone density in a certain point inside the tetrahedron, µ is a barycentric coordinate of that point,
n is a degree of the Bernstein polynomial, Ci,j,k,l are the polynomial coefficients and Bn

i,j,k,l is the Bernstein
basis function:

Bn
i,j,k,l(µ) =

n!

i!j!k!l!
µi
xµ

j
yµ

k
zµ

l
w (3)

We have involved polynomials of the 2nd degree resulting in requirement of 10 coefficients per tetrahedron. The
coefficients have been obtained by solving an over-constrained system of linear equations as shown in Ref. 4. The
generative model describing bone densities has been created using PPCA:

C = φde + C + ǫd (4)

where C is a vector containing Ci,j,k,l coefficients for each tetrahedron in the bone model, generated w.r. to the
density parameters e, C is a vector of mean coefficients, φd is a matrix of principal components and ǫd is noise.

3.2 Digitally Reconstructed Radiographs
The rendering of virtual X-ray images is performed by a projection of the SSIM appearance model following
the Ehlke’s GPU accelerated approach. The X-ray beam passing through a bone is exponentially attenuated
according to the Beer-Lambert law:

Iout = Iine
−

∫ wout
win

α(w)dw (5)
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where Iin is the intensity of the beam entering the bone at the Cartesian coordinates win, Iout is the output
intensity of the attenuated beam at the point wout and α(w) is linear attenuation coeffiecient of a tissue. The
overall attenuation encountered by the beam passing the single tetrahedron is determined by the closed-form
expression: ∫ wout

win

D(µ)dµ = ‖wout − win‖
n∑

∀i,j,k,l∈Z∧i+j+k+l=n

Ci,j,k,l

∫ µout

µin

Bn
i,j,k,l(µ)dµ (6)

where µin and µout are the barycentric coordinates of the ray entrance and exit respectively. Because the limits
of the definite integrals of the Bernstein basis functions are in barycentric coordinates, the overall sum has to be
multiplied by the actual distance between the win and wout points. The definite integral of the Bernstein basis
function has the following closed-form solution according to Sadowsky:5

∫ µout

µin

Bn
i,j,k,l(µ)dµ =

1

n + 1

∑

i′≤i,j′≤j,k′≤k,l′≤l

Bi′+j′+k′+l′

i′,j′,k′,l′ (µin)Bi−i′+j−j′+k−k′+l−l′

i−i′,j−j′,k−k′,l−l′ (µout) (7)

For more details we refer to Ref. 5. The computation of the overall attenuation is performed using OpenGL
fragment shaders as proposed by Ehlke.3 Sample virtual X-ray images rendered from the different parts and
instances of the constructed SSIM model are depicted in Figure 2 middle.

3.3 Intensity-based Registration
The intensity-based registration is performed by minimizing differences between the original radiographs and the
DRRs rendered from SSIM. As the CT imaging is performed with higher X-ray energy than the plain radiography,
the X-ray and DRR images may differ in contrast of corresponding tissues. Therefore, we involve the Normalized
Mutual Information (NMI) similarity measure,23 commonly used in inter-modal registration.

We set the similarity vector F to be:

F (β) =
(
NMIAP (β), NMILAT (β)

)
(8)

where β = (R, T, b) concatenates the rotation, translation and shape parameters of SSIM respectively. NMIAP

and NMILAT describe the similarity between the radiographs and corresponding DRRs rendered with respect to
the β parameters. If the radiographs and DRRs are exactly the same images, then F (β) = Fmax =

(
2, 2

)
. The

optimisation recovers the ideal parameter vector β in non-linear least squares manner:

argmin
β

=
(
Fmax − F (β)

)(
Fmax − F (β)

)T (9)

The least squares problem is solved using the Levenberg-Marquardt algorithm. The Levenberg-Marquardt
method performs local optimisation and therefore the close initial estimate of the SSIM pose has to be pro-
vided by the user. In each iteration, the change δ of the parameter vector β is obtained by solving the equation:

(
JT
F JF + λdiag(JT

F JF )
)
δ = JT

F

(
Fmax − F (β)

)T (10)

where λ is a damping factor and JF is the Jacobian matrix containing partial derivatives of the similarity
measures with respect to the rotation, translation and shape parameters:

JF =
∂F

∂β
=




∂NMIAP

∂[rx, ry, rz]

∂NMIAP

∂[tx, ty, tz]

∂NMIAP

∂[b1, b2, . . . , bnb
]

∂NMILAT

∂[rx, ry, rz]

∂NMILAT

∂[tx, ty, tz]

∂NMILAT

∂[b1, b2, . . . , bnb
]


 (11)

As it is not possible to evaluate the JF matrix using a closed-form solution, the finite differences approximation
is used:

∂fp
∂βq

≈ fp(βq + ǫ) − fp(βq − ǫ)

2ǫ
(12)
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where p, q denotes the JF matrix row and column respectively. For the pose parameters, we set the ǫr = ǫt = 1.
For the shape parameters b the best value of ǫb is investigated in Section 4.1. In case of pose parameters, the
ǫr, ǫt are in units of [°] and [mm] respectively. For the shape parameters bv, the ǫbv are in units of standard
deviations σk of the v-th principal component of the SSIM. Determining of the approximated JF matrix of size
2 × count(β) requires rendering of 2 ∗ 2 ∗ count(β) DRRs and consequently evaluation of the same number of
NMI similarity measures. Therefore, the evaluation of the JF matrix is the most time consuming part of the
optimisation. The optimisation stops when the JF is a zero matrix.

3.4 Black & White Registration (BW)
In contrast to the intensity-based registration, the Black & White pixel-based reconstruction involves a plain
PDM model instead of the SSIM. In case of PDM, the DRR images are replaced by binary masks, as shown in
Figure 2 right. The binary masks must be extracted from the original radiographs as well. The BW registration
can be formulated in two ways, depending on involvement of the explicit image similarity measure.

3.4.1 Sum of Squared Differences (SSD) Approach

Beyond the binary form of the X-ray and DRR images, this approach differs from the intensity-based registration
by involvement of the SSD image similarity measure instead of the NMI metric:

SSD(X-ray,DRR) =
∑

x,y

(
X-ray(x, y) − DRR(x, y)

)2 (13)

where the x, y are the pixel coordinates. The usage of the SSD measure is advantageous for its straightforward
parallelization and consequent acceleration using the OpenGL fragment shaders.

3.4.2 Pixel Differences (PD) Approach

In pixel differences approach the similarity between the X-ray and DRR images is evaluated directly by the
Levenberg-Marquardt method. The vector F is reformulated to contain all pixels from both AP and LAT
rendered binary masks, Fmax contains pixels from the original radiograph masks:

F =




DRRAP (1, 1)
...

DRRAP (wAP , hAP )

DRRLAT (1, 1)
...

DRRLAT (wLAT , hLAT )




T

, Fmax =




X-rayAP (1, 1)
...

X-rayAP (wAP , hAP )

X-rayLAT (1, 1)
...

X-rayLAT (wLAT , hLAT )




T

(14)

The Jacobian matrix is reformulated in a straightforward way. Instead of the two gradient vectors for AP and
LAT view, the JF is formed by gradient vectors for each pixel of the rendered binary masks. Despite the size of
the approximated JF matrix is changed to wAPhAP + wLAThLAT × count(β), the number of required rendered
images remains 2 ∗ 2 ∗ count(β) and no evaluation of an explicit similarity measure is performed.

Instead of the global similarity between the DRR and X-ray images, this formulation enables the optimisation
to focus on the similarity of the local bone features. As more precise similarity information is available for the
optimisation, the convergence of the Levenberg-Marquardt method is enhanced and consequently, the higher
accuracy of the deformable registration is achieved.
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3.5 Optimisation Scheme
For all the methods, the process of reconstruction consists of three subsequent optimisations.

In the first stage, the rigid 2D-3D registration of the mean shaped bone to the original X-ray images is
performed. As the shape variability is Gaussian-distributed and the mean shape is a priori the most probable
to occur, the principal components b are set to zero values. This step is involved to avoid getting stucked local
minima. The vector β is reduced only to the rotation and translation parameters:

β1 = ([rx, ry, rz], [tx, ty, tz]) (15)

The second stage performs reduced deformable registration. As the time consumption caused by the JF matrix
evaluation linearly depends on the number of optimised parameters, the main purpose of the stage is to speed-up
the registration. The pose is optimised simultaneously with a reduced subset of the first u < nb shape parameters:

β2 = ([rx, ry, rz], [tx, ty, tz], [b1, b2, . . . , bu]) (16)

To reach the maximal accuracy, the pose and all the shape parameters are optimised in the last stage:

β3 = ([rx, ry, rz], [tx, ty, tz],b) (17)

In case of the intensity-based registration, the bone densities are set to the mean values during the whole
registration.

4. RESULTS
The proposed methods have been evaluated on the set of virtual radiographs ray-casted from segmented CT
images of femora. From each CT image, 12 virtual X-rays were rendered, rotated around longitudinal axis for
0, 30, 60, . . . , 330°, resulting in the data set of 96 images in total. The virtual radiographs were cropped to the
average size of 205 × 477 pixels. The initial poses of the shape model were generated randomly with a uniform
distribution. According to Baka,14 the maximum difference between the initial and the ground-truth pose was
limited to 10° rotation and 10 mm translation in each direction and along each axis.

Beyond the synthetic data set, the methods were evaluated using real X-ray images of phantom bones. The
images were taken from AP and LAT view, their relative pose was recovered using a custom L-shaped marker.
Sample phantom images are shown in Figure 5.

The optimisation scheme detailed in Section 3.5 was involved for each performed reconstruction. The subset
of the first 5 principal components (u = 5, see Equation 16) was optimised in the second stage of the registration
process. In case of intensity-based method, the joint histogram of size 64×64 bins is used for the NMI similarity
measure evaluation.

4.1 Accuracy evaluation
To evaluate the registration accuracy, we measured the mean and maximum symmetric Hausdorff distance
between the surfaces24 of the ground-truth and the reconstructed bone model. We employed both leave-one-out
and leave-all-in methodologies.

We investigated the influence of the parameter ǫb (see Equation 12) on the registration accuracy, the results
are shown in Figure 3. The best accuracy was achieved when the value of the ǫb parameter was set between 1
and 1.5 standard deviation. For the rest of experiments, we set ǫb = 1σ.

During the leave-one-out methodology, the bone model of currently used X-ray images was always discarded
from the training data set of the used shape model. The shape models used for the evaluation were described
by 18 principal components. Average results for the proposed methods are shown in Table 1.

During the leave-all-in methodology, the ground-truth tetrahedral model of the reconstructed bone was
present in the PDM training set. For the leave-all-in evaluation, a shape model described by 20 components
was used. This methodology is involved to reveal the reconstruction accuracy without the influence of PDM
generality. Results of the leave-all-in methodology are shown in Table 2.
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Figure 3. The influence of the ǫb parameter on the BW SSD method accuracy. The dependency of the average mean
Hausdorff distance (left) and RMS (right) on the ǫb. The evaluation was performed using the leave-one-out methodology.

Method type Mean [mm] RMS Maximum [mm] rx [°] ry [°] rz [°] T [mm]
Intensity-based (3.3) 1.18 1.57 7.21 0.17 0.29 2.43 0.63
BW SSD (3.4.1) 1.23 1.65 7.69 0.25 0.33 2.84 0.78
BW PD (3.4.2) 1.02 1.35 7.10 0.16 0.18 1.55 0.55

Table 1. Average reconstruction accuracy reached using the leave-one-out methodology, described by mean and maximal
symmetric Hausdorff distance, rotation and translation error. Corresponding performance results are shown in Table 4.

Method type Mean [mm] RMS Maximum [mm] rx [°] ry [°] rz [°] T [mm]
Intensity-based (3.3) 0.71 0.94 3.99 0.11 0.22 1.83 0.48
BW SSD (3.4.1) 0.77 1.02 4.48 0.18 0.18 2.53 0.57
BW PD (3.4.2) 0.43 0.51 1.78 0.09 0.09 1.04 0.36

Table 2. Accuracy of the methods reached using the leave-all-in methodology.

The results reveal that the best accuracy was reached by the BW PD method, while the accuracy of the BW
SSD method was slightly worse than the results reached by the intensity-based method. The accuracy of the
DW PD method is detailed using the graphs of the cumulative distributions of the Hausdorff distances in Figure
4. As the results show, the rotation around the longitudinal axis is difficult to recover accurately for all of the
proposed methods.
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Figure 4. Detailed accuracy of the BW PD method. Cumulative distribution of the mean symmetric Hausdorff distance
(left), cumulative distribution of the maximum error (right). The average case is highlighted by the red point.
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Figure 5. Silhouettes of the shape model fitted to the original X-ray images of a phantom. Radiographs are capturing
distal femur from anterior-posterior (left) and lateral (right) view. The corresponding model of the reconstructed bone is
shown in Figure 6.

Figure 6. A comparison between the reconstructed and ground-truth surfaces of the phantom bone. The red colored
ground-truth bone aligned to the reconstructed, blue colored bone (left). Heat-map visualization of the symmetric
Hausdorff distance (right); the blue color highlights the most accurately reconstructed parts (0 mm difference), the red
color shows the places with the highest registration error (6.62 mm). The original X-ray images are shown in Figure 5.

The distal femur of the experimental phantom was reconstructed using the BW PD (3.4.2) approach. The
mean Hausdorff distance between the reconstructed and the ground-truth bone surface was 1.26± 1.66 mm, the
maximal distance was 6.62 mm. The distance between the surfaces is visualized in Figure 6. The silhouettes of
the reconstructed model back-projected to the original X-ray images are shown in Figure 5.

4.2 Speed performance evaluation
The speed performance of the proposed methods was evaluated on a desktop machine equipped with the NVidia
980 GTX Ti 6GB graphics card, Intel i5-4460 CPU and 24GB of memory. The evaluation was focused on the
number of iterations, rendered images and amount of time needed for the reconstruction.

The rendering of one DRR image and one binary mask took 0.94 ms and 0.34 ms on average respectively.
We also implemented the image similarity measures computation using the OpenGL fragment programs. The
OpenGL implementation was chosen to minimize the data transfers between the CPU and GPU memory and
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to increase the performance by the parallel computation of the similarity measures. The results of the OpenGL
acceleration of the similarity metrics are shown in Table 3.

Measure type CPU time [ms] GPU time [ms]
NMI 2.51 1.10
SSD 2.03 0.23

Table 3. Average time needed for a single similarity measure evaluation using the CPU and OpenGL implementations.
The measurements do not include the time needed to transfer the data between the GPU and CPU memory.

The acceleration led to more than twice faster evaluation of the NMI measure and more than eight times
faster computation of the SSD metric. For the whole pipeline evaluation, we used the CPU implementation
of the Levenberg-Marquardt method provided by the dlib library.25 The speed performance results for the
leave-one-out methodology are shown in Table 4.

Iterations Images Total time
Method type st. 1 st. 2 st. 3 st. 1 st. 2 st. 3 CPU [s] GPU [s]
Intensity-based 23.45 22.11 16.44 668.72 1079.07 1736.08 15.77 8.76
BW SSD 19.56 21.35 14.04 541.09 1041.39 1489.07 6.24 3.19
BW PD 34.89 16.13 13.79 934.42 794.99 1459.71 14.46 -

Table 4. Comparison of an average count of iterations, images and time required by the proposed methods. The total
registration time was measured using CPU and GPU implementations of the similarity measures, including the time
needed for the data transfers between the system memory and a video adapter. The DRR and binary mask rendering is
always performed using GPU. The total GPU time for BW PD method is not available, as the method does not involve
an explicit similarity measure and the CPU implementation of Levenberg-Marquardt method is used. Corresponding
accuracy results are shown in Table 1. The average convergence graphs of the BW SSD method are shown in Figure 7.

The best speed-up was achieved using the BW SSD method. The OpenGL acceleration of the similarity
measures computation led to the nearly double speed-up of the evaluated methods. The pixel differences approach
faced worse performance due to the non-accelerated implementation of the Levenberg-Marquardt solver, as the
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matrices F ,Fmax and JF have significantly larger dimensions in comparison to the intensity-based and BW SSD
methods (see Section 3.4.2).

5. CONCLUSIONS
We have proposed novel methods for the multiview 2D/3D reconstruction of the femoral bone. The formulation
of the registration as a non-linear least squares problem and consequent optimisation using the well-established
Levenberg-Marquardt algorithm leads to significantly faster and more reliable 2D/3D reconstruction method
that requires a lower number of iterations to converge. Ehlke3 reported that, for a pelvic bone reconstruction
using his gradient-descent based optimisation aproach, approximately 6000 digitally reconstructed radiographs
were rendered on average during the registration and the whole reconstruction took 1:41 minutes on average. In
comparison, approximately 3500 digitally reconstructed radiographs were needed to reconstruct the femoral bone
using our intensity-based approach on average, which results in reconstruction speed-up. The intensity-based
registration took 8.76 seconds on average. It should be said that this comparison is rather orientative because
of the different involved graphics hardware, number of X-ray images, size of the shape model, et cetera.

Due to its straightforward parallelization, the BW SSD method reaches the highest registration speed-up,
as the average time of the reconstruction is less than 4 seconds. On the other hand, this method faces less
registration accuracy caused by the global character of the SSD similarity measure which averages differences
among the whole image. In the BW PD method, we overcome this drawback by the reformulation of the
measure and the optimization focusing on similarities of local bone features. Here, the Levenberg-Marquardt
method updates the optimised parameters with respect to derivatives of individual pixels of the X-ray and DRR
binary masks instead of derivatives of the global similarity measures. This leads to very accurate registration
method, the accuracy reached 1.02 ± 1.35 mm, so the BW PD method outperforms most methods that can be
found in a brief summary of the state of the art methods presented by Baka.14 Both the BW methods require
precise X-ray images segmentation. Thanks to the presence of intensity information, the intensity-based method
has the potential to work with original not segmented radiographs and at the same time to reach better accuracy
than the BW SSD method.

Moreover, the least squares formulation of the registration allows straightforward extension to the multifrag-
ment 2D/3D reconstruction. Our future work will be focused on the simultaneous 2D/3D reconstruction and
3D reduction of a fractured femoral bone. The rendering part and the similarity measures part is distributed as
open-source software and can be found at https://github.com/klepo/ssimrenderer.
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1. INTRODUCTION

An identification of the best fitting bone plate for a specific
patient is a one of common tasks in the field of orthopedic
surgery. The plate shape identification can be performed
during a preoperative planning stage. The planning process
typically exploits a 3D model of the injured bone which
is usually derived from a Computed Tomography (CT)
scan of the patient. In recent years, the possibilities of a
preoperative planning based only on plain 2D X-ray images
have been brought to focus, as the plain X-ray imaging
exposes patients to lower doses of ionizing radiation and it
is less expensive in comparison with the CT examination.
The key moment of such planning is a reconstruction of
the 3D bone model from a small count of 2D X-ray images.
This reconstruction is achieved by a non-rigid 2D/3D
registration of a deformable 3D femoral atlas onto the
images. The 2D/3D registration is solved as a numerical
optimization. The accuracy of the reconstruction depends
on the choice of the optimization method. The registration
speed is crucial, especially in urgent traumatology cases,
and is closely related to the convergence rate of the chosen
numerical optimization approach.

In Klima et al. (2015, 2016), we have proposed a 2D/3D
registration method based on the Levenberg-Marquardt
algorithm which is a highly effective non-linear least
squares problem solver, see Kelley (1999). In this study,
we compare the performance of our previously proposed
method against approaches based on Covariance Matrix
Adaptation Evolution Strategy (CMA-ES), see Hansen and
Kern (2004), which is frequently used for the purpose
of 2D/3D registration, and its Covariance Matrix Self
Adaptation (CMSA-ES) variant proposed by Beyer and
Sendhoff (2008). The results reveal that our Levenberg-
Marquadt based method is several times faster than the
methods using the evolution strategies while reaching the
same reconstruction accuracy.

2. RELATED WORK

Most of previously published 2D/3D registration ap-
proaches can be classified as feature-based or intensity-
based methods. Feature-based registration methods rely
on bone edges, or silhouettes detected in the original X-ray
images. The pre-trained bone atlas is usually a deformable
Statistical Shape Model (SSM) which is capable to learn
bone surface variations within a population. Consequently,
such feature-based methods reconstruct only a shape of
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Abstract: In this study, we compare the performance of our previously proposed deformable
2D/3D registration approach based on the Levenberg-Marquardt optimization with methods
exploiting Covariance Matrix Adaptation (CMA) and Covariance Matrix Self Adaptation (CMSA)
evolution strategies. The aim of the registration is to reconstruct a patient-specific 3D bone
model from a small set of plain 2D X-ray images what is achieved by fitting a deformable bone
atlas onto the X-ray images. The comparison of different optimization methods is focused on
both the robustness and the speed. The results were obtained using a large-scale data set of
synthetic X-ray images. We show that our method is several times faster in comparison with the
approaches based on evolution strategies while the robustness of the reconstruction is preserved.
To speed-up the reconstruction process, certain parts of the registration pipeline are accelerated
using graphics hardware. The median error of our proposed method was 1.12 mm and the median
reconstruction time was 7.2 s. The median time reached by the CMA-ES and CMSA-ES methods
was 48.5 s and 138.5 s respectively.
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a bone. In contrast, intensity-based methods proposed by
Yao and Taylor (2001); Sadowsky et al. (2007); Gong et al.
(2009); Ehlke et al. (2013) work with original X-ray images
and use Statistical Shape and Intensity Model (SSIM). In
addition to the bone shape, appearance models capture the
bone densities. Hence the anatomical structures such as a
compact and spongy bone can be reconstructed as well. In
this study, we focus on the intensity-based methods.

Previous 2D/3D registration approaches use various op-
timization methods, i. e. modifications of the gradient-
descent algorithm Ehlke et al. (2013). Strong attention
is currently paid to the gradient-free CMA-ES method
involved by Gong and Abolmaesumi (2008); Gong et al.
(2009, 2011); Khallaghi et al. (2010); Otake et al. (2016);
Ketcha et al. (2016); De Silva et al. (2016). The main benefit
of the CMA-ES method is no requirement of the Jacobian
matrix numerical approximation during the registration.

Many previously published comparisons of various atlas-
based 2D/3D registration methods were only tentative. The
main reason was the evaluation data sets were not shared
between the authors and typically consisted only of a small
number of cases. Moreover, the evaluations were performed
on different hardware configurations and the experimental
implementations were not equally sophisticated. The main
contribution of this paper is a fair comparison of the
mentioned methods on a reasonably large evaluation data
set.

3. METHOD

Approaches evaluated in this study reconstruct bones from
two co-registered orthogonal X-ray images. The background
of the bone must be segmented out from the original X-ray
images and a rough initial estimate of the appearance model
pose must be provided interactively by a user. The rest
of the registration pipeline is built as an iterative process.
Virtual X-ray images, refered as Digitally Reconstructed
Radiographs (DRRs), are rendered from the appearance
model in each step of the registration using our OpenGL-
based GPU implementation, proposed in Klima et al.
(2016). The dissimilarities between original and virtual
X-ray images are evaluated using Normalized Mutual
Information (NMI) image similarity measure, detailed in
Jan (2006). Due to performance reasons, evaluation of the
NMI similarity metric is accelerated using GPU as well. The
pose and the shape parameters of the appearance model
are adjusted in each iteration until the dissimilarities are
minimized. Finally, the bone is reconstructed as a specific
instance of the 3D appearance model.

3.1 Statistical Shape and Intensity Model (SSIM)

We adopted SSIM appearance model based on volumetric
meshes proposed by Yao and Taylor (2001). Tetrahedral
meshes of femoral bones derived from CT scans were
brought into correspondence using Elastix toolbox created
by Klein et al. (2010). Registered meshes were aligned using
Generalized Procrustes Analysis (GPA), while the size of
models remained unchanged. A linear model describing
the shape variability of femoral bones was obtained after
applying the Probabilistic Principal Component Analysis
(PPCA):

S = φb + S + ǫ (1)

Figure 1. A digitally reconstructed radiograph of a proximal
femur rendered from the involved SSIM model.

where S is a vector formed by concatenated coordinates of
tetrahedral model vertices, S is a mean shape vector, φ is a
matrix of principal components, b is a vector of independent
shape parameters and ǫ is a zero-mean Gaussian noise.
The bone density is described in each tetrahedron using
Bernstein polynomials:

D(µ) =
∑

∀i,j,k,l∈i+j+k+l=n

Ci,j,k,lB
n
i,j,k,l(µ) (2)

where µ are barycentric coordinates of a point inside the
tetrahedron, D(µ) is a bone density at that point, Bn

i,j,k,l

is a Bernstein basis for n-th degree polynomial and Ci,j,k,l

is the corresponding coefficient. For more details about
the SSIM models and their training we refer the reader
to works published previously by Yao and Taylor (2001);
Klima et al. (2016).

For the rendering of DRR images from the SSIM model,
the OpenGL accelerated approach originally proposed by
Ehlke et al. (2013) has been adopted. The integrals of
Bernstein polynomials along the virtual rays intersecting
the appearance model are evaluated using a closed form
solution proposed by Sadowsky Sadowsky et al. (2007). A
sample virtual X-ray rendered from the SSIM model is
illustrated in Figure 1.

3.2 2D/3D Registration

We formulate the double-view 2D/3D registration as a
non-linear least squares problem:

x∗ = arg min
x

1

2
F (x)TF (x) (3)

where x = (R, T,b) is a vector containing rotation,
translation and shape parameters of the appearance model
respectively and F (x) is a column vector of residuals to be
minimized defined as follows:

F (x) =

[
NMI1(x) − 2
NMI2(x) − 2

]
(4)

where NMI{1,2}(x) is a similarity between the original X-
ray image and the DRR image rendered according to the
parameters x, evaluated for the views 1 and 2 respectively.
If the corresponding X-ray and DRR images are the same,
the value of NMI similarity measure is equal to 2.

The speed of the reconstruction is determined by the total
number of images rendered during the optimization, as
the rendering and the similarity measure evaluation are
the most time-demanding parts of the registration pipeline.
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The total number of images depends on the convergence
of the chosen optimization method and on the amount of
virtual X-rays rendered in a single iteration.

The Levenberg-Marquardt method requires evaluation of
the Jacobian matrix JF . Size of the matrix is given as
Nviews ×Nx, where Nviews is the number of X-ray views
and Nx is the number of optimized parameters. As a closed
formula solution of the JF does not exists, the central
differences approximation of the matrix is typically used. In
consequence, two images are rendered for each JF element.
Because the study is focused on the two-view reconstruction,
the count of images NLM rendered in each iteration is
approximately given by:

NLM ≈ 4Nx (5)
In our experiments, we use implementation of the
Levenberg-Marquardt algorithm provided by the dlib
library, proposed in King (2009).

The CMA-ES and CMSA-ES methods require to set
parameters describing population size λ, parents count
µ and an initial step size σ. We use the estimations
λCMA = max [5,min(Nx, 4 + 3⌊logNx⌋)], σCMA = N

− 1
2

x

for the CMA-ES method and λCMSA = 4Nx, σCMSA = 1
for the CMSA-ES method. The µ =

⌊
λ
2

⌋
is same for both

the methods. Consequently, the number of images rendered
during a single iteration NCMA and NCMSA is equal to:

NCMA ≈ 2λCMA (6)

NCMSA ≈ 8Nx (7)

The reference implementations of the CMA-ES and CMSA-
ES methods from the Shark library by Igel et al. (2008)
were adopted in this study. The optimizations are termi-
nated when the values of the objective function in two
subsequent iterations are equal. Comparison of the number
of images is shown in Figure 2.
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Figure 2. A growth of the number of images rendered
in a single iteration with respect to the number
of optimized parameters. The vertical axis is in a
logarithmic scale.

3.3 Optimization Scheme

The whole reconstruction process comprises of 3 subsequent
registrations:

(1) Rigid registration - only the pose of the mean shaped
SSIM model is being optimized.

(2) Reduced deformable registration - the pose of the
appearance model is optimized together with a subset
of the first shape parameters.

Figure 3. A proximal part of a femoral bone reconstructed
with mean error of 1.12mm. The reconstructed bone
highlighted by a red color is aligned to the ground-
truth bone model obtained from CT image (top). The
reconstruction error is visualized by a heatmap, the red
color shows places with the highest error of 5.68mm
(bottom).

(3) Full deformable registration - all shape parameters are
optimized together with the pose.

The first and the second stages are involved to prevent
the registration from getting stucked in a local minima
and to speed-up the process by reducing the amount of
simultaneously optimized parameters. The last stage is
performed to reconstruct fine details of the bone. During
the registration, the bone densities are set to mean values.

4. EXPERIMENTAL RESULTS

The evaluation was focused on the accuracy and time
consumption of the registration procedure. We involved
leave-one-out and leave-all-in evaluation methodologies.
During the leave-all-in evaluation, the reconstructed bone
was present in the training set of the appearance model
and consequently, the accuracy of the registration was not
affected by the appearance model generalization ability.
In contrast, during the leave-one-out methodology, the
reconstructed bone was discarded from the SSIM trainig
set so the results reflect the real-world usage situation.

4.1 Evaluation Data Sets and Measurements

We used SSIM models created from 21/22 CT images
obtained from Virtual Skeleton Database, proposed by
Kistler et al. (2013), for leave-one-out/leave-all-in evalua-
tions respectively. The reference tetrahedral mesh contained
26, 000 vertices and 104, 000 tetrahedra. The density was
described using Bernstein polynomials of the 2nd degree,
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resulting in 10 density coefficients per tetrahedron. The
appearance models were described using 19/20 shape
parameters for leave-one-out/leave-all-in methodologies
respectively.

The methods were evaluated on a data set containing 100
orthogonal pairs of virtual X-ray images, ray-casted from
CT images of 8 individuals. An average size of X-ray images
was 201 × 474 pixels. The initial poses were generated
randomly with a uniform distribution. The maximum error
of initial pose was limited to ±10mm in translation and
±10 ◦ in rotation.

The evaluations were performed on a desktop ma-
chine equipped with NVidia GTX980Ti 6GB video adapter,
Intel i5-4460 processor and 24GB of RAM.

As the evolution strategies are stochastic, we repeated
CMA-ES and CMSA-ES reconstructions 10 times result-
ing in 1000 test cases for each evolution strategy. The
reconstruction accuracy was evaluated using the mean
symmetric Hausdorff distance, proposed by Aspert et al.
(2002), measured between the reconstructed surface and
the ground-truth bone models obtained from CT images.
We considered the reconstruction successful when the RMS
error between the surfaces was less than 3. Except two cases
for the Levenberg-Marquardt optimization and three cases
for CMSA-ES leave-all-in evaluation, all reconstructions

Table 1. Summary of time consumption in
seconds.

Leave-one-out evaluation
Method Min Q1 Median Q3 Max
L.-M. 3.54 5.84 7.15 8.88 15.49
CMA-ES 14.61 39.95 48.51 61.07 137.59
CMSA-ES 38.06 111.54 138.47 172.01 331.90

Leave-all-in evaluation
L.-M. 4.11 7.79 8.92 10.74 16.49
CMA-ES 13.04 42.23 51.42 66.05 133.33
CMSA-ES 32.72 119.39 145.14 179.05 344.07
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Figure 4. Distributions of the reconstruction time. The
vertical axis is in logaritmic scale.

Table 2. Avg. number of iterations per stage.

Leave-one-out Leave-all-in
Method St.1 St.2 St.3 St.1 St.2 St.3
L.-M. 24 22 16 25 22 24
CMA-ES 310 191 641 310 196 694
CMSA-ES 154 109 272 153 111 280

Table 3. Number of images rendered in each
iteration and average total number of images

for leave-one-out/leave-all-in evaluations.

Images per iteration Total images
Method St. 1 St. 2 Stage 3 Stages 1 - 3
L.-M. 24 44 100 / 104 1144 / 1452
CMA-ES 6 11 13 / 13 8195 / 8700
CMSA-ES 48 88 200 / 208 23822 / 25107

were successful. The unsuccessful cases were discarded from
the following plots.

In the first stage, only 6 parameters describing the appear-
ance model pose were optimized. In the following stage, the
pose parameters were optimized together with the first 5
shape parameters of the appearance model. During the full
deformable registration, 25/26 parameters were optimized
in total.

The measured number of iterations is shown in Table 2,
number of images rendered per iteration and in total are
shown in Table 3. The average time for one image rendering

Table 4. Summary of the mean Hausdorff
distance distributions (values in millimeters).

Leave-one-out evaluation
Method Min Q1 Median Q3 Max
L.-M. 0.84 0.99 1.12 1.25 2.02
CMA-ES 0.81 0.98 1.09 1.20 1.72
CMSA-ES 0.81 0.99 1.09 1.21 1.76

Leave-all-in evaluation
L.-M. 0.34 0.56 0.64 0.78 1.87
CMA-ES 0.28 0.47 0.56 0.63 1.08
CMSA-ES 0.22 0.50 0.59 0.69 1.48
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Figure 5. Distributions of the symmetric mean Hausdorff
distance.
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and for one metric evaluation was 0.94ms and 1.10ms
respectively. The resulting reconstruction times are shown
in Figure 7 and Table 1.

The corresponding results for reconstruction accuracy are
shown in Figure 5 and summarized in Table 4. The case
of Levenberg-Marquardt leave-one-out reconstruction, that
reached a median accuracy, is visualized in Figure 3.

We also investigated a correlation of the results reached by
the methods. The correlation of reconstruction accuracy is
illustrated in Figure 6, the time-consumption correlation
is shown in Figure 7. The corresponding coefficients are
summarized in the Table 5.
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results of CMSA-ES are visualized using heatmap.

Table 5. Correlation coefficients for leave-one-
out/leave-all-in evaluations of reconstruction

accuracy and time consumption.

Methods Hausdorff d. Time
L.-M. CMA 0.5440 / 0.5002 0.3397 / 0.2764
L.-M. CMSA 0.5828 / 0.5762 0.3463 / 0.2834
CMA CMSA 0.8321 / 0.7324 0.4207 / 0.3491

4.2 Discussion on results

The results reveal that reconstruction based on the LM
optimization is several times faster than CMA-ES and
CMSA-ES based methods while reaching similar accuracy.

The median time of the registration using the LM method
was more than 16-19 times lower in comparison to the
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Table 6. Speed-up factors between Levenberg-
Marquardt and ES-based methods.

Time Images
CMA-ES CMSA-ES CMA-ES CMSA-ES

Leave-one-out 6.78 19.37 7.16 20.82
Leave-all-in 5.76 16.27 5.99 17.29

CMSA-ES method and approximately 6-7 times lower
in comparison to the CMA-ES method (see Table 6).
Although the number of images rendered in a single
iteration scales the best in case of CMA-ES method, the
rate of convergence was significantly lower in comparison
with the Levenberg-Marquardt algorithm. On average,
the CMA-ES based registration required approximately
6-7 times more image renderings and metric evaluations
to converge and consequently the registration time was
proportionally longer. We also observed that the most
iterations were spent on the refinement of fine details of
the reconstruction.

The correlation was high in case of accuracy results and
significantly lower in case of time consumption. This was
caused by the stochastic nature of the evolution strategies,
when the most while random amount of time was spent on
a refinement of fine details, while the accuracy gain of fine
details tuning was always low.

5. CONCLUSION

Although the CMA-ES optimization is more convenient for
the usage in the 2D/3D registration, as the method does
not require a non-trivial approximation of the Jacobian
matrix, the Leveberg-Marquardt method provides several
times faster registration and consequently is more suitable
for the cases when the reconstruction time is crucial.
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Abstract. Computer-assisted 3D preoperative planning based on 2D
stereo radiographs has been brought into focus recently in the field of
orthopedic surgery. To enable planning, it is crucial to reconstruct a
patient-specific 3D bone model from X-ray images. However, most of
the existing studies deal only with uninjured bones, which limits their
possible applications for planning. In this paper, we propose a method
for the reconstruction of long bones with diaphyseal fractures from 2D
radiographs of the individual fracture segments to 3D polygonal models
of the intact bones. In comparison with previous studies, the main con-
tribution is the ability to recover an accurate length of the target bone.
The reconstruction is based on non-rigid 2D-3D registration of a single
statistical shape model onto the radiographs of individual fragments, per-
formed simultaneously with the virtual fracture reduction. The method
was tested on a syntethic data set containing 96 virtual fractures and on
real radiographs of dry cadaveric bones suffering peri-mortem injuries.
The accuracy was evaluated using the Hausdorff distance between the
reconstructed and ground-truth bone models. On the synthetic data set,
the average surface error reached 1.48 ± 1.16 mm. The method was built
into preoperative planning software designated for the selection of the
best-fitting fixation material.

Keywords: Preoperative planning · Fracture reduction
Fixation devices · 2D-3D registration · Statistical shape model
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1 Introduction

Plain radiography plays a key role in bone fracture diagnosis and treatment.
In the case of surgical intervention, plain radiographs enable basic preoperative
planning, such as bone fracture classification and the determination of an appro-
priate fixation technique for its stabilization. More advanced, computer-assisted
planning of the osteosynthesis provides a virtual simulation of the intervention,
which typically includes situating the fracture segments into anatomically cor-
rect and mechanically stable poses, measuring the bone morphology, or placing
fixation devices [9]. The virtual simulations rely on 3D polygonal models of
individual bone fragments, which are conventionally obtained from volumetric
images provided by computed tomography (CT). However, during the CT exam-
inations, the patients are exposed to substantially higher doses of radiation in
comparison with plain radiography. Therefore, the indication of CT examina-
tions is generally restricted only to cases of severe or complex fractures, while
the treatment of rather common cases depends on plain radiographs. Neverthe-
less, computer-assisted planning can be still beneficial even for rather routine
fractures, especially for long bone fractures of the lower limbs. One important
contribution is the possibility of preoperative measurement of patient-specific
bone morphology with aim of determining the features of the best-fitting fixa-
tion devices, such as the length of the intramedullary nail [8], the size of the bone
plate, or the number and placement of bone screws. Therefore, a reconstruction
of a 3D patient-specific anatomy based only on plain, clinically available radio-
graphs instead of volumetric images is of great importance for the application of
virtual planning in a broader spectrum of bone fracture treatment procedures.

In this paper, we propose a semi-automatic 3D virtual fracture reduction
method, which is able to reconstruct a polygonal model of an intact bone from
stereo radiographic images of the individual fracture segments. The method is
focused on displaced diaphyseal fractures of the simple or wedge type.

2 Related Work

In the field of orthopedic surgery, a somewhat similar challenge of computer-
assisted 3D preoperative planning based only on plain radiographs was recently
addressed by several projects [1,2] focusing on total hip arthroplasty (THA),
total knee arthroplasty (TKA), and lower extremity osteotomy. Other studies
were focused on observing 3D joint kinematics from fluoroscopy sequences with-
out the requirement of CT image acquisition [5,17,18]. Instead of CT scans,
a non-rigid registration of 3D bone atlases onto the stereo radiographs was
exploited to reconstruct polygonal models of the bones. As proposed in works
such as [15], statistical shape models were involved as the atlases to perform
a shape-constrained 2D-3D registration. With respect to the statistical shape
models, this reconstruction approach is straightforward when the target bone
is not suffering any injuries, which is fulfilled for the total joint arthroplasty or
observation of joint kinematics. However, arbitrarily shaped fracture segments
make reconstruction based on statistical shape models a challenging task.
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The first attempt to reconstruct injured bones using statistical atlases was
proposed in a study focused on the reduction of multi-fragment fractures of the
distal radius [7]. The goal of the study was to obtain a polygonal model of an
intact bone from plain radiographs of the fracture segments. The reconstruction,
together with the fracture reduction, were achieved at the same time by a 2D-
3D registration of a single statistical appearance model of an intact distal radius
into individual fracture segments. Splitting the statistical appearance model into
fracture segments was performed automatically by the registration. The method
was evaluated in silico using simulated fractures, concluding that the atlas-
based reconstruction may provide a more accurate distal radius template than
the conventionally used mirrored model obtained from the contralateral limb.

A later study, using a similar principle of a multi-fragment 2D-3D registration
of a statistical shape model, focused on diaphyseal fractures of the long bones
of the lower limbs [16]. In contrast with the previous work, its aim was to deter-
mine the rotation alignment between the proximal and distal fragments along
the longitudinal axis. In addition to the rotation angles, the study considered the
reconstruction of surface models of the individual fracture segments. However,
the approach was unable to perform virtual fracture reduction and to provide
a model of the intact bone, as the method was unable to determine the correct
length of the target bone. Moreover, the shape model had to be divided into
fragments in advance, without further refinement during the registration pro-
cess. The bone length also had to be provided manually in a study focused on
automatic fracture reduction using statistical atlases, working with mesh models
of fracture segments obtained from CT scans [3].

In this paper, we address the challenge of accurate bone length recovery.
Unlike [16], the division of the statistical shape model into segments is per-
formed automatically by the registration, enabling optimization of the shape
model length. In consequence, the proposed method is able to perform virtual
fracture reduction and provide a 3D model of the intact bone.

3 Method

The method is based on a multi-fragment registration of a statistical shape model
into stereo radiographs of individual fracture segments, extended by simultane-
ous optimization of the shape model length.

3.1 Statistical Shape Models

The statistical shape models involved in this study work as elastic tetrahedral
models of bones. As their elasticity is shape-constrained, it is ensured the mod-
els always represent anatomically reasonable bones. The shape models involved
were created using a procedure detailed in [12]. As the models are based on
probabilistic principal component analysis (PPCA), they are represented by the
following generative model:

S = φb + S + ω (1)
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Table 1. Characteristics of involved statistical shape models.

Statistical shape model Size of training set Modes of variation Tetrahedral vertices Tetrahedra

Femur 43 bones 41 20,843 93,480

Tibia 42 bones 40 22,003 106,436

b1 = ±2σ b2 = ±2σ

Fig. 1. Statistical shape model of the tibia. The instances were generated by setting
the first (left) and the second (right) parameter to ±2σ. The rest of the modes were
set to zero.

where S is a vector containing tetrahedral vertices of the model, the shape of
which is determined by independent modes of variation b; S is a tetrahedral
model of the mean bone; φ is a matrix of the principal components; and ω
describes zero-meaned Gaussian noise.

Two statistical shape models, representing the femur and tibia, were created
using CT images of intact bones, provided by the University Hospital in Ostrava.
The characteristics of the models are shown in Table 1. Both tetrahedral models
include a polygonal surface, formed by 19, 996 faces and by a subset counting
10, 000 tetrahedral vertices.

As previously described in [3], the length of the femoral or tibial shaft is rel-
atively independent of the shape of the joint regions. Considering the statistical
shape models of the involved bones, the length of the shaft is controlled mainly
by the first mode b1, while features such as the size or shape of the joint regions
are modeled in particular by the rest of the modes b2 . . . bn (Fig. 1). Therefore,
it is impossible to determine the length of a bone based only on the shape of its
distal and proximal parts.

3.2 Reconstruction

The reconstruction outcome comprises a model of a patient-specific intact bone,
described by shape modes b, and poses pprox, pdist of both fracture segments,
forming a vector P = (b, pprox, pdist). The results are obtained by minimization
of the reprojection error, evaluated using a nonoverlapping area measure (NOA),
together with a length criterion (LC):
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Regions 1 Regions 2 Regions 3 Regions 4

weivlaretaLweivroiretsop-roiretnA

Fig. 2. The input radiographs are divided into different regions of interest. The regions
related to nonoverlapping area evaluation (orange) border the maximal intact parts of
the bones. The boundaries of regions for length estimation (blue) are determined with
respect to the detachement point of the bone fragments. The regions are estimated as
scaled-up bounding boxes of the fragment segmentations, except the sides nearest to
the fracture, which are set interactively by the user. (Color figure online)

(P∗) = arg min
P

[

NOA(P) + LC(P)
]

(2)

Both terms are evaluated using the input radiographs, though with different
regions of interest (Fig. 2).

Nonoverlapping Area. The measure is evaluated between binary segmenta-
tions of the input digital radiographs (DR) and digitally reconstructed radio-
graphs (DRR) [12] with a reprojected statistical shape model, using only the
intact regions of the bones. The nonoverlapping area is defined as the area that
the segmentations do not have in common (Fig. 3). As shown in [13], it can be
evaluated as a sum of the squared pixel differences (PD) between the input and
virtual segmentations:

d(P, x, y) = DR(x, y) − DRR(P, x, y) (3)

PD(P) =
(

d(x1 . . . xn, y1 . . . ym)
)

(4)

NOA(P) = ‖PD(P)‖2 (5)

Instead of a count of different pixels, it is convenient to express the size of the

nonoverlapping area relatively as NOA(P)
NOA(P) + OA(P) , where OA(P) is the size of

the overlapping area. The measure is an intensity-based similarity metric in the
sense that the evaluation is performed directly with the input and reprojected
pixels, leading to correspondence-free registration [13]. In contrast, the feature-
based methods [5,6] usually require establishing correspondences between the
shape model vertices and the contours detected in the radiographs, which is a
challenging and error-prone task.

Bone Length Recovery. As the method works with simple or wedge fractures,
the injured bone is split into two main fragments. Each fragment is captured in
two regions of interest forming a stereo pair, as shown in Fig. 2. The key idea
of the recovery is to assign each vertex of the shape model to only one of the
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Anterior-posterior view Lateral view

Fig. 3. Nonoverlapping area between the input (red) and virtual (green) segmentations.
The size of the depicted nonoverlapping area is 28.5%. (Color figure online)

Too long Too short Correct length

Fig. 4. Relation between vertex assignment and resulting bone length. No assignment
of the vertices in the middle of the shaft to any of the fragments leads to a bone that
is too long (left). Assignment of the vertices to both fragments results in a bone that
is too short (middle). The correct length is ensured by assigning each vertex to exactly
one fragment (right).

main fragments. In consequence, each vertex should be reprojected in precisely
two regions, which is achieved by minimizing the length criterion:

RV(P) =
(

r(P, v1 . . . vn) − 2
)

(6)

LC(P) = ‖RV(P)‖2 (7)

where r(P, v) is the number of reprojections of the current vertex v. The
relation between misassigned vertices and bone length is shown in Fig. 4. The
regions of interest for the length recovery must be set with respect to a point of
detachement (Fig. 2).

Optimization Scheme. The registration is solved as a non-linear least
squares (NLS) problem, using a numerical Levenberg-Marquardt optimizer [10].
Although a computationally demanding approximation of the Jacobian matrix is
required, due to its high rate of convergence, the optimizer is able to outperform
stochastic gradient-free methods [14]. The Jacobian matrix JF has the following
form:

JF =





∂PDprox(P)/∂pprox 0 ∂PDprox(P)/∂b

0 ∂PDdist(P)/∂pdist
∂PDdist(P)/∂b

∂RV(P)/∂pprox
∂RV(P)/∂pdist

∂RV(P)/∂b



 (8)

where the partial derivatives are approximated using central differences as
∂f(t)/∂t ≈ f(t + ǫ) − f(t − ǫ)/2ǫ.

The reconstruction is divided into three subsequent optimizations. At first,
only poses pprox, pdist are considered. Next, the first five shape modes b1 . . . b5

are optimized together with the poses. Finally, all modes b are involved in the
last stage. Before the optimization, a rough initial pose of the statistical shape
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model together with the regions of interest must be set interactively by the user,
or estimated from the segmentations, as described in the following sections. The
binary segmentations of the input radiographs are performed manually. The
modes of variation of the shape model are initialized to zeros.

4 Results

The accuracy and performance of the proposed method were evaluated on syn-
thetic X-ray images of simulated fractures and on real radiographs of dry cadav-
eric bones suffering perimortem injuries. To evaluate the accuracy, the differ-
ences between the polygonal models reconstructed by the proposed method,
and ground-truth surfaces obtained from CT data sets were measured using the
symmetric Hausdorff distance [4]. The CT data sets of ground-truth bones were
never included into the training sets of the statistical shape models. Following
the reconstruction convergence criterion stated in [6], the method converged in
each evaluated case, as the RMS error was always lower than 3 mm. The ǫ for the
Jacobian matrix approximation was set to 1 mm or 1◦ in the case of pose param-
eters and to 1 standard deviation σ for shape modes b, as previously proposed
in [12].

The evaluations were performed using a 64-bit Windows 7 desktop machine,
equipped with an Intel i5 processing unit, NVidia GTX 980Ti 6 GB graphics
adapter and 24 GB DDR4 RAM.

4.1 Simulated Injuries

For the in silico evaluation of the fracture reduction, we adopted a data set of
virtual X-ray images, previously presented in [12]. The virtual radiographs were
ray-casted from 8 already segmented CT images of femoral bones obtained from
the Virtual Skeleton Database (VSD) [11]. From each CT image, 12 virtual
stereo pairs of orthogonal radiographs were created, resulting in 96 cases in total.
As the bones were rotated 30◦ along the longitudinal axis between the individual
renderings, the data set contained X-ray images captured even from arbitrary
views, in addition to standard anterior-posterior and lateral radiographs. The
source-image distance (SID) was set to exactly 1 m; the pixel spacing of the
radiographs was set to 0.75 mm. To simulate transversal fractures of the femoral
shaft, each radiograph was split into proximal and distal parts. A sample test
case chosen from the evaluation data set is shown in Fig. 5.

Initial poses of the statistical shape model were generated randomly, with
uniform distribution and maximum difference to the ground-truth poses limited
to ±10 mm and ±10◦, respectively.

Figure 5 shows the result of the virtual fracture reduction of the sample
test case. As the virtual radiographs and the reference polygonal models were
obtained from the same CT images, the reconstructed bones were compared
directly with ground-truth surfaces. The accuracy evaluation for each bone,
together with the size of the nonoverlapping area, the number of misassigned
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Fig. 5. A sample test case of stereo radiographs with simulative transversal fracture of
the femoral shaft, chosen from the virtual data set (top). Accuracy of the sample case
reconstruction (bottom). The heatmap shows the differences between reconstructed and
ground-truth surfaces, evaluated using the symmetric Hausdorff distance.

tetrahedral vertices, and the length error, as well as the performance evaluation,
including the overall reconstruction time, number of iterations in each stage and
a total number of rendered images, are shown in Table 2. The results for each
bone were averaged from 12 evaluations using different stereo radiographic pairs.

The virtual reduction method extends the Black & White Pixel Differences

(BW-PD) approach proposed in [12], designated for a single-fragment 2D-3D
reconstruction of the uninjured bones. Evaluated on the same synthetic data
set, the BW-PD method reached an average accuracy of 1.02 ± 1.35 mm when
reconstructing the uninjured bones, while the proposed method reached 1.48 ±
1.16 mm when performing virtual reduction of simulated shaft fractures.

4.2 Dry Cadaveric Bones Study

The cadaveric study involved archeological bones, two femoral and one tibial,
suffering peri-mortem diaphyseal fractures. A sample bone from the study is
shown in Fig. 6. The radiographs of individual fragments were taken sequentially,
using a Kodak Carestream Directview DR 9500 System imaging system. Two CR
X-ray cassettes with dimensions of 35 × 43 cm and 0.168 mm pixel spacing were
exploited for the captures. The source-image distance was set to approximately
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Fig. 6. Physically reduced dry cadaveric femur involved in the study (top-left), captur-
ing an anterior-posterior radiograph of the experimental setup (right), taking a lateral
radiograph (bottom-left).

1 m. The radiographs were calibrated using a custom made radiostereometric
biplanar calibration box, described in detail in [13]. The complete experimental
set up for capturing radiographs is shown in Fig. 6. Individual bone fragments,
sealed in a foil sleeve, were placed approximately in the center of the box, on
Styrofoam underlays. Contrary to the synthetic data set, the radiographs were
taken only from the anterior-posterior and lateral views. After capturing the
radiographs, the fractures were actually reduced and fixed by gluing individual
fragments together. Then, the reference polygonal models were obtained from
CT images of the reduced bones. The poses of the statistical shape model were
initialized interactively in a custom viewer.

In contrast with the in silico study, rigid registration of the reconstructed
bones onto the reference models had to be performed before the Hausdorff dis-
tance evaluation. The results of the evaluation are shown in Table 2, revealing a
slight decrease in accuracy for the cadaveric bones. The accuracy was affected
by the manual segmentation and the real-world calibration of the radiographic
images; the higher RMS error in comparison with the simulative data set was
caused by certain degradations of the archeological bones involved. The higher
number of misassigned tetrahedral vertices was related to a user estimation of
the separation spot, which was, by contrast, ideal in the case of the in silico

study.
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216 O. Kĺıma et al.

Table 2. Results of the reconstruction accuracy and performance evaluation.

4.3 Preoperative Planning Software

The method has been built into preoperative planning software, which provides
a large database of 3D models capturing bone plates and intramedullary nails.
The user is able to select the intended device from the database, place it interac-
tively onto the reconstructed bone model, possibly to perform a virtual bending
of the bone plate, and finally refine its pose using an automatic procedure. The
application also provides the cutting planes of the obtained polygonal model as
a tentative approximation of the fracture detachment sites, or measurements of
required screw lengths (Fig. 7). A mutual pose of stereo radiographs is deter-
mined using a calibration marker, which is usually attached to a lower limb
splint. The shape model is initially aligned with the longitudinal axes of frag-
ments, which are reconstructed in 3D from the binary segmentations.
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Fig. 7. A virtual simulation of intramedullary nailing of a tibial shaft fracture (top),
and a virtual placement of a distal tibial bone plate (bottom). The bone model was
reconstructed from radiographs of a real traumatology case.

5 Discussion and Conclusions

In this paper, we proposed a method for a virtual 2D-3D reduction of shaft
fractures of the lower limbs. To the best of our knowledge, no other method con-
sidering multifragment 2D-3D reconstruction with a focus on accurate length
estimation has been proposed so far. The accuracy of the method is compa-
rable even with single-fragment reconstruction approaches, presented in a brief
summary in [6]. The results revealed that the accuracy and performance are suffi-
cient for involvement in preoperative planning software designed for the selection
of the best-fitting fixation material. To omit the manual segmentation of input
radiographs, which is a time-consuming and subjective task, the future work will
focus on replacing the nonoverlapping area measure with density-based registra-
tion. We assume that the length estimation based on assigning the statistical
shape model vertices to individual bone fragments is straightforwardly gener-
alizable, even for application in virtual fracture reduction using 3D models of
the fragments obtained from CT images, as proposed e.g. in [3]. The reconstruc-
tion method is distributed as open-source library and front-end application at
https://github.com/klepo/libmultifragmentregister.
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